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Abstract

Electrical drive system, a major power electronics area, play a very important role in the

energy saving effort as an action for global environmental protection. Electric vehicle is one of

its application for such purpose. Electrical drive system interfaces the electrical supply with the

vehicle wheels, transferring energy in either direction as required, with high efficiency, under

control of the driver at all times. Most electric vehicles have a regenerative braking system.

During braking, the motor acts as generator and converts the energy caused by the movement

of the vehicle back into electricity and saved in battery or other storage system for further reuse.

Some problems occur in attempting the energy saving in electrical drive system. In one

case, the motor is operated in high-speed area. High-speed motor operation capability can

provide high kinetic energy to be recovered by the regenerative control system. This high-speed

operation is limited by the output voltage of the inverter. In another case, the energy is saved

by driving the vehicle in coasting operation, the motor should can be restarted from coasting

operation. However, in the motor restarting under the speed sensorless control, the initial

speed estimation problem occurs. And then, when the regenerative braking control is applied

to the PMSM drive system of electric railway vehicle with the light-load energy consumption,

the electrical oscillation occurs. Furthermore, the accurate system model is necessary for the

high-performance control design to obtain the efficient energy maintenance system in electric

vehicle. However, grasping the characteristic of large-scale combinational batteries is difficult.

The works described in this thesis addresses the investigation of these problems with each

solution as a result.

A simple novel field-weakening is proposed, which combines the saturation voltage strategy

to improve the DC voltage utility for high-speed motor operation. In this scheme, the PMW

mode is not changed, as a result, the control system construction is simple (cost reduction).

The performance analysis is presented, and then, the control gain selection is decided.

The motor restarting capability after coasting operation is investigated. The result gives a

consideration for a successful motor restarting after coasting operation under speed sensorless
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control using a speed adaptive observer. The investigation is carried out through experiments

and simulations, due to the system object is highly non-linear system. The minimizing con-

vergent time strategy of speed estimation, using gain scheduling based on the gradient slope of

estimated speed, is proposed.

The oscillation phenomenon of the light-load regenerative control is confirmed through the

experiment and the simulation. The mathematical model of investigated system, which divided

into four operation conditions, is derived. The cause of the oscillation phenomenon is then

clarified. Based on the analytical results, a new regenerative braking control method in purpose

to eliminate the oscillation is proposed.

The equivalent circuit of battery is estimated from the obtained admittance value decided

using the transfer function concept. The series and parallel batteries model is calculated math-

ematically from a single battery model. It is verified that the battery modeling can be done

easily by using a proposal technique.
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Chapter 1

Introduction

1.1 Background of the thesis

Electrical drive systems as one of the basic technology has been put to the practical use to

support the modern technology. The electrical drive system in electric vehicle is one of the

representative objects. In present time when the environmental energy problem becomes serious,

the electrical power regenerative becomes the large strong point of the electrical drive system

to be paid attention. Especially, a large contribution on energy saving can be expected from

the electrical drive system of the electric vehicle with relatively big inertia load by adopting the

electrical power regenerative brake system. Based on this background, in this thesis the energy

saving in electrical drive system for electric vehicle application is studied with a focus on the

alternating-current (AC) motor that has advantage of less maintenance than the direct-current

(DC) motor.

From the viewpoint of electric power source, electric vehicle can be classified to electric car

(EC) and electric railway vehicle (ER). The electric power source of EC is stored in batteries

those are carried onboard, while the electric power source of ER is provided by substation via

a transmission cable along the railway path. The capacity of storage batteries of EC is limited

with the restriction of the loading space and mass. This limitation results in a limit driving

range of EC with the once charged storage batteries. On the other hand, although there is no

problem with the driving range of ER, a method to save energy in a battery that is mounted

on the vehicle onboard or placed at the power substation is considered for energy conservation

purpose. For example, reusing the regenerative power in a DC supplied ER. Thus similar to the

EC system, it is believed that in the future the capacity problem of storage battery becomes

obvious existence in the ER system. From now on, it is thought that the importance of storing

electricity rises further in addition to machine loss cutting down when it aims at the energy

1
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saving in the electric vehicle drive system.

Refer to aforementioned background, the energy saving efforts in electrical drive system are

attempted. First, increasing the regenerative braking power with a high-speed operation as to

recover the kinetic energy as much as possible, and decreasing the total energy consumption

are important to enhance the effectiveness of the regenerative brake control system. Then,

to make the regenerative energy effectively, the regenerative electric power should be adjusted

corresponding to the condition of the storage battery. Therefore, a proper grasping of the

charging condition of the storage battery becomes indispensable too. Furthermore, in order to

save the energy, it is also important to decrease the energy loss in the drive system. Concretely,

by turning off the electricity while the vehicle is moving promptly for coasting operation after

it reaches a speed, the occurrences of inverter switching loss and magnetic excitation loss (in

case of induction motor) are prevented. It can be concluded that energy can be saved through

the reuse of regenerative energy and the efficiency on consuming energy.

1.2 Statement of Problems

Based on the above background, the research-works of this thesis, in the area of electrical drive

system, includes:

1. The investigation of a combination of the maximizing DC voltage utility strategy in the

asynchronous PWM inverter and a novel field weakening scheme as to aim the increase of

the regenerative electric power in the high-speed operation,

2. The investigation of the restarting capability of the induction motor under the speed

sensorless control condition,

3. The proposal of the elucidation and solution of the electrical oscillation phenomenon in the

permanent magnet synchronous motor drive system with a light load energy consumption,

and

4. The investigation of the modeling technique for a lead-acid storage battery characteristic

expression.

Through the investigation and verification of the above research-works, this thesis con-

tributes to energy saving in the electric vehicle drive system. The summaries of problems

statement and contributions of this thesis are illustrated in Fig. 1.1.
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Figure 1.1: Statement of problems and contributions.

1.3 Overview on Electrical Drive System

1.3.1 Topology of Electrical Drive System

In the electrical drive system, energy conversion occurs between electrical energy and mechanical

energy. In the motoring operation the electrical energy is converted to mechanical energy. In

the generating operation the opposite conversion occurs. The electrical drive topology consists

of electrical power source, power semiconductor converter, electrical machine (motor), load

machine, and control unit. A block diagram representation of an electrical drive system is

shown in Fig. 1.2.
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Figure 1.2: Block diagram of an electrical drive system.
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The power semiconductor converter controls the flow of electrical power between the motor

and the power source such that the motor matches the load requirements. The converter is an

electrical power conditioner and acts as a voltage and frequency changer. The control of the

converter is built in the low-voltage, low-power control unit. The command interfaces the inputs

to the control unit which, in order to adjust the operating point (torque, speed or position)

of the drive, makes use of direct feedback sensors, or indirect observers of some of the state

variables such as voltages, fluxes, currents, torque, speed, and position.

Electrical drive system has been established for a long time. It evolutes from direct current

(DC) drives to various forms of alternating current (AC) drives. Fig. 1.3 shows drive evolution

as a basic four-step process.
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V
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Figure 1.3: Evolution of drive control techniques.

DC Drive

Torque is directly proportional to armature current in the dc motor. By using an inner-current

control loop, the dc drive can directly control torque. Likewise, the constant magnetic-field ori-

entation, which is achieved mechanically through commutator action, makes direct flux control

a given. Thus, two primary factors toward insuring responsive control (i.e., direct torque con-

trol and direct flux control) are both present in the dc drive. The relatively simple electronics
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required to implement the dc drive represents another advantage. On the negative side, both

the initial and maintenance costs of dc motors are high, and high performance speed accuracy

can only be achieved if an encoder is included for feedback.

Scalar Frequency Control

All of the ac drives compared here allow the use of economical, robust ac induction motors.

Scalar frequency control also offers the advantage of operation without an encoder. On the

negative side, torque and flux are neither directly nor indirectly controlled. Control is instead

provided by a frequency and voltage reference generator with constant volts per hertz output,

which then drives a pulsewidth modulated (PWM) modulator. Although simple, this arrange-

ment provides limited speed accuracy and poor torque response. Flux and torque levels are

dictated by the response of the motor to the applied frequency and voltage and are not under

the control of the drive.

Flux Vector Control

Flux vector control reestablishes one of advantages of the dc drive through implementation

of direct flux control. In this case, field orientation is controlled electronically. The spatial

angular position of rotor flux is calculated and controlled by the drive, based on a relative

comparison of the known stator field motor to feedback of rotor angular position and speed. The

motor’s electrical characteristics are mathematically modeled with microprocessor techniques

to enable processing of the data. Torque control is indirect because of its position in the

control algorithm prior to the vector control process, however good torque response is achieved

nonetheless. Inclusion of the pulse encoder insures high-performance speed and torque accuracy.

The biggest disadvantage of flux vector control is the mandated inclusion of the pulse en-

coder. Another minor disadvantage is that torque is indirectly, rather than directly, controlled.

Finally, the inclusion of the PWM modulator, which processes the voltage and frequency refer-

ence outputs of the vector control stage, creates a signal delay between the input references and

the resulting stator voltage vector produced. These last two factors limit the ultimate ability

of flux vector control to achieve very rapid flux and torque control.

Direct Torque Control

Direct torque control also reestablishes direct flux control. In addition, direct torque control is

implemented. Both flux and torque are controlled by a hysteresis controller. The delays asso-
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ciated with the PWM modulator stage are removed, since the PWM modulator is replaced by

optimal switching logic. The original benefits associated with the dc drive of direct torque con-

trol, direct flux control, and high responsiveness are, thus, all reestablished. Torque response is

better than that available with either dc or flux vector control. In addition, assuming moderate

speed accuracy is acceptable (typically 0.1%-0.3%, or 10% of motor slip) the need for a pulse

encoder is eliminated.

Table 1.1 provides a summary comparison of the four drives described above.

Table 1.1: Comparisons of control types

Torque Flux

Control Type Control Control Response Advantages Disadvantages

DC Drive Direct Direct High High accuracy Motor maintenance

Good torque response Motor Cost

Simple Encoder required for high accuracy

Scalar Frequency None None Low No encoder Low accuracy

Control Simple Poor torque response

Flux Vector Indirect Direct High High accuracy Encoder always required

Control Good torque response

Direct Torque Direct Direct High No encoder Encoder required for high accuracy

Control Moderate accuracy

Excellent torque response

1.3.2 Energy Sources in Electrical Drive System

Basically, there are five energy sources to power the electrical drive system. These are (1) the

electrical utility, (2) a fuel cell, (3) a battery bank, (4) super capacitor, (5) flywheel storage.

Fig. 1.4 shows the block diagram of the energy sources in electrical drive system. To achieve

the desired power transfer between the energy sources and the common DC bus, a DC-to-

DC power converters are utilized. The fuel cell always supplies the DC bus, and hence, the

corresponding converter is uni-directional. On the other hand, the converter associated with

the super capacitor is bi-directional so that during deceleration, part of energy released by the

motor can be fed into the super capacitor. As well as the converter of the super capacitor, the

inverter of the flywheel system is be-directional. A high rotational flywheel is used to store

kinetic energy. This energy can be maintained by minimizing the friction losses. The coupling

of this flywheel with a high efficiency motor-generator allows to store-restore the kinetic energy

in electrical form. The batteries are connected directly to the DC bus.
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Figure 1.4: Energy sources in electrical drive system.

1.4 Outline of the Thesis

This thesis consist of six chapters, and topics of each chapter are briefly describe as follows:

Chapter 1: Introduction Chapter 1 outlines some backgrounds that motivate the

works in this thesis. The problems related to energy saving in electrical drive system are

formulated. The solutions to these problems are also briefly described. Outlining the topics of

each chapters ends this chapter.

Chapter 2: Field-weakening scheme in combine with saturated voltage control

strategy If the DC voltage utility can be improved as to improve the output power in the

high speed motor operation, a larger kinetic energy can also be recover. In this chapter, to

combine the maximizing DC voltage utility of the asynchronous PWM inverter using a satura-

tion voltage strategy, a novel field-weakening scheme corresponding to the torque improvement

is proposed. It is difficult to do so in the previous field-weakening scheme, since a Proportional-

Integral (PI) controller controls the motor voltage not to exceed its limit. Instead using PI

controller, to be able to implement a voltage saturation technique, the proposed scheme uses

only a Proportional controller with low-pass filter. With using the proposed scheme, the control

system construction is simple, since the changing in PWM mode is not necessary. Experimen-

tal results and performance comparisons are presented to show the proposed scheme has an

improved torque capability over the previous one.

Chapter 3: Motor restarting capability of speed sensorless drive As for an

energy saving effort, the energy loss decrease due to the electricity of the inverter is turned off
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in the motor coasting operation. Then the motor should be restarted when the acceleration

or the regenerative braking is needed. Therefore, the restarting capability is one of essential

technology for energy saving in electrical drive system. For this research purpose, chapter 3

deals with the preliminary investigation of the induction motor restarting capability under the

speed sensorless control condition. The speed sensorless scheme in this chapter utilizes a reduced

order observer. The initial value problem of speed estimation that occurs when restarting the

motor after coasting is emphasized. The initial estimated speed selection for a successful motor

restarting operation is studied further.

Chapter 4: Anti oscillation strategy for the regenerative braking control In

this chapter the analysis of the oscillation phenomenon, when the regenerative braking control

is applied into the PMSM drive system with a light-load energy consumption, is presented and

an anti oscillation strategy is proposed to overcome this stability problem. First, the oscillation

phenomenon, which occurred in the actual electric vehicle, is confirmed through the experiment

and the simulation. The mathematical model of investigated system, which divided into four

operation conditions, is derived. The cause of the oscillation phenomenon is then clarified

by solving each steady state solution and pole analyzing. Based on the analytical results, a

new regenerative braking control method in purpose to eliminate the oscillation is proposed.

Finally, the validity of the effectiveness of the proposed control technique is verified through

the experiment according to the mini model of the investigated system.

Chapter 5: Storage battery modeling In this chapter, the new technique to model

the transient characteristic of the lead-acid storage battery is proposed. First, the frequency-

response of battery in the discharge state is measured. The concept of transfer function to

decide the admittance value of battery is introduced. Then the equivalent circuit of battery is

estimated from the obtained admittance value. The variation of circuit-constant values with

the battery residual capacity is investigated. The series and parallel batteries model, which

provides high voltage and power capacity, is calculated mathematically from a single battery

model. This mathematical model is confirmed by comparing its frequency characteristic with

the measured one from the experimental system. It is verified that the battery modeling can

be done easily by using a proposal technique. The storage battery modeling contributes to the

optimization of the regenerative energy usage.

Chapter 6: Conclusions and Recommendations Chapter 6 gives a summary of the

overall results from the former chapters, identifies the main conclusions of this research works,

and provides some directions to continue and to extend the research works in the future.



Chapter 2

Field-weakening scheme in combine
with saturated voltage control
strategy

In this chapter, a novel field-weakening scheme which is combined with a saturated voltage

control strategy is proposed and its performance comparison with the previous scheme (without

implementing the saturation strategy) is presented. Though the proposed scheme is quite

simple, it is effective to provide a higher torque capability then the previous scheme does. The

maximum torque is produced by increasing the flux-producing current as much as possible

while the stator voltage reference is saturated. The voltage saturation condition is stimulated

by adding the torque-producing current into the flux-producing current reference. Since the

DC voltage utility can be improved, that hence, improve the output power in the high speed

motor operation, a larger kinetic energy can also be recover. Experiments were carried out to

verify the proposed scheme. The experimental results of the previous scheme are also presented

for comparison purposes. Furthermore, the performance comparison analysis is presented and

from the analysis results the gain parameters for a satisfied performance are selected.

2.1 Introduction

The high-speed operation of the field oriented induction motor control requires a flux decreasing

to counteract the back electromotor force (EMF) increasing that will approach the available

inverter voltage. Decreasing the flux causes the available torque is reduced. However, the

available torque is still can be improved by implementing the voltage saturation strategy to

maximize the dc-bus voltage utilization. The field weakening can be performed automatically

using a voltage controller without utilizing any motor parameter. Unfortunately, in this field

9
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weakening scheme the saturation strategy is not easy to be implemented.

In a torque-controlled induction motor drive, the maximum output torque and output power

besides depend on the motor power rating, also depend on the inverter current rating and the

maximum voltage that the inverter can supply to the machine. When the inverter power

capability is higher than the machine power, it should be limited to keep operating the machine

safely. To operate the machine at very high speed as required in many applications, such

as the traction and spindle drives, field-weakening scheme should be adopted, but available

torque is reduced. A control strategy, which considers current and voltage limitations, should

be implemented so that a maximum torque can be obtained in the whole speed range.

Many papers have proposed new control strategies to provide a maximum torque capability

in the field weakening area with taking into account the current and voltage limits [1]∼[4].
The approaches have superior torque capability compare to the conventional 1/ωr method. To

achieve a maximum torque, the flux reference is calculated by examining the relation of the

output torque capability with the leakage inductance of the machine [1]. A different approach

in determining the flux reference is using a voltage controller [2, 3]. Then, a voltage-margin con-

troller is developed that rejects dc-link and load disturbances [4]. However, all field-weakening

schemes [1]∼[4] are applied only in the linear region of the PWM inverter.

Since the space vector pulse width modulation (SVPWM) becomes popular used in motor

drive system, the study of the SPWM capability, especially for the field-weakening application,

is left behind. Although many papers have been dealt with the maximizing voltage utility of

PWM inverter through an overmodulation operation [5]∼[12], their implementation with the

field-weakening scheme in the induction motor drive has been not studied intensively. Only few

studies on it were found [13, 14]. An over modulation strategy by tracking the voltage vector

along hexagon sides of SVPWM was incorporated with the field-weakening scheme to give a

better voltage utilization [13]. However, here the field-weakening scheme that was adopted [1]

still uses motor parameters to set the flux reference. It was not mentioned a possibility the

use of the voltage control strategy as the authors proposed [3]. In another reference, a voltage

saturation technique was used for maximizing dc-bus utilization in current regulator [14]. Here,

a form of field weakening is provided intrinsically by using a complex vector synchronous frame

PI current regulator. Unfortunately, the current limitation is not considered in this technique.

And also a scheme for determining the flux reference is still required.

This chapter proposes a different approach of field-weakening control for providing a max-

imum torque capability considering voltage saturation and current limitation. The voltage
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saturation performs a voltage limitation with maximum dc-bus utilization. In present time, the

proposed scheme is implemented to the rotor-flux oriented control of a SPWM VSI-fed induc-

tion motor. The first part of the chapter describes the currents control with decoupling system.

Then followed by describing the voltage saturation strategy and the field-weakening scheme in

detail. Then the experimental results of the proposed scheme including comparisons with the

previous scheme are presented. Finally the performance analysis is presented, and based on the

analysis results the gain parameters for the satisfied performance are selected.

2.2 Currents control with decoupling system

The dynamics of an induction motor in the synchronous frame are given by

ẋ = Ax+Bu (2.1)

where: x =
[

isd isq φrd φrq
]T

, u =
[

vsd vsq
]T

,

A =









a11 a12 a13 a14
−a12 a11 −a14 a13
a31 0 a33 a34
0 a31 −a34 a33









, B =









b1 0
0 b1
0 0
0 0









,

a11 = −Rs/(σLs)− L2m/(σLsLrTr) , a12 = ωe ,

a13 = Lm/(σLsLrTr) , a14 = ωrLm/(σLsLr) ,

a33 = −1/Tr , a34 = ωsl ,

b1 = 1/(σLs) , σ = 1− L2m/(LsLr) ,

isd, isq d-q axes stator currents in the synchronous frame;

φrd, φrq d-q axes rotor fluxes in the synchronous frame;

vsd, vsq d-q axes stator voltage in the synchronous frame;

Ls, Lr, Lm stator, rotor, and mutual inductances;

Rs, Rr stator and rotor resistances;

ωe, ωr electrical and rotor angular frequency;

ωsl slip frequency (ωe − ωr);
Tr rotor time constant (Lr/Rr).
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The rotor-flux-oriented control is achieved by letting φrq = 0 and φrd = φr = constant. Then,

the current dynamic Eq. (2.1) yield

σLs(
d

dt
isd) = −Rsisd + ωeσLsisq + vsd (2.2)

σLs(
d

dt
isq) = −Rsisq − ωeσLsisd −

ωeLm
Lr

φrd + vsq (2.3)

The feed forward decoupling control method is to choose inverter output voltages such that

v∗sd = (Kp +
Ki

s
)(i∗sd − isd)− σLsωeisq (2.4)

v∗sq = (Kp +
Ki

s
)(i∗sq − isq) + σLsωeisd +

(1− σ)Ls
Lm

ωeφrd (2.5)

where the proportional and integral gains are set to Kp =
σLs
Td

and Ki =
Rs
Td

respectively, as for

the stator currents to have a first order delay response of their references with time constant

of Td . Then, to minimize loop feedback systems, the currents feedback used for decoupling

system including the back EMF compensation can be estimated using

i∗sd1 =
1

1 + Tds
i∗sd (2.6)

i∗sq1 =
1

1 + Tds
i∗sq (2.7)

i∗sd2 =
1

1 + Trs
i∗sd1 (2.8)

and then

ωe = ωr +
Rr
Lr

i∗sq1
i∗sd2

(2.9)

φrd = Lmi
∗
sd2 (2.10)

The block diagram of the currents control with decoupling system is shown in Fig. 2.1. This

configuration will be used in this chapter as a standard currents control system, so that only

the field-weakening scheme of the proposed strategy will be different compared with one of the

previous strategy.
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Figure 2.1: Currents control with decoupling system.

2.3 Voltage Saturation Technique

The SPWM signal is constructed by comparing a high-frequency triangular carrier with three

reference signals. It can be easily implemented as an analog or a digital solution; hence it makes

high flexibility in practical use.

With index modulation m = 1, SPWM provides voltage utility about 78% of the value that

would be reached by square-wave (six step) operation. The dc-bus utilization can be increased

through the use of zero-sequence harmonics addition [7], square wave addition [9], or reshaping

the modulation command [11]. However, it is preferred to use the saturation technique instead,

due to its simplicity, especially when it implemented with the field-weakening scheme. The

saturation technique can be realized quite simple by limiting the phase voltage reference to the

value of Vdc2 as shown in Fig. 2.2.

In this way, the need to over-modulate in the pulse-dropping region is eliminated. Fig. 2.2

shows the half period SPWM construction of the saturated and unsaturated voltage reference.

For the saturated voltage reference case, the amplitude is enlarged and then is limited to not

exceed the triangle carrier amplitude. As a result the effective output voltage is boosted.

As well as the current control system described in previous section, the saturation technique

illustrated in Fig. 2.2 will be used in this chapter as a standard of voltage limiter. In the previous

field-weakening scheme that will be described later, the voltage limiter is still necessary to

anticipate an overshoot phenomenon of the voltage controller in transient.
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q

A
V d c
2

S a t u r a t e d  P W M

U n s a t u r a t e d  v o l t a g e  r e f e r e n c e
S a t u r a t e d  v o l t a g e  r e f e r e n c eT r i a n g u l a r  c a r r i e r

U n s a t u r a t e d  P W M

Figure 2.2: Sinusoidal pulse width modulation.

2.4 Field-Weakening Scheme

2.4.1 Constraints in Operating Conditions

Induction motor can operate in one of three operating modes: torque constant mode, power

constant mode, and voltage constant mode. Below the rated speed (torque constant mode)

the motor operation is current-limited. In power constant mode the motor operation is both

current-limited and voltage-limited as the back-EMF approaches the maximum inverter voltage

while the current is still limited. In voltage constant mode the speed becomes so high that the

current cannot exceed the maximum inverter current anymore.

Current and voltage limitations are available in inverter by means of over-current and over-

voltage protections. However, we still have to limit the motor operation below those over current

and over voltage values. Otherwise the protection system will shut down the inverter. Thus it

is useful to limit the motor operation in the controller system.

The machine current operation is limited to a maximum stator current ismax that is the

minimum of inverter maximum current and motor maximum current. This current limitation

is provided by limiting q-axis current reference i∗sq , which the priority is given to d-axis current

reference i∗sd , and follows the equation expressed in Eq. (2.11). The field weakening technique
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determines the d-axis current reference i∗sd which is limited to its rated value.

i∗2sd + i∗2sq ≤ i2smax (2.11)

The voltage applied to the motor is limited to vsmax that depends on the available dc-bus

voltage Vdc and pulse-width modulation (PWM) strategy. The motor voltage input follows the

following equation.

v∗2sd + v∗2sq ≤ v2smax (2.12)

The steady-state voltage equations of the induction motor in the synchronously rotating refer-

ence frame are given by

v∗sd = Rsi
∗
sd − ωeσLsi∗sq (2.13)

v∗sq = Rsi
∗
sq + ωeLsi

∗
sd (2.14)

I n c r e a s i n gs p e e d

C u r r e n t - l i m i tc i r c l e
V o l t a g e - l i m i te l l i p s e

i s d

I n c r e a s i n gs p e e d

V o l t a g e - l i m i tc i r c l e
C u r r e n t - l i m i te l l i p s e

v s d

v s qi s q

( a ) ( b )

Figure 2.3: Voltage and current limits: (a) Current boundary (b) Voltage boundary.

In high-speed operation, the stator resistance effect is negligible in Eqs. (2.13) and (2.14).

Then the current-limit constraint of Eq. (2.11) and the voltage-limit constraint of Eq. (2.12)

can be rewritten as the following equations.

(i∗sdωeLs)
2 + (i∗sqωeσLs)

2 ≤ v2smax (2.15)
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(

v∗sd
ωeσLs

)2

+

(

v∗sq
ωeLs

)2

≤ i2smax (2.16)

Eqs. (2.11) and (2.12) mean the circle equations, while Eqs. (2.15) and (2.16) mean the ellipse

equations. Fig. 2.3 shows the current-limit and voltage-limit boundaries in the qe-de current

and voltage planes.

2.4.2 Maximum Torque Capability

The maximum torque provided by the field-weakening scheme based on voltage control strategy,

which considering the current limit and voltage limit, was described clearly by Kim and Sul [3].

The whole field-weakening region can be divided into two sub regions: region I (ωbase < ωe ≤ ω1)

and region II (ωe > ω1). In the field-weakening region I, the maximum output torque is obtained

by the locus of the optimal voltage vector which moves rightward along the boundary of the

voltage-limit circle as the operating frequency increases (from point A to point B as shown in

Fig. 2.4). In the field-weakening region II, the maximum output torque is obtained only by the

voltage-limit constraint as

v∗sq = |v∗sd| =
Vsmax√

2
(2.17)

regardless of the operating frequency (at point B; not point C as shown in Fig. 2.4).

C o n s t a n t  t o r q u el o c u s

S a t u r a t e dV o l t a g e - l i m i t

U n s a t u r a t e dV o l t a g e - l i m i t

A
A 1

B 1
B

C 1C

| v d |  =  v qq - a
x i s

 v o
l t a g

e

| d - a x i s  v o l t a g e |

Figure 2.4: Voltage vector for producing maximum torque.
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Now, if the voltage saturation strategy can be implemented with the field-weakening scheme,

the voltage-limit boundary is enlarged as shown in Fig. 2.4. As the results, the base frequency

ωe becomes higher and the field-weakening area is widened. Without voltage saturation, the

field-weakening operation starts at point A. Since the voltage limit Vsmax become larger when

the saturation strategy is used, the field-weakening operation starts at point A1 with higher v∗sd

and v∗sq compared the ones at point A. The higher voltage references the higher base frequency,

according to Eqs. (2.13) and (2.14). Then, more voltage available more power will available.

Hence, for the same required torque the higher maximum frequency can be reached, since the

mechanical power is

Pmech = Teωr (2.18)

It means the field-weakening area is widened. In general, the torque capability is improved by

maximizing the dc-bus voltage utilization. For instance, as shown in Fig. 2.4, a higher torque

can be achieved at point B1 with implementing the saturation strategy rather than at point B

without implementing the saturation strategy.

2.4.3 The Previous Field-Weakening Scheme

The voltage control strategy for providing maximum torque in the field weakening operation

is implemented using two Proportional-Integral (PI) controllers [3] as shown in Fig. 2.5. One

(PI 1) controls the field-component current i∗sd to adjust the machine input voltage not exceeding

the maximum voltage Vsmax and following Eq. (2.12). Since the SPWM is used, Vsmax is
√

3
2

(

mVdc
2

)

or v∗c is set to
√

3
2

(

mVdc
2

)

, where m is index modulation and
√

3
2 is the vector

transformation factor. PI 1 controller input is V 2
smax − (v∗∗2sd + v∗∗2sq ) to avoid the square-root

computation. The other (PI 2) controls the maximum value Iqmax of the torque-component

current i∗sq to adjust v∗sd, so that follows the current limit of Eq. (2.17), when the field-weakening

region II is entered. PI 2 controller input is 1
2V

2
smax−v∗∗2sd to avoid the square-root computation

as in PI 1 controller. Besides i∗sd is fed to the d-axis current controller, it is also used to

perform the current limiter as in Eq. (2.11). Then the limit value of Limiter2 is the minimum

of
√

I2smax − i∗2sd and the PI 2 output.

Before the three-phase voltage references are fed to the SPWM inverter, each phase voltage

reference is limited to Vdc
2 to guarantee the voltage reference amplitude doesn’t exceed the

triangle carrier amplitude. Although the voltage has been limited by PI 1, the voltage limiter

(Limiter3) is still necessary to anticipate an overshoot phenomenon of the voltage controller in
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transient. The limited voltage references are then transformed to the synchronous frame again

and become the voltages feedback for the voltage controllers (PI 1 and PI 2).

P I _ 1

V e c t o rt r a n s f o r -m a t i o nA 2 + B 2A 2

1
2 A 2

P I _ 2

  C u r r e n t
   c o n t r o l
     a n d
d e c o u p l i n g
   s y s t e m

v s w*
v s v*
v s u*

i s u
i s v
i s w

i s d *

i s q *

I s m a x - i s d* 22

M I N

v c  =  V s m a x

A n t i - w i n d u p

A n t i - w i n d u p

L i m i t e r  1

L i m i t e r  2

L i m i t e r  3

v s q* *

v s d* *
v s 2+ -

+ -

T e
 *

F r o m
c u r r e n t
s e n s o r s

    T o
S P W M
i n v e r t e r}

}
Figure 2.5: Field-weakening scheme based on voltage control strategy (previous scheme).

Voltage limitation will deteriorate the currents control performance since it causes an inte-

grator windup phenomenon. To prevent integrator windup the ”realizable references” [14] or

”back-calculation” [15] method can be used. However, it is not needed in our proposed volt-

age limitation, since: first, the feedback voltages used by the field-weakening scheme (voltage

controller) are the saturated voltage references and second, the phase voltage references are

guaranteed not to exceed the triangle carrier amplitude. Therefore, the PWM outputs always

linear with the input of the saturated voltage references.

The anti-windup strategy is applied in PI 1 since i∗sd is limited to its rated value by Limiter1

(torque constant mode operation). However, a simpler way to prevent integrator windup can

also be used instead. Here, when the control output reaches its limitation value, the integrator

initial values of the controller for next iteration are reset to the initial values from previous

iteration. This anti-windup strategy should also be applied in the speed controller if the torque

reference T ∗
e is provided by a speed controller, since the torque reference is limited by Limiter2.
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2.4.4 The Proposed Field-Weakening Scheme

The problem that we are faced now, is how to combine the voltage control strategy [3] with

the voltage saturation strategy as simple as possible. In the previous field-weakening scheme,

the voltage saturation condition is difficult to be performed, since PI 1 controls the voltage

to follow the voltage reference (v∗c = Vsmax). The saturation condition occurs only when the

voltage overshoot occurs. Although it is possible to enlarge the voltage reference (v∗c > Vsmax),

it is better if the voltage is only enlarged when a higher or maximum torque is required, not

permanently. In another word, the available voltage should be varied proportional with the

required torque. As an advantage, the voltage saturation condition only occurs when a high or

maximum torque is required.

Field weakening control reduces the d-axis current reference in order to keep the voltage

not exceed its maximum value. If it is seen in the opposite direction, the voltage will increase

when the flux reference increase. Now if we assume a positive disturbance is added to the flux-

producing current reference, the voltage controller (PI 1 in Fig. 2.5) will compensate it so that

the voltage will be still kept constant and a saturated condition will be not achieved. In this

case the flux will not increase and neither the torque. Then to achieve a saturated condition, a

perfect controller like a PI controller should not be used. For this purpose a P (proportional)

controller is used for the voltage controller instead of PI controller. As a result, a small steady

state voltage error will occur and if a positive disturbance is added to the flux reference the

voltage will be slightly increase proportional to the disturbance. If the voltage level greater

than the limiter voltage, it will be saturated. Thus the effective voltage as seen by the motor

is boosted.

In the steady state of field weakening area, the torque equation for the power-invariant form

can be expressed as

Te = Np
L2m
Lr

i∗sd.i
∗
sq = k.v∗sd.v

∗
sq (2.19)

where k = −NpL
2
m/(σL

2
sLrω

2
e) and Np is pole pairs number. As seen in Eq. (2.19), the torque

is proportional to the product of i∗sd and i∗sq. It means the torque also depends on the flux.

The higher flux is produced the higher torque is produced. Since i∗sq is the torque producing

current reference, the q-axis current isq will corresponds with the produced torque. Then if the

isq is added to i∗sd as disturbance, it will affect the flux, and then it will also affect the torque

as a positive feedback signal. Since in the rotor flux oriented control the d-axis current isd is

always positive value, the disturbance should be always positive value. It means the magnitude
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of q-axis current isq only should be used as a disturbance. Fig. 2.6 shows block diagram of the

proposed field-weakening scheme based on saturated voltage control strategy.

P

V e c t o rt r a n s f o r -m a t i o nA 2 + B 2A 2

1
2 A 2

P I _ 2

I s m a x - i s d* 22

M I N

v c   =  V s m a x

A n t i - w i n d u p

L i m i t e r  1

L i m i t e r  2

L i m i t e r  3

v s q* *

v s d* *
v s 2+ -

+ -

T e
 *

F r o m
c u r r e n t
s e n s o r s

    T o
S P W M
i n v e r t e r}

}

M A X

L P Fv s f l t

K d i s t

s i g n

  C u r r e n t
   c o n t r o l
     a n d
d e c o u p l i n g
   s y s t e m

v s w*
v s v*
v s u*

i s u
i s v
i s w

i s d *

i s q * i s q

+ +

Figure 2.6: Field-weakening scheme based on saturated voltage control strategy (proposed

scheme).

As seen in Fig. 2.6, a first order low-pass filter (LPF) with a cut-off frequency of 100 Hz

filters the stator voltages firstly to improve the voltage control performance, since a P controller

is used. The flux reference of the proposed strategy is expressed as

i∗sd = Kvp(v
∗2
c − vflts ) + sign.Kdistisq (2.20)

where: sign = 1 if isq > 0 and sign = −1 if isq < 0. Kvp represents the proportional gain, vflts

is the filtered signal of the sum of squared d-axis and q-axis voltages, v∗c is set to Vsmax, and

Kdist is the disturbance gain.

Since the available voltage of the proposed field-weakening scheme is varied, the reference

value for PI 2 should be modified as shown in Fig. 2.6. Here, the maximum of Vsmax and
√

v∗∗2sd + v∗∗2sq is chosen.



2.5. Experimental Results 21

2.5 Experimental Results

2.5.1 Experimental setup

To validate the proposed scheme, experiments were carried out, and to verify it has an im-

proved torque capability over the previous scheme, the comparison experimental results are

also presented. Photograph of the experimental system is shown in Fig. 2.7. The test motor

is a three-phase, four-poles, 750 W, 1410 rpm IM with the specifications listed in Table 2.1.

All algorithms are implemented by the embedded ’C’ code in a floating point DSP (Texas In-

struments TMS320C32, operating speed 50MHz). An incremental encoder with 4096 ppr is

mounted on the shaft for detecting the rotor position. The circle time (full control time) of

whole experimental system is 0.1 milliseconds (sampling period is 0.1 milliseconds). The rotor

speed and the speed control are sampled every 1 millisecond using an interrupt method.

Table 2.1: Induction motor parameters

750 W, 200 V, 4 poles, 1410 rpm

Rs 2.76 Ω Rr 2.9 Ω Total inertia 0.0586 kg.m2

Ls 234.9 mH Lr 234.9 mH Lm 227.9 mH

Figure 2.7: Induction motor laboratory experimental system.
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2.5.2 Maximum torque test

The block diagram of experimental system is shown in Fig. 2.8. The motor is run from a

standstill condition with the torque reference is set to its maximum (rated torque) for 15

seconds and then set to zero torque (see Fig. 2.9). This will forces the field-weakening scheme

to provide a maximum torque in the whole motor operation.

w m
i s

v s *v c *

T e
*

F i e l d - w e a k e n i n g  s c h e m e
                  +
   C u r r e n t  c o n t r o l  w i t h
    d e c o u p l i n g  s y s t e m

S P W M
I n v e r t e r I M

Figure 2.8: Block diagram of the experimental system.

T e _ M A X

t i m e  [ s e c ]00 1 5

Figure 2.9: Torque reference for maximum torque test.

Figs. 2.10 and 2.11 show the experimental results of the maximum torque test operation of

induction motor using the previous and proposed field-weakening scheme respectively. The base

frequencies achieved by the previous and the proposed schemes are 1274.4 rpm and 1420.9 rpm,

respectively. The maximum frequencies achieved by the previous and the proposed schemes are

6679.7 rpm and 7133.8 rpm. These results confirm that a higher base frequency and a widened

field-weakening area are produced by the proposed scheme. This can be explained by comparing

Fig. 2.10(d) with Fig. 2.11(d). The output voltages produced by the proposed scheme are larger

than by the previous scheme. Fig. 2.10(e) and 2.11(e) show that the voltage locus of maximum

torque moves along the voltage limit circle in region I and kept at the point of vsq = |vsd| when
the region II is entered.
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Figure 2.10: Experimental results of field-weakening operation based on unsaturated voltage

control (previous scheme).
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Figure 2.11: Experimental results of field-weakening operation based on saturated voltage con-

trol (proposed scheme).
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2.5.3 Noise Effect

In the proposed field-weakening scheme, the saturation condition is stimulated by disturbing

the flux current reference with the q-axis current isq. The performance of the flux current will

be deteriorated by the current noise in isq. The noise effect in the field-weakening operation

using the proposed scheme can be seen in Fig. 2.11(b) compared to Fig. 2.10(b). The ripple

of i∗sd by the proposed scheme was large. Although it did not really affect the d-axis current

response (ripple of isd by proposed scheme was relatively same with one of isd by previous

scheme), the same condition will be very difficult to be achieved if the motor power is large.

Large motors have large leakage factor and currents. This situation affects noise conditions of

the motor caused by the structure of the motor or by the electromagnetic interference (EMI).

Large noise will cause the high performance of field-weakening operation very difficult to be

achieved.

Figure 2.12: Noise effect investigating results when the voltage saturation condition is stimulated

by i∗sq.

To overcome the noise effect, the torque-producing current reference i∗sq can be used to

substitute isq as disturbance in stimulating a voltage saturation condition. Fig. 2.12 shows the
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investigation results of the noise effect when the voltage saturation condition is stimulated by

i∗sq. As it is supposed, the ripple of i∗sd can be eliminated in field-weakening region I, comparing

i∗sd of Fig. 2.12(a) with of Fig. 2.11(b). It is also less than the ripple of i∗sd by previous scheme in

Fig. 2.10(b). However, when region II is entered the ripple of i∗sd in Fig. 2.12(a) becomes worse.

This is because of the instability of the PI 2 controller. The control gains were not suitable

anymore. It was found that the PI 2 control gain selection is critical, not only for the proposed

scheme, but for the previous scheme too. For that reason we propose a new control strategy

for the operation in region II.

I s m a x - i d se * 22

I
C o n d i t i o n s :
I f    | v d s |  >  | v q s |         { d o  i n t e g r a t i o n }I f    | v d s |  <  0 . 8 | v q s |    { r e s e t  i n t e g r a t o r }            e l s e            { n o  a c t i o n ,  h o l d  t h e  i n t e g r a t i o n  v a l u e }

*
* *
*

| v d s |*
| v q s |*

i d s*

I q sm a x
+ + +-

Figure 2.13: New control strategy for region II.

Fig. 2.13 shows the block diagram of the new control strategy for field-weakening operation

in region II. The controller only uses an integrator with conditions. The input of integrator is

|v∗sq| − |v∗sd| and the output is used to adjust the maximum current, so that the voltages are

kept to be |v∗sq| = |v∗sd| when the field-weakening operation enters to region II. The integrator

gain of 0.5 is selected. The selection of integrator gain is not critical. It can be used as it

in all configurations in this chapter, including the configuration with the isq disturbance for

stimulating the voltage saturation condition. The factor of 0.8 in the conditions of integrator

is to provide a hysteresis band.

Fig. 2.14 shows the implementation results of the new control strategy for the field-weakening

operation in region II. It is seen that the ripple of i∗sd and i
∗
sq occur when the region II is entered

are eliminated by using the new control (comparing Fig. 2.14 with Fig. 2.12). These results

are very important according to the application of the proposed field-weakening scheme with a

large power motor.
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Figure 2.14: Experimental results of the new control strategy application for region II.

2.5.4 Behavior in Torque Requirement

As mentioned before, in the proposed field-weakening scheme, the voltage saturation condition

only occurs when a higher or maximum torque is required. This statement is proven by looking

to the locus of stationary voltages when the torque changed from maximum to zero torque

condition as shown in Fig. 2.15. In the conventional scheme, the voltage saturation condition

is not achieved. Therefore, the voltage locus always tracks the circle of voltage limit as shown

in Fig. 2.15(a). When the proposed scheme is applied, in the maximum torque condition

the voltage limit boundary becomes a hexagon (in case the disturbance gain Kdist = 1) and

automatically returns to a circle when the maximum torque is not required anymore as shown

in Fig. 2.15(b). The advantage of this situation, besides the torque capability is improved;

the harmonic losses can be reduced in the high-speed operation when the maximum torque is

not required (see the small ripple of experimental results in period time of 15 ∼ 18 seconds of

Fig. 2.14). Fig. 2.15(c) shows the voltage locus in case the disturbance gain Kdist = 2. The

voltage limit boundary becomes a 12-gon when the maximum torque is required and returns to

a circle when the maximum torque is not required.
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α

β

α

β

α

β

Figure 2.15: Locus of stationary voltages vsα versus vsβ when Te changed from maximum torque

to zero torque (Time: 13 Sec ∼ 16 Sec).
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2.5.5 Speed Control Operation

Finally, the proposed scheme is tested with the speed control implementation. Fig. 2.16 shows

the speed, torque, and flux comparisons of the speed control operation. The speed reference is

changed from 500 rpm to 6500 rpm. It is proven that the proposed scheme provides a higher

torque and flux as seen in Figs. 2.16(b) and 2.16(c) respectively. As a result, a higher speed

response is achieved as shown in Fig. 2.16(a).

ω
φ

Figure 2.16: Speed, torque, and flux comparisons; 1: Conventional scheme 2: Proposed

scheme (Kdist = 1) 3: Proposed scheme (Kdist = 2).
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2.6 Performance Analysis

Performance analysis is carried out to give a recommendation for gain parameters selection of

controller used in the field-weakening scheme. The classic Bode diagram method is used for

the analysis purpose. Since Bode diagram method can only be applied to a linear system, the

analysis model should be linearized around the equilibrium points.

2.6.1 Analysis model

As seen in Figs. 2.5 and 2.6, the overall configuration of the field-weakening scheme is very

complex. It consists too many non-linear factors. Therefore, to reduce the burden of complexity

some assumptions are established as follows:

1. The voltage source is a linear voltage source. So that the non-linear inverter is removed

from the analysis model.

2. The current and voltage limitations are not applied. Since limiters are removed from the

analysis model, the system gain is increased, which means the stability problem becomes

worse than the system with limiters.

3. The control system for the field-weakening on region II is not included to the analysis

model for simplicity purpose. Gain parameters selection of the new control for the field-

weakening on region II (Fig. 2.13) is not critical.

With using the above assumptions, the analysis models for the previous and proposed field-

weakening schemes are reconfigured as shown in Fig. 2.17. The analysis model of the proposed

field-weakening scheme is configured into two configurations depends upon the disturbance

which added to the d-axis current reference i∗sd , i.e. isq and i
∗
sq as shown Figs. 2.17(b) and 2.17(c)

respectively. Then the linearized state equations for each configuration are derived using the

Taylor series expansion method. These linearized state equations are expressed in appendix.

The SISO (single input single output) systems those will be analyzed are the voltage control

system and the q-axis current control system, which input and output of the systems are

expressed in Eqs. (2.21) and (2.22) as indicated in Fig. 2.17.
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(a) Analysis model of the previous field-weakening scheme.
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(b) Analysis model of the proposed field-weakening scheme (isq as disturbance).
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(c) Analysis model of the proposed field-weakening scheme (i∗sq as disturbance).

Figure 2.17: Analysis model (Voltage control system output
input = v2s

v∗2c
, q-axis current control

system output
input =

isq
i∗sq

).
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output

input
=

v2s
v∗2c

(2.21)

output

input
=
isq
i∗sq

(2.22)

The equilibrium points are determined by equating the derivation form of the non-linearized

state equations of the system model to zero (the non-linearized state equations of the system

model can be found in appendix). However, since it is difficult to make solution of these

equations due to their complexity, some equilibrium points are taken from the experimental

results as listed in Table 2.2. The experimental setup used here is the field-weakening system

with implementing the speed control system. Data is collected in the steady-state condition,

where the speed reference is set to 4000 rpm (418.88 rad/s). These experimental equilibrium

points are then used to calculate the other equilibrium points as listed in Table 2.3.

Table 2.2: Equilibrium points taken from experimental results.

Equilibrium points Previous Proposed (isq) Proposed (i∗sq)

ωr0[rad/s] 418.88 418.92 418.89

i∗sd0[A] 0.548 0.712 0.673

i∗sq0[A] 1.127 1.141 1.138

2.6.2 Gain parameters setup

As mentioned in section 2.2, the currents control system is same for all system configurations.

The proportional and integral gains of current controllers are set to Kp = σLs
Td

and Ki =
Rs
Td

respectively, as for the stator currents to have a first order delay response of their references

with time constant of Td. Therefore, in the analysis system these gain parameters are not

changed; only the gain parameters of the voltage controller are varied. As seen in Fig. 2.17, the
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Table 2.3: The other equilibrium points.

Scheme item Equilibrium points

Previous isd0 = i∗
sd10 = i∗

sd20 = i∗
sd0; isq0 = i∗sq10 = i∗sq0; φdr0 = Lmi∗sd0; φqr0 = 0.0;

xsd0 = Rsisd0

kidi
; xsq0 =

Rsisq0

kiqi
; xv0 = isd0

kvi
;

v∗
sd0 = vsd0 = Rsisd0 − σLsNωm0isq0 − σLsRr

Lr

i2sq0

isd0

;

v∗sq0 = vsq0 = LsNωm0isd0 + (Rs +
LsRr
Lr

)isq0;

Proposed, isq

as disturbance

isd0 = i∗
sd10 = i∗

sd20 = i∗
sd0; isq0 = i∗sq10 = i∗sq0; φdr0 = Lmi∗sd0; φqr0 = 0.0;

xsd0 =

{

[
Rs+kidp

σLs
+

Rr(1−σ)
σLr

]isd0 − [Nωm0 +
Rri

∗

sq10

Lri
∗

sd20

+
sign.kdistkidp

σLs
]isq0 − [ MRr

σLsL
2
r
]φrd0

− [Nωm0M

σLsLr
]φrq0 + [Nωm0]i∗sq10 + [Rr

Lr
]
i∗2sq10

i∗
sd20

+ [
kidpkvp

σLs
]vflts0 − [

kidpkvp

σLs
](v∗2c )

}

σLs
kidi

;

xsq0 =

{

[Nωm0 +
Rri

∗

sq10

Lri
∗

sd20

]isd0 + [
Rs+kiqp

σLs
+

Rr(1−σ)
σLr

]isq0 + [NMωm0

σLsLr
]φrd0 − [ MRr

σLsL
2
r
]φrq0

−[Nωm0]i∗sd10 − [
(1−σ)Rr

σLr
]i∗sq10 − [Rr

Lr
]
i∗sd10

i∗sq10

i∗
sd20

− [
(1−σ)Nωm0

σ
]i∗
sd20 − [

kiqp

σLs
]i∗sq0

}

σLs
kiqi

;

vflts0 = [−isd0 + sign.kdistisq0 + kvp(v∗2c )]/kvp;

vsd0 = v∗
sd0 = −kidpisd0 + kidpsign.kdistisq0 + kidixsd0 − σLsNωm0i∗sq10 − σLs

Rr
Lr

i∗2sq10

i∗
sd20

− kidpkvpv
flt
s0 + kidpkvpv

∗2
c ;

vsq0 = v∗sq0 = −kiqpisq0 + kiqixsq0 + σLsNωmi∗sd10 +
(1−σ)LsRr

Lr
i∗sq10 +

σLsRr
Lr

i∗sd10
i∗sq10

i∗
sd20

+ (1− σ)LsNωmi∗sd20 + kiqpi
∗
q0;

Proposed, i∗sq
as disturbance

isd0 = i∗
sd10 = i∗

sd20 = i∗
sd0; isq0 = i∗sq10 = i∗sq0; φdr0 = Lmi∗sd0; φqr0 = 0.0;

xsd0 =

{

[
Rs+kidp

σLs
+

Rr(1−σ)
σLr

]isd0 − [Nωm0 +
Rri

∗

sq10

Lri
∗

sd20

]isq0 − [
sign.kdistkidp

σLs
]i∗sq0 − [ MRr

σLsL
2
r
]φdr0

−[Nωm0M

σLsLr
]φqr0 + [Nωm0]i∗sq10 + [Rr

Lr
]
i∗2sq10

i∗
sd20

+ [
kidpkvp

σLs
]vflts0 − [

kidpkvp

σLs
](v∗2c )

}

σLs
kidi

;

xsq0 =

{

[Nωm0 +
Rri

∗

sq10

Lri
∗

sd20

]isd0 + [
Rs+kiqp

σLs
+

Rr(1−σ)
σLr

]isq0 + [NMωm0

σLsLr
]φdr0 − [ MRr

σLsL
2
r
]φqr0

−[Nωm0]i∗sd10 − [
(1−σ)Rr

σLr
]i∗sq10 − [Rr

Lr
]
i∗sd10

i∗sq10

i∗
sd20

− [
(1−σ)Nωm0

σ
]i∗
sd20 − [

kiqp

σLs
]i∗sq0

}

σLs
kiqi

;

vflts0 = [−isd0 + sign.kdisti
∗
sq0 + kvp(v∗2c )]/kvp;

vsd0 = v∗
sd0 = −kidpisd0 + kidpsign.kdisti

∗
sq0 + kidixsd0 − σLsNωmi∗sq10 − σLs

Rr
Lr

i∗2sq10

i∗
sd20

− kidpkvpv
flt
s0 + kidpkvpv

∗2
c ;

vsq0 = v∗sq0 = −kiqpisq0 + kiqixsq0 + σLsNωm0i∗sd10 +
(1−σ)LsRr

Lr
i∗sq10 +

σLsRr
Lr

i∗sd10
i∗sq10

i∗
sd20

+ (1− σ)LsNωm0i∗sd20 + kiqpi
∗
sq0;

where: kidp =
σLs
Td

, kidi =
Rs
Td

, kiqp =
σLs
Td

, and kiqi =
Rs
Td
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previous field-weakening scheme has two gain parameters of PI 1 controller to be varied, i.e.

Kvp and Kvi, and the proposed field-weakening scheme has three parameters to be varied, i.e.

Kvp of the P controller, Tflt of the LPF, and Kdist of the disturbance gain. The gain parameters

setting for performance analysis is listed in Table 2.4. The Fixed values in Table 2.4 means the

initial parameter setting. When one of parameter is varied, the fixed value of this parameter is

replaced by the corresponding varied values in Table 2.4.

Table 2.4: Gain parameters setting for performance analysis purpose.

Field-weakening Fixed values Varied values

scheme Kvp Kvi Tflt Kdist Kvp Kvi Tflt Kdist

1x10−5 0.01

5x10−5 0.025

Previous 1x10−4 0.05 − − 1x10−4 0.05 − −
5x10−4 0.075

1x10−3 0.1

1x10−4 0.001 0.0

5x10−4 0.005 0.5

Proposed 1x10−3 − 0.01 1.0 1x10−3 − 0.01 1.0

5x10−3 0.05 1.5

1x10−2 0.1 2.0

2.6.3 Analysis results

Stability of the system can be determined by observing the gain margin (GM) and phase margin

(PM) in the bode diagram of the open-loop system. If the gain margin and phase margin are

positive the system is stable, and if they are negative the system is unstable. To achieve a

satisfied performance, the phase margin should be in between 30o and 60o, and the gain margin

should be larger than 6 dB [16]. With these values, the control system has a guarantee of its

stability, even the open-loop gain and the time constant are changed until a certain value. The

requirement of open-loop gain margin that should be in between 30o and 60o, corresponds with

slope of the open-loop gain at gain crossover frequency that should be less than -40 dB/dekade.

Practically, the slope of -20 dB/dekade is needed to maintain the system stability [16]. If the



2.6. Performance Analysis 35

slope is -40 dB/dekade, the system can be stable or unstable. If the slope is -60 dB/dekade or

more then the system is unstable.

The close-loop and open-loop frequency responses and also the close-loop step responses

of all performance analysis configurations are shown in Figs. 2.18∼2.25. The observation of

analysis is concentrated to the open-loop frequency response of the voltage control system

Gol = v2s
v∗2c

, which is shown in the sub-figure (c) of Figs. 2.18∼2.25. The close-loop frequency

and step responses are observed to support or confirm the analysis of the open-loop frequency

response. The frequency and step responses of the q-axis current control system are observed

to see the coupling effect of the voltage control system.

First, we look to the performance of the previous field-weakening scheme when Kvp is varied

(see Fig. 2.18(c)). The slopes of open-loop gain at gain crossover frequency for all cases of Kvp

values are less than -40 dB/dekade. Gain margin for all cases of Kvp values are larger than 6 dB.

Then if we observe the phase margin, the cases of Kvp = 5x10−5 (PM≈ 40o) and Kvp = 1x10−4

(PM≈ 55o) are acceptable for good performance. These are confirmed when we look to the step

response in Fig. 2.18(e). The coupling effect of the voltage control system to the q-axis current

system appears as shown in Fig. 2.18(d). However, it is still acceptable since the q-axis control

system is still stable, and the effect to its close-loop system is small.

Figure 2.19 shows the performance of the previous field-weakening scheme when Kvi is

varied. Almost for all cases (except for Kvi = 0.01), the performances are acceptable (GM > 6

dB, PM≈ 55o). The selection of Kvi is not critical (Kvi = 0.05 ∼ 0.1). And also the coupling

effect of voltage control system to the q-axis current control system is negligible.

The purpose of the proposed field-weakening is to increase the voltage that is fed to the

motor by combining the voltage saturation strategy. The saturation condition is stimulated

by adding the q-axis current to the d-axis current reference, so that a higher stator voltage

can be produced that is proportional to the required torque. If the saturation strategy (the

voltage limiter) is not implemented as in the analysis model, the voltage control response of the

proposed field-weakening scheme should has a higher over-shoot compare to one of the previous

field-weakening scheme. However, the stability should still can be guaranteed.

Figure 2.20 shows the performance of the proposed field-weakening scheme with isq as dis-

turbance when Kvp is varied. As it is supposed, a large over-shoot occurs as seen in the

step response of Fig. 2.20(e). The voltages are oscillated for the cases of Kvp = 5x10−3 and

Kvp = 1x10−2, because the phase margin are too small (PM ≈ 30o and 20o respectively as

shown in Fig. 2.20(c)). For all cases the system is stable. The good performance is achieved for
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the cases of Kvp = 5x10−4 (GM≈ 35 dB and PM≈ 60o) and Kvp = 1x10−3 (GM≈ 30 dB and

PM≈ 55o). If we see to the close-loop response (Fig. 2.20(a)), around the resonant frequency

the system is leading, so that its stability is better than the previous scheme has. And since

the bandwidth frequency is wider, the rise time response of the proposed scheme is faster. The

coupling effect of the voltage control system to the q-axis current control system can also be

negligible here.

Figure 2.21 shows the performance of the proposed field-weakening scheme with isq as dis-

turbance when Tflt is varied. The good performance is achieved for the cases of Tflt = 0.005

(GM≈ 25 dB and PM≈ 55o) and Tflt = 0.01 (GM≈ 30 dB and PM≈ 55o). If Tflt is too large,

the over-shoot becomes larger and the convergent time becomes longer, which could lead to an

unstable condition as seen in the step response of Fig. 2.21(e). This is because the gain margin

is too large while the phase margin is relatively small; for case of Tflt = 0.05, GM≈ 45 dB and

PM≈ 40o and for Tflt = 0.1, GM≈ 50 dB and PM≈ 30o.

Figure 2.22 shows the performance of the proposed field-weakening scheme with isq as dis-

turbance when Kdist is varied. The variation on Kdist doesn’t affect the performance of the

system. This means the proposed field-weakening scheme is robust against the Kdist variation.

Kdist has an effect to torque producing as shown in Fig. 2.16. The larger Kdist the higher torque

is produced.

Figure 2.23 shows the performance of the proposed field-weakening scheme with i∗sq as distur-

bance when Kvp is varied. As seen in Fig. 2.23(c), the system is stable for all cases of Kvp, since

the phase response never reaches −180o. Here, the gain margin can’t be determined, therefore,

the satisfied performance is observed by looking to the close-loop step response of Fig. 2.23(e).

The good performance is achieved for the cases of Kvp = 5x10−4 and Kvp = 1x10−3, which are

same with the case of the proposed field-weakening scheme with isq as disturbance. The damp-

ing factor of the proposed field-weakening scheme with i∗sq as disturbance is better than the one

of the proposed field-weakening scheme with isq as disturbance (see Fig. 2.23(e) compared with

Fig. 2.20(e)).

Figure 2.24 shows the performance of the proposed field-weakening scheme with i∗sq as dis-

turbance when Tflt is varied. As well as the proposed field-weakening scheme with i∗sq as

disturbance, here the good performance is achieved for the cases of Tflt = 0.005 and Tflt = 0.01

as shown in Fig. 2.24(e).

Figure 2.25 shows the performance of the proposed field-weakening scheme with i∗sq as dis-

turbance when Kdist is varied. Although the robustness against Kdist variation of proposed
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field-weakening scheme with i∗sq as disturbance isn’t as good as the one with isq as disturbance,

the system is stable for all cases of Kdist. The advantage of the proposed scheme with i∗sq as

disturbance over the one with with isq as disturbance is that the noise effect from the measured

q-axis current isq can be avoided as proven by experimental results in Subsection 2.5.3.

Finally, Fig. 2.26 shows the comparison performance of all field-weakening schemes when

the speed is varied from 100 rad/s until 500 rad/s where the gain parameters are set to the

fixed values in Table 2.4. In general with these gain parameters all systems are stable. All field

weakening systems have no stability problem with very high speed application, since the gain

margin and phase margin are large enough. Especially, for the proposed field-weakening scheme

with i∗sq as disturbance; theoretically the system is always stable. The rise time response of the

proposed field-weakening schemes are faster compared with the previous one.
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Figure 2.18: Performance of the previous filed-weakening scheme when Kvp is varied.
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Figure 2.19: Performance of the previous filed-weakening scheme when Kvi is varied.
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Figure 2.20: Performance of the proposed filed-weakening scheme whenKvp is varied (saturation

condition is stimulated by isq as disturbance).
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Figure 2.21: Performance of the proposed filed-weakening scheme when Tflt is varied (saturation

condition is stimulated by isq as disturbance).
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Figure 2.22: Performance of the proposed filed-weakening scheme when Kdist is varied (satura-

tion condition is stimulated by isq as disturbance).
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Figure 2.23: Performance of the proposed filed-weakening scheme whenKvp is varied (saturation

condition is stimulated by i∗sq as disturbance).



44 CHAPTER 2. FIELD-WEAKENING SCHEME IN COMBINE...

Bode Diagram

Frequency (rad/sec)

Ph
as

e 
(d

eg
)

M
ag

ni
tu

de
 (d

B
)

−10

0

10

20

30

10−4 10−3 10−2 10−1 100 101 102 103 104 105 106
−90

−45

0

45

90

Tflt = 0.1
Tflt = 0.05
Tflt = 0.01
Tflt = 0.005
Tflt = 0.001

(a) Frequency response of close-loop system of Gcl =
v2s
v∗2c

Bode Diagram

Frequency (rad/sec)

Ph
as

e 
(d

eg
)

M
ag

ni
tu

de
 (d

B
)

−80

−60

−40

−20

0

20

10−4 10−3 10−2 10−1 100 101 102 103 104 105 106
−90

−45

0

Tflt = 0.1
Tflt = 0.05
Tflt = 0.01
Tflt = 0.005
Tflt = 0.001

(b) Frequency response of close-loop system of Gcl =
isq

i∗sq

Bode Diagram

Frequency (rad/sec)

Ph
as

e 
(d

eg
)

M
ag

ni
tu

de
 (d

B
)

−20

0

20

40

60

80 Tflt = 0.1
Tflt = 0.05
Tflt = 0.01
Tflt = 0.005
Tflt = 0.001

10−4 10−3 10−2 10−1 100 101 102 103 104 105 106
−90

−45

0

(c) Frequency response of open-loop system of Gol =
v2s
v∗2c

Bode Diagram

Frequency (rad/sec)

Ph
as

e 
(d

eg
)

M
ag

ni
tu

de
 (d

B
)

−100

−50

0

50

100

150 Tflt = 0.1
Tflt = 0.05
Tflt = 0.01
Tflt = 0.005
Tflt = 0.001

10−4 10−3 10−2 10−1 100 101 102 103 104 105 106
−135

−90

−45

0

(d) Frequency response of open-loop system of Gol =
isq

i∗sq

Step Response

Time (sec)

A
m

pl
itu

de

0 0.005 0.01 0.015 0.02 0.025 0.03 0.035 0.04 0.045 0.05
−3

−2

−1

0

1

2

3

4

5 Tflt = 0.1
Tflt = 0.05
Tflt = 0.01
Tflt = 0.005
Tflt = 0.001

(e) Step response of close-loop system of Gcl =
v2s
v∗2c

Step Response

Time (sec)

A
m

pl
itu

de

0 0.005 0.01 0.015 0.02 0.025 0.03 0.035 0.04 0.045 0.05
0

0.2

0.4

0.6

0.8

1

Tflt = 0.1
Tflt = 0.05
Tflt = 0.01
Tflt = 0.005
Tflt = 0.001

(f) Step response of close-loop system of Gcl =
isq

i∗sq

Figure 2.24: Performance of the proposed filed-weakening scheme when Tflt is varied (saturation

condition is stimulated by i∗sq as disturbance).
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Figure 2.25: Performance of the proposed filed-weakening scheme when Kdist is varied (satura-

tion condition is stimulated by i∗sq as disturbance).
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(a) Gain-phase response of open-loop system of

Gol =
v2s
v∗2c

(conventional scheme).
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(b) Step response of close-loop system of Gcl =
v2s
v∗2c

(conventional scheme).
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(c) Gain-phase response of open-loop system of

Gol =
v2s
v∗2c

(proposed scheme with isq as distur-

bance).
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(d) Step response of close-loop system of Gcl =
v2s
v∗2c

(proposed scheme with isq as disturbance).
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(e) Gain-phase response of open-loop system of

Gol =
v2s
v∗2c

(proposed scheme with i∗sq as distur-

bance).
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(f) Step response of close-loop system of Gcl =
v2s
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(proposed scheme with i∗sq as disturbance).

Figure 2.26: Voltage control performance comparison when ωr is varied.
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2.7 Summary

A novel and simple field-weakening scheme was proposed, which combining the voltage sat-

uration strategy in order to improve the output power in the high-speed motor operation.

Disturbing the flux-producing current reference with the torque-producing current reference

while the stator voltage is limited or saturated, higher voltage availability can be provided,

since the dc-bus voltage utilization is maximized. As a result, a higher torque is provided and

the flux-weakening region is widened. Experimental results confirm the validity of the field-

weakening scheme based on saturated voltage strategy. The voltage saturation condition only

occurs when a higher or maximum torque is required. The maximum torque is produced by

increasing the flux-producing current as much as possible.

The performance comparison analysis was presented to show the proposed field-weakening

scheme has no stability problem due to a disturbance addition in order to stimulate the sat-

uration condition. From the performance analysis results, the gain parameters for a satisfied

performance of all field-weakening configurations are selected as listed in Table 2.5.

Table 2.5: Selected gain parameters for the satisfied performance.

Field-weakening

scheme

Kvp Kvi Tflt Kdist

Previous 5x10−5 ∼ 1x10−4 0.05 ∼ 0.1 − −
Proposed, isq

as disturbance

5x10−4 ∼ 1x10−3 − 0.005 ∼ 0.01 1.0 ∼ 2.0

Proposed, i∗sq

as disturbance

5x10−4 ∼ 1x10−3 − 0.005 ∼ 0.01 1.0 ∼ 2.0

As the conclusion, the proposed scheme is verified to provide an improved torque capability

over the previous field-weakening scheme using a voltage control strategy. Since the output

power in the high speed motor operation was improved, a higher kinetic energy can be recover

by the regenerative brake strategy.

The implementation of another method in maximizing the dc-bus utility for improving

the torque capability in the field-weakening operation is still interesting to be investigated.

Furthermore, its implementation with the speed sensorless system is still open to be studied.
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Chapter 3

Motor restarting capability of speed
sensorless drive

In this chapter, a preliminary investigation of the restarting capability of the speed sensorless

induction motor drive is presented. First, the full-order observer is modified to reduce the order

of the observer. The modified observer uses the rotor flux calculated by the flux model instead

of estimating it, thus two of the four state equations can be removed. The experimental results

of the modified observer are compared with the ones of the full-order observer, to confirm that

the modified observer can work well. Then the restarting capability of the speed sensorless in-

duction motor using the modified observer is investigated through experimental and simulation

approaches. The restarting capability of speed sensorless drive makes the coasting operation of

electric vehicle drive possible. The coasting operation is an effort to energy saving by reducing

the electrical losses due to the electricity is shut off.

3.1 Introduction

Conventionally the speed of an electrical machine can be measured by tacho-generator. The

rotor position can be measured by using electromagnetic resolvers or digitally by using incre-

mental or absolute encoders. Optical encoders are one of the most widely used position sensors.

Electromagnetic resolvers are popular for measuring the rotor position because of their rugged

construction and higher operating temperature. In case the rotor position is monitored, the

speed (which is the first derivative of the position) can be estimated directly from the position,

but the speed resolution is limited by the resolution of the position transducer and also the

sampling time. To reduce total hardware complexity and costs, to increase the mechanical

robustness and reliability of the drive, and to obtain increased noise immunity, it is desirable

49
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to eliminate the sensors in vector-controlled drive systems. Furthermore, an electromechanical

sensor increases the maintenance requirements.

The squirrel-cage induction machines are still ideal candidates in motor drive systems. The

high accuracy and good torque response are obtained by using the flux vector control, however

the encoder is still required [17]. To eliminate speed and position sensors, various speed and

position estimation algorithms have been proposed [18]∼[23]. These algorithms are generally

based on machine parameters and the measurement of terminal voltages and currents of the mo-

tor. A full-order observer (speed adaptive flux observer) that high stability has been confirmed

by experiments is proposed in [18]. Although advanced algorithms such as the ones making use

of the Extended Kalman Filter [19] have been proposed, the full-order observer still has the

advantage of requiring less intensive calculation.

3.2 Speed adaptive flux observer

3.2.1 Full-order speed adaptive flux observer

The speed adaptive observer [18] is based on the induction motor model which expressed in the

stationary reference frame. The dynamics of induction motor in the stationary reference frame

are given by

ẋ = Ax+Bu (3.1)

where:
x =

[

isα isβ φrα φrβ
]T
, u =

[

vsα vsβ
]T
,

A =









a11 0 a13 a14
0 a11 −a14 a13

a31 0 a33 a34
0 a31 −a34 a33









, B =









b1 0
0 b1
0 0
0 0









,

a11 = −Rs/(σLs)− L2m/(σLsLrTr) , a13 = Lm/(σLsLrTr) ,
a14 = ωrLm/(σLsLr) , a31 = Lm/Tr ,
a33 = −1/Tr , a34 = −ωr ,
b1 = 1/(σLs) , σ = 1− L2m/(LsLr) .

with the output as

y = Cx (3.2)



3.2. Speed adaptive flux observer 51

where:

y =
[

isα isβ
]T

and C =

[

1 0 0 0
0 1 0 0

]

A state observer is a model-based state estimator, which can be used for the state estimation

of a non-linear dynamic system in real time. As expressed in Eq. (3.1) the state variables of the

motor model are the stator currents (isα , isβ) and the rotor flux (φrα , φrβ). Since the stator

currents are the measurable state variables, they can be used for correcting the estimated states

of the observer. Based on Eq. (3.1) the state observer of the induction motor can be written as

follows:

˙̂x = Âx̂+Bu+Geis (3.3)

where:
x̂ =

[

îsα îsβ φ̂rα φ̂rβ
]T
, u =

[

vsα vsβ
]T
,

Â =









a11 0 a13 a14
0 a11 −a14 a13

a31 0 a33 a34
0 a31 −a34 a33









, B =









b1 0
0 b1
0 0
0 0









,

a11 = −Rs/(σLs)− L2m/(σLsLrTr) , a13 = Lm/(σLsLrTr) ,
a14 = ω̂rLm/(σLsLr) , a31 = Lm/Tr ,
a33 = −1/Tr , a34 = −ω̂r ,
b1 = 1/(σLs) , σ = 1− L2m/(LsLr) ,

G =

[

g1 g2 g3 g4
−g2 g1 −g4 g3

]T

, eis =

[

eisα
eisβ

]

,

g1 = (1− k)(a11 + a33) , eisα = isα − îsα ,
g2 = (1− k)ω̂r , eisβ = isβ − îsβ ,
g3 = (1− k2)(ha11 + a31)− h(1− k)(a11 + a33) ,
g4 = h(1− k)ω̂r ,
h = −σLsLr/Lm .

with the output as

ŷ = Ĉx̂ (3.4)

where:

ŷ =
[

isα isβ
]T

and Ĉ =

[

1 0 0 0
0 1 0 0

]

Here ˆ denotes estimated values. Matrixes Â, B, and u are the same as in Eq. (3.1) (the

induction motor model in the stationary frame). However in the matrix Â of Eq. (3.3), the
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rotor speed ωr is replaced by the estimated speed ω̂r, since the drive system is the sensorless

one. Instead of the rotor speed, all motor parameters used in the observer are assumed to be

same with the actual ones. There is no motor’s parameter error. G is the observer gain matrix

and is selected by using the pole-placement technique so that the system will be stable. The

selected observer gain matrix G in Eq. (3.3) is proposed by Kubota et.al. [24], where k > 0. An

algorithm for the calculation of the motor speed estimation can be constructed using Lyapunov

theory. The speed adaptation for estimating the speed is obtained by using the state-error

equation of the system. To obtain the state-error equation, the Eq. (3.3) is subtracted from

Eq. (3.1). Dynamic of the observer-error is expressed as follows:

de

dt
=

d

dt
(x− x̂) = (A−GC)(x− x̂) + (A− Â)x̂ = (A−GC)e−∆Ax̂ (3.5)

where:
e = (x− x̂)
∆A = (A− Â) =

[

O2 −∆ωrJ/h
O2 ∆ωrJ

]

O2 =

[

0 0
0 0

]

J =

[

0 1
1 0

]

∆ωr = (ω̂r − ωr)
h = σLsLr/Lm

In Eq. (3.5), e = x− x̂ is the estimation-error vector of the stator currents and rotor fluxes.

Then the Lyapunov function candidate is defined as follows:

V = eT e+ (ω̂r − ωr)2/λ (3.6)

Here λ is a positive constant. This function is zero when the error e is zero and when the

estimated speed ω̂r is equal to the actual speed ωr. Since a sufficient condition for uniform

asymptotic stability is that the derivative Lyapunov function, d
dtV , is negative definite, the

derivative of V is obtained. By using the chain differentiation rule, it follows from Eq. (3.6)

that the time derivative of V becomes as follows:

d

dt
V = e

[

d(eT )

dt

]

+ eT
[

de

dt

]

+ 2
dω̂r
dt

(ω̂r − ωr)
λ

(3.7)

By substitution of dedt by its expression given by Eq. (3.5), Eq. (3.7) becomes

d

dt
V = eT [(A−GC)T + (A−GC)]e− (x̂T∆AT e+ eT∆Ax̂) + 2

dω̂r
dt

(ω̂r − ωr)
λ

(3.8)
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When e = (x− x̂), x =
[

isα isβ φrα φrβ
]T

, and x̂ =
[

îsα îsβ φ̂rα φ̂rβ
]T

are sub-

stituted into Eq. (3.8), finally the derivative of the Lyapunov function can be expressed as

follows:

d

dt
V = eT [(A−GC)T + (A−GC)]e− 2

Lm
Lr

(ω̂r − ωr)
(eisαφ̂rβ − eisβφ̂rα)

σLs
+

2

λ
(ω̂r − ωr)

dω̂r
dt

(3.9)

Since a sufficient condition for uniform asymptotic stability is that the derivative Lyapunov

function, dVdt , is negative definite, e.g. V has to decrease when the error is not zero, this can be

satisfied by ensuring that the sum of the last two terms in Eq. (3.9) is zero (the other terms on

the right-hand side of Eq. (3.9) are always negative definite). Thus it follows that the adaptive

scheme (adjustment law) for the speed estimation can be obtained as

dω̂r
dt

= Kωri(eisαφ̂rβ − eisβφ̂rα) (3.10)

where Kωri =
λLm
σLsLr

= λ
h is the integral gain. From Eq. (3.10) the speed can be estimated as

follows:

ω̂r = Kωri

∫

(eisαφ̂rβ − eisβφ̂rα)dt (3.11)

To improve the response of the speed observer, Eq. (3.11) is modified to

ω̂r = Kωrp(eisαφ̂rβ − eisβφ̂rα) +Kωri

∫

(eisαφ̂rβ − eisβφ̂rα)dt (3.12)

Figure 3.1 shows the block diagram of the full-order speed adaptive observer. The estimated

rotor flux-linkage and the stator-current error are used to obtain the error speed-tuning signal.

The estimated speed is obtained from the speed-tuning signal by using a PI controller that is

expressed in Eq. (3.12).
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Figure 3.1: The full-order speed adaptive observer.
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In order to observe the performance of the speed adaptive observer [18] when it is imple-

mented with the rotor flux oriented IM control, we drive the motor using the configuration

shown in Fig. 3.2. The flux model block in Fig. 3.2 calculates the torque Te, the rotor mag-

netizing current imr (imr = φr
Lm

), the electrical frequency ωe, and the flux angle θe, which are

expressed as follows:

Te = Np(1− σ)Lsisqimr (3.13)

d

dt
imr =

Rr
Lr

(isd − imr) (3.14)

ωe = ωr +
Rr
Lr

isq
imr

(3.15)

d

dt
θe = ωe (3.16)
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Figure 3.2: Sensorless induction motor control using full-order speed adaptive observer.

The controller uses the rotor magnetizing current calculated in the flux model using Eq. (3.14)

as a feedback to control the flux. The observer estimates the flux and uses it to estimate the

rotor speed. Therefore, there are two values of the flux in this configuration. The former is

calculated in the flux model and the later is estimated in the observer.

The dynamic performance of the drive system using this observer is shown in Fig. 3.3. As

seen in Figs. 3.3 (c) and (d), the estimated rotor flux of the observer changes rapidly during the

speed change transition period. The estimated rotor flux goes far away from its presupposed

constant value even though it is controlled by the vector controller. The d-axis current that

corresponds to the flux is not really changed, but the estimated rotor flux of the observer (called
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(a) Forward Rotor speed responses

ω

ω

(b) Reverse Rotor speed responses

φ
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(c) Flux dynamic of the forward speed responses

φ

φ

(d) Flux dynamic of the reverse speed responses

Figure 3.3: Flux dynamics of the full-order observer with the calculated flux as the flux control

feedback.

”estimated flux”) is changed significantly. The change of the flux causes a poor performance

of the speed response in transients, especially around the low speed area (see Figs. 3.3 (a)

and (b)). On the contrary, the rotor flux calculated in the flux model of the controller (called

”calculated flux”) is much more stable. We can state that the calculated flux is more reliable

than the estimated flux for speed estimation. It can be supposed that if the observer uses

the calculated flux instead of estimating the flux for the speed estimation purpose, we can

improve the performance of the sensorless drive system. Based on this observation, we propose

a modification of the full-order observer by using combined reference frames for the performance

improvement of the sensorless induction motor drive.
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3.2.2 Modified speed adaptive flux observer

The observer can use the calculated flux by transforming φr to φ̂′′rα and φ̂′′rβ , as expressed in

Eqs. (3.17) and (3.18). Here φr = Lmimr. The flux transformation is shown diagrammatically

in Fig. 3.4. Since the observer already makes use of the calculated flux to palliate the lack of flux

dynamics found in the speed change transition region we don’t need to estimate the flux again.

And since the induction motor is stable by itself, the observer gain matrix can be removed from

the state equation for simplification. In this case, the poles of the observer coincide with the

induction motor poles. This simplified state observer is expressed in Eq. (3.19), and the block

diagram of the modified observer implemented with the rotor flux oriented induction motor

control is shown in Fig. 3.5.

φ̂′′rα = φr cos θe (3.17)

φ̂′′rβ = φr sin θe (3.18)

d

dt

[

îsα
îsβ

]

=

[

a11 0 a13 a14
0 a11 −a14 a13

]











îsα
îsβ
φ̂′′rα
φ̂′′rβ











+

[

b1 0
0 b1

]

(3.19)
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^ "

f r

q e

Figure 3.4: Reference frame transformation of the rotor flux.

Figure 3.6(a) shows the actual and estimated speeds and the torque when the motor runs

from the stand still condition with a constant speed reference and a constant flux reference. As
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Figure 3.5: Implementation of the modified observer.

seen in Fig. 3.6(a) compared to Fig. 3.3(a), the sensorless field oriented control of the modified

observer gives a better performance. The modified observer can estimate the speed properly

and the speed response becomes faster. By using the modified observer the drive system can

produce a higher torque while the torque ripple is minimized. Fig. 3.6(c) that is in the same

condition as Fig. 3.6(a), shows the rotor flux and the d-axis current in order to observe the

flux behavior. The d-axis current that corresponds to the flux is much more stable and faster

compared to the one shown in Fig. 3.3(c). Fig. 3.6(b) shows the reversal response of the drive

system that uses the modified observer. In this experiment, the speed reference is changed

from +1000 rpm to -1000 rpm and the flux reference is constant. The flux behavior is shown

in Fig. 3.6(d). From these figures compared with Figs. 3.3(b) and (d), the modified observer

implemented with the rotor flux oriented control is also proved to improve the performance of

the sensorless induction motor drive system. A higher torque is produced and there is almost

no influence to the d-axis current when the speed reference is changed.

As expressed in Eq. (3.13) there is a coupling between the torque-producing component of

the q-axis stator current and the rotor magnetizing current. As a consequence, any change in

the q-axis stator current without changing the d-axis stator current accordingly will cause a

transient in the rotor flux. In order to overcome the disadvantage, a feed-forward decoupling

scheme is added to compensate the coupling effect. Unfortunately, according to Figs. 3.6(a)∼(d),
in the sensorless drive system using the full-order observer the compensation of the coupling

effect becomes ineffective since the observer estimates the rotor flux and uses it for the rotor

speed estimation, even though the estimated flux is not fed to the flux controller. To make a
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Figure 3.6: Flux dynamics of the modified observer with the calculated flux as the flux control

feedback.

confirmation of this behavior, the motor is run again with the configuration shown in Fig. 3.2,

but with the use of the estimated flux as a flux control feedback from the full-order observer.

The results are shown in Figs. 3.7(a)∼(d). As seen in these figures compared to Figs. 3.3(a)∼(d),
the performance of the present experiment becomes worse. Besides the speed response becomes

slower, the d-axis current behavior becomes very rough. As seen in Figs. 3.7(c) and (d) , in the

transients, the estimated flux is disturbed a little, but the d-axis current goes far away from the

presupposed constant value. This behavior is the opposite to the one shown in Figs. 3.3(c) and

(d). Furthermore, in the steady state the d-axis current is oscillated similarly to the torque. We

suggest that there is a flux estimation problem in the full-order observer due to the coupling

effect. Then, after we modify the observer and implement it to the sensorless rotor flux oriented

induction motor drive system, the coupling effect disappears completely as seen in Figs. 3.6(c)

and (d). Fig. 3.8 shows the speed estimation errors comparison. As seen in those figures,
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(a) Forward Rotor speed responses
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(b) Reverse Rotor speed responses

φ
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(d) Flux dynamic of the reverse speed responses

Figure 3.7: Flux dynamics of the full-order observer with the estimated flux as the flux control

feedback.

the speed estimation error of the modified observer is relatively smaller than the others of the

full-order observer.
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(a) Forward speed estimation error of the full-

order observer with the calculated flux as the flux

control feedback

(b) Reverse speed estimation error of the full-

order observer with the calculated flux as the flux

control feedback

(c) Forward speed estimation error of the modi-

fied observer with the calculated flux as the flux

control feedback

(d) Reverse speed estimation error of the modi-

fied observer with the calculated flux as the flux

control feedback

(e) Forward speed estimation error of the full-

order observer with the estimated flux as the flux

control feedback

(f) Reverse speed estimation error of the full-

order observer with the estimated flux as the flux

control feedback

Figure 3.8: Speed estimation error comparison.
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3.3 Preliminary investigation of the restarting capability

In this section, the preliminary investigation for motor restarting capability under speed sen-

sorless drive system is presented through experiments and simulation confirmation. The speed

estimation is provided by the modified speed adaptive flux observer that has been proposed in

the previous section.

3.3.1 Experimental investigation with simulation confirmation

The motor restarting capability under speed sensorless drive system is very essential for coasting

operation of an electric vehicle. The motor drive system should be restarted when the electric

vehicle needs to be accelerated or decelerated. The initial conditions of the motor drive system

when it is restarted after coasting operation are zero for electrical parameters (e.g. motor

currents and voltages) and a certain value of actual rotor speed. In a speed sensorless motor

drive system, the actual rotor speed is an unknown parameter, and it is estimated using an

observer. Differ to the speed sensorless motor drive system that is started from the standstill

condition, the initial value of actual speed becomes a problem when the motor is restarted after

the coasting operation. Since the actual speed is the unknown parameter, we can’t decide to

determine what is the initial value (non-zero) for the speed estimation used by the observer.

If the motor is started from the standstill condition, we can set the initial value of the speed

estimation to zero, since we know exactly the initial value for the actual speed is zero without

measuring it previously. Therefore, the initial speed problem is essential to be investigated for

the motor restarting capability under speed sensorless drive system.
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Figure 3.9: Investigating configuration of the motor restarting capability.
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Configuration of the speed sensorless motor drive system used for the restarting capability

investigation is shown in Fig. 3.9. As seen in this figure, the control system is only the current

controller as for investigating the basic configuration. The d-axis current reference is set to

be increased from 0 to 3 A during 0 to 0.5 s period and kept constant of 3 A for after 0.5 s

period. The q-axis current reference is set to be increased from 0 to 2.5 A during 0 to 0.5 s

period, then is kept constant of 2.5 A during 0.5 to 1 s period, then is decreased from 2.5 to -1

A during 1 to 1.2 s period, then is kept constant of -1 A during 1.2 to 3.5 s period, and finally

is set to 0 A. These current references patterns are shown in Fig. 3.10. Initial values of actual

speed ωr, estimated speed ω̂r, and rotor magnetizing current imr are set to 0 rpm and 1000

rpm (104.7198 rad/s) and 0 A respectively. The such initial setting values of the rotor speed

is arranged in accordance to imitate the initial speed estimation error of the speed sensorless

motor drive system. This arrangement makes the experimental setup easy to be realized in

laboratory. The speed adaptive gains are set as Kωrp = 6 and Kωri = 420.

3  A

0 . 5  s

i s d*

t i m e

(a) d-axis current reference pattern

2 . 5  A

0 . 5  s
- 1  A

3 . 5  s1  s 1 . 2  s

i s q*

t i m e

(b) q-axis current reference pattern

Figure 3.10: Current references patterns.

Figure 3.11 shows the preliminary experimental results of the restarting capability of the

speed sensorless motor drive system. As seen in Fig. 3.11(a), the initial value of the estimated

speed is about 100 rad/s, while the initial value of the actual speed is 0 rad/s. The estimated

speed approaches toward the actual speed in about 0.5 second. In this period as seen in

Figs. 3.11(b)∼(d), the motor currents are responded properly following their references, and

the rotor magnetizing current, torque, and the d-axis and q-axis voltages are also responded as

well. However, when the braking condition is entered (in period of 1∼2 seconds) the estimated

speed fail to follow the actual speed. Here the speed adaptation is loss. The estimated speed

drops to zero speed and remains zero until the actual speed becomes zero. After this, the

estimated speed follows the actual speed again. This situation affects the responses of the other
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electrical motor parameters, especially the q-axis voltage as seen in Fig. 3.11(d).

ω

ω

(a) Speed responses (b) Rotor magnetizing current and torque re-

sponses

(c) d-axis and q-axis currents responses (d) d-axis and q-axis voltages responses

Figure 3.11: Experimental results of the speed sensorless motor drive system with initial speed

estimation error.

To confirm the experimental results shown in Fig. 3.11, the simulation with same condition

is carried out. Figure 3.12 shows the simulation results of the preliminary experimental results

of the restarting capability of the speed sensorless motor drive system. In the simulation the

actual rotor magnetizing current and the actual torque can be provided from the motor model

as shown in Fig. 3.12(b). Generally, the simulation results of Fig. 3.12 confirm the experimental

results of Fig. 3.11. Therefore, we believe that the actual values of rotor magnetizing current

and torque, which couldn’t be provided from the experiment, in Fig. 3.12(b) are valid. From

this figure, we notice that the actual rotor magnetizing current goes far away from the constant

value of the calculated one, even though the d-axis current (in Fig. 3.12(c)) is fast recovered.

This is because the flux response is much slower than the current response. This situation
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affects the actual torque response. The dynamics of the actual torque become worse and as a

consequence the actual speed response will be also affected.
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(d) d-axis and q-axis voltages responses

Figure 3.12: Simulation results of the speed sensorless motor drive system with initial speed

estimation error.

3.3.2 Speed adaptive gain setting effect

We suppose that the setting values of speed adaptive gains (Kωrp = 6 and Kωri = 420) are too

large, and cause the lost adaptive capability of speed estimation. To this reason the simulation

is one again carried out with the lower setting values of speed adaptive gains (Kωrp = 1

and Kωri = 72.5), and the simulation results are shown in Fig. 3.13. As it was supposed,

the problem of lost adaptive capability of speed estimation can be overcome. To confirm this

simulation result, the experiment is also carried out in the same condition. The comparison
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Figure 3.13: Simulation results of the speed sensorless motor drive system with initial speed

estimation error and lower speed adaptive gains settings (Kωrp = 1 and Kωri = 72.5).

of the experimental speed responses with the different speed adaptive gains settings are shown

in Fig. 3.14. The experimental speed responses in Fig. 3.14(b), comparing with Fig. 3.13(a),

confirm the validity of simulation results of Fig. 3.13.
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ω

ω

(a) (Kωrp = 6 and Kωri = 420)

ω

ω

(b) (Kωrp = 1 and Kωri = 72.5)

Figure 3.14: Experimental results of speed adaptive gains effect of the speed sensorless motor

drive system .

3.3.3 Initial estimated speed effect

All the investigation results in previous subsection are carried out with the initial estimated

speed sets to ω̂r0 = 100 rad/s and the initial actual speed is ωr0 = 0 rad/s. Now to observe the

initial estimated speed effect, the simulation with ω̂r0 = 0 rad/s and ωr0 = 10 rad/s is carried

out, and the results are shown in Fig. 3.15. As seen in this figure, the speed adaptive flux

observer works properly that the estimated speed can approach the actual speed.

For further confirmation that the motor can be still restarted even the initial value of the

actual speed is far from the initial value of the estimated speed (ω̂r0 = 0 rad/s), the simulation

is carried out with ωr0 = 50 rad/s, and the results are shown in Fig. 3.16. Unfortunately,

according to results in Fig. 3.16(a), the estimated speed couldn’t approach the actual speed.

It remains around the zero speed value. If we see to the rotor magnetizing current response

in Fig. 3.16(b), the actual imr is very slow to approach the calculated imr. Furthermore, the

actual torque dynamic is the opposite with the calculated one. This situation will cause the

restarting capability fails.

Following the previous investigation of the initial speed effect, the simulation is carried

out once again. Now, the initial estimated speed is set to ω̂r0 = 100 rad/s, while the initial

actual speed is ωr0 = 50 rad/s. The results are shown in Fig. 3.17. In this condition, the

estimated speed can approach the actual speed properly. The simulation results as in Fig. 3.13

are reestablished. It is supposed with the condition that the initial estimated speed is set to be

larger than the initial actual speed, the motor restarting operation under the speed sensorless
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motor drive system using the modified observer will be successful. To confirm this supposition,

the experiments are carried out. The motor is started from the standstill condition, then is

shut down, and then is restarted repeatedly for the case of the initial estimated speed is set to

ω̂r0 = 100 rad/s and for the case of the initial estimated speed is set to ω̂r0 = 0 rad/s. The

comparison results are shown in Fig. 3.18. These results confirm the our supposition for the

motor restarting capability under the speed sensorless motor drive system. In the first case, as

seen in Fig. 3.18(a), the motor is always able to be restarted since the initial estimated speed is

always larger then the initial actual speed. On the contrary, as seen in Fig. 3.18(b), the motor

fails to be restarted when the initial actual speed is too larger then the initial estimated speed.
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Figure 3.15: Simulation results of the speed sensorless motor drive system with initial speed as

ω̂r0 = 0 rad/s and ωr0 = 10 rad/s.
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Figure 3.16: Simulation results of the speed sensorless motor drive system with initial speed as

ω̂r0 = 0 rad/s and ωr0 = 50 rad/s.
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Figure 3.17: Simulation results of the speed sensorless motor drive system with initial speed as

ω̂r0 = 100 rad/s and ωr0 = 50 rad/s.
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ω

ω

(a) the initial estimated speed is set to (ω̂r0 =

100 rad/s)

ω

ω

(b) the initial estimated speed is set to (ω̂r0 =

0 rad/s)

Figure 3.18: Experimental results of initial estimated speed effect of the motor restarting ca-

pability.

3.3.4 Maximum speed of motor restarting capability

Finally, to investigate the maximum condition of the initial actual speed that the motor is still

possible to be restarted, the motor is once again restarted repeatedly with the case of the initial

estimated speed is set to ω̂r0 = 100 rad/s and the case of the initial estimated speed is set to

ω̂r0 = 400 rad/s until the motor restarting operation fails. The comparison results are shown

ω

ω

(a) the initial estimated speed is set to (ω̂r0 =

100 rad/s)

ω

ω

(b) the initial estimated speed is set to (ω̂r0 =

400 rad/s)

Figure 3.19: Experimental results of the maximum speed of motor restarting capability.
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in Fig. 3.19. From these results we notice that the maximum actual speed that the motor can

be still restarted corresponds with the setting value of the initial estimated speed. If the initial

actual speed is larger then the initial estimated speed, the motor fails to be restarted.

3.4 Minimizing Convergence Time Strategy

In previous section, we have investigated that to operate the motor restarting capability of the

sensorless induction motor drive system using the modified speed adaptive flux observer, the

following conditions should be considered.

1. Set the initial value of estimated speed greater than the initial value of actual speed (set

to be equal to the maximum operating speed).

2. The speed adaptive gains should not too large to prevent the lost adaptive capability.

However by considering these conditions, the convergence time that the estimated speed ap-

proaches the actual speed is affected. The convergence time becomes slower due to the small

speed adaptive gains and the high initial value of estimated speed (see Fig. 3.14). Therefore,

it is necessary to minimize this convergence time in which to be able to control the motor

immediately. In this section we propose a simple method to overcome the convergence time

problem that occurs in the motor restarting of the sensorless induction motor drive system using

the modified speed adaptive flux observer where the initial actual speed is an unknown. The

proposed method is based on the characteristic of previous experimental results. This strategy

is confirmed by experimental results.

3.4.1 Concept for minimizing the convergence time

The concept of the minimizing convergence time strategy is to accelerate the adaptive capability

of speed observer with using a very high value of speed adaptive gain when the system is started.

This acceleration is stop when the estimated speed becomes close enough to the actual speed.

At this time the value of speed adaptive gain is switched to a low value. However, it is difficult

to determine the time that the estimated speed is close enough to the actual speed and how close

it is, since we can’t use the value of actual speed for such purpose. Based on this background,

we investigate the characteristic of some parameters from the previous experimental results

and then use it to determine the gain switching time. Fig. 3.20 shows the currents and speeds
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ω
ω

Figure 3.20: Currents and speeds responses of previous experimental results of the motor restart-

ing operation.

responses of previous experimental results. This figure is a part of Fig. 3.19(b). The graph is

enlarged for convenience. From this figure, we notice that the dq-axis current, q-axis current

and estimated speed have relatively a same pattern. The pattern rises to a maximum value then

goes down to a minimum value and then rises again as the actual speed is start to accelerate.

We can determine when the value of the speed adaptive gain to be switched from the large value

to the small value based on the time when the minimum point of the pattern is approached.

Points A, B, and C, shown in Fig. 3.20, are the minimum points of the pattern of dq-axis

current, q-axis current, and estimated speed respectively. Comparing these points, point C is

the point that the estimated speed is very close to the actual speed. Therefore, we decided to

use point C for determining the gain switching time.

The maximum or minimum value of a signal can be determined using the gradient slope of

that signal. Mathematically the gradient slope can be found by differentiating the equation of

that signal. Then in case of patterns in Fig. 3.20, the minimum point occurs when the gradient
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slope changes from a negative value to a positive value. By using this way the minimum

point determination is easy to realize in practice. Fortunately, the differential of estimated

speed is available from the adaptive speed observer algorithm, which is expressed in Eq. (3.10).

Therefore by choosing point C for determining the gain switching time we can save the time

consuming of microprocessor calculation.
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Figure 3.21: Flow chart of the minimizing convergence time strategy.

Now, let we define that

grad = (eisαφ̂rβ − eisβφ̂rα) (3.20)

where grad is the slope gradient of the estimated speed. Then the speed estimation is expressed

as follows:

ω̂r = Kωrp(grad) +Kωri

∫

(grad)dt (3.21)

To determine the minimum value of estimated speed, grad is always checked. When ever the

sign of grad changes from negative to positive the adaptive capability acceleration algorithm
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is stop (speed adaptive gain is changed from the large value to small value). This algorithm is

inactivated and only can be activated as an initial condition again when the motor is restarted.

The initial status of the speed adaptive acceleration algorithm is active (operated). Fig. 3.21

shows a flow chart of the minimizing convergence time strategy.

3.4.2 Implementation of the minimizing convergence time strategy

To confirm the proposed method experiments are carried out. The field-weakening control using

voltage controller is applied so that very high speed can be achieved. The motor is accelerated

for 2.5 seconds by applying the q-axis current reference i∗sq to its maximum value. After that it

is set to zero. The initial estimated speed is set to 4000 rpm (418.9 rad/sec).

ω

ω

Figure 3.22: Experimental results of starting motor from the standstill condition without im-

plementing the minimizing convergence time strategy.

Fig. 3.22 shows the experimental results of starting motor from the standstill condition

without implementing the minimizing convergence time strategy (the acceleration status is

always zero). From Fig. 3.22, one can see that the initial speed convergence time is about 0.7

second. In the next experimental results where the minimizing convergence time strategy is

applied the initial speed convergence time is reduced becomes about 0.2 second (70 % reduced)
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ω

ω

Figure 3.23: Experimental results of starting motor from the standstill condition with imple-

menting the convergence time minimizing strategy.

as shown in Fig. 3.23. As seen in Fig. 3.23, the adaptive speed estimation is accelerated from

the initial until the slope gradient of the estimated speed changes from a negative value to a

positive value and the strategy is never active again, which is indicated by the acceleration

status. These results confirm the effectiveness of the minimizing convergence time strategy.

Finally, Fig. 3.24 shows speed responses of restarting capability of the sensorless induction

motor drive system using the modified speed adaptive observer with applying the minimizing

convergence time strategy. It is confirmed that the minimizing convergence time strategy can

work properly.
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ω

ω

Figure 3.24: Experimental results of restarting motor with implementing the convergence time

minimizing strategy.

3.5 Summary

The combine advantages of both, the established rotor-flux oriented induction motor control

(high accuracy and good torque response) and the full-order observer (less intensive calculation)

are achieved through a modification of the full-order observer that estimates the rotor speed for

sensorless induction motor drive. Since the flux value is provided by the flux model that uses the

rotor flux reference frame, the two equations in the state observer equation for flux estimating

are removed. And since the observer uses the calculated flux, the lack of speed estimation due

to the coupling effect was overcome. The modified observer has a better performance than the

full-order observer has for each implementation to the sensorless rotor-flux oriented induction

drive system.

The preliminary investigation of the motor restarting capability under the speed sensorless

motor drive system using the modified speed adaptive observer has been carried out. The

investigation includes:

1. Imitating the coasting operation of the electric vehicle by restarting the laboratory motor

under the speed sensorless motor drive system with the speed estimation error as an initial
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problem.

2. Speed adaptive gain setting effect. If the gain is too large, the lost speed adaptive capa-

bility occurs.

3. Initial estimated speed effect. If the initial estimated value is much smaller than the initial

actual speed, the motor restarting operation will fail.

4. Maximum speed of motor restarting capability. The maximum initial actual speed corre-

sponds with the initial estimated speed setting.

Therefore, in order to operate the motor restarting under the speed sensorless motor successfully,

the following conditions should be considered.

1. Set the initial value of estimated speed greater than the initial value of actual speed (set

to be equal to the maximum operating speed).

2. The speed adaptive gains should not too large to prevent the lost adaptive capability.

By considering these conditions, the convergence time that the estimated speed approaches

the actual speed is affected. The convergence time becomes slower due to the small speed

adaptive gains and the high initial value of estimated speed. To overcome this problem, a

minimizing convergence time strategy for the restarting capability of the sensorless induction

motor drive system with using speed adaptive observer has been proposed. By applying the

minimizing convergence time strategy the convergence time can be reduced about 70%. The

effectiveness of the proposed strategy is confirmed by experimental and simulation results.

This chapter has contribution to the energy saving effort by giving the preliminary inves-

tigation results of the motor restarting capability under speed sensorless drive system. Since

the motor restarting can be operated successfully with considering some conditions, the motor

coasting operation under speed sensorless drive system is possible.

To improve the performance of the motor restarting capability under the speed sensorless

drive system, the stability analysis should be carried out for the next works. Based on the

analysis results, a strategy for minimizing the speed, flux, and torque estimations errors should

be studied.
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Chapter 4

Anti-oscillation strategy for the
regenerative braking control

In this chapter the analysis of the oscillation phenomenon, when the regenerative braking control

is applied into the PMSM drive system with a light-load energy consumption, is presented and

an anti oscillation strategy is proposed to overcome this stability problem. First, the oscillation

phenomenon, which occurred in the actual electric vehicle, is confirmed through the experiment

and the simulation. The mathematical model of investigated system, which divided into four

operation conditions, is derived. The cause of the oscillation phenomenon is then clarified by

solving each steady state solution and pole analyzing. Based on the analytical results, a new

regenerative braking control strategy in purpose to eliminate the oscillation is proposed. This

control strategy puts the operating point to a stable region when it moves to an unstable region.

And then, when the last control pattern remains to be unchanged, the regenerative power is

maintained to be constant even though the rotor speed is decreasing to provide a regenerative

power as much as possible. Finally, the validity of the effectiveness of the proposed control

technique is verified through the experiment according to the mini model of the investigated

system. As a result, the stable regenerative braking control can be realized.

4.1 Introduction

Usually, electric vehicle uses a regenerative braking control system for energy conservation and

the less maintenance purposes. In a DC-fed electric railway vehicle system the load power

consumption of other railway vehicles as a main DC-voltage source’s load of one railway vehicle

always varies due to their operation conditions. Therefore, when the load power consumption

is light in the power generating condition, the filter capacitor voltage vf which corresponds to

79
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the DC link voltage of the inverter rises because the load power consumption is insufficient.

The inverter operation will be stopped by an over voltage protection mechanism included in the

inverter circuit when the filter capacitor voltage vf exceeds its permitted value, and the power

generating condition is lost by which the regenerative braking is interrupted. The effect of this

decreasing energy consumption is not only to bear all the desired brake power with a mechanical

brake when the regenerative braking lapse occurs but also causes the demerit of the maintenance

cost rise due to the use of the mechanical brake devices. In a conventional system, the DC link

voltage is controlled using the regenerative method such as the thyristor control with a resistor

load in substation. However, it increases the initial cost and the maintenance fee [25]. Then,

a light-load regenerative braking control by which the use of regenerative braking is continued

as much as possible has been adopted. This control strategy decreases the regenerative braking

power so that the filter capacitor voltage vf should not exceed a voltage permitted by the over

voltage detection device [26]. When the light-load regenerative braking control is adopted in

the investigated vehicle that has a PMSM drive system shown in Fig. 4.1, it turns to might

cause a continuous oscillation of the electricity of system as shown in Fig. 4.2 (experimental

data from an actual electric railway vehicle system provided by the Railway Technical Research

Institute, Japan). Simulation is carried out to confirm this oscillation phenomenon. Then, in

O t h e r
v e h i c l e

P W M  i n v e r t e r

P M
s y n c h r o n o u s

m o t o r

R e c t i f i e r  i n  s u b s t a t i o n

V d c

L fR f

v f
C f

H B

Figure 4.1: Investigated model.

this chapter we aim to contribute to the practical use of the PMSM drive system by elucidating

this continuous oscillation phenomenon, and considering the countermeasures. Concretely, a

nonlinear time-varying model of the investigated system that includes the main circuit from the

substation to the vehicle is derived. This model is then analyzed separately into four operation
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modes of linear time-invariant state equation models. Then, the cause of this continuous oscil-

lation phenomenon is clarified by solving the steady state solution and pole analyzing. Based

on this analytical result, a new light-load regenerative braking control method in purpose to

eliminate the oscillation is proposed, and the validity of the analysis and the effectiveness of the

proposed control technique are verified through the experiment according to the mini model of

the investigated system.

(a) Voltage oscillation phenomenon.

(b) Current oscillation phenomenon.

Figure 4.2: Electrical oscillation in the regenerative braking control with insufficient load power

consumption.

4.2 Influence and necessity of the light-load regenerative brak-

ing control

It is supposed that the light-load regenerative braking control is an immediate cause of the os-

cillation phenomenon since this phenomenon has been occurred only when the regenerative cur-

rent is regulated to prevent the over voltage condition. To confirm this oscillation phenomenon,

simulations of the investigated system are carried out in the cases of light-load regenerative

braking control is adopted and not adopted. As it was supposed, the influence of the light-load

regenerative braking control on the oscillation phenomenon is actually confirmed according to
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simulation results shown in Fig. 4.3. It is understood that the light-load regenerative braking

(a) Without implementing the regenerative braking control.

(b) With implementing the regenerative braking control.

Figure 4.3: Filter voltage oscillation phenomenon (simulation).

control is a cause of the oscillation phenomenon. In these simulations the over voltage protec-

tion mechanism is not imitated to show how high the voltage becomes. Therefore, this result

does not show the necessity of the light-load regenerative braking control. However, when the

voltage of the overhead wiring is 1650V, operating voltage of the over voltage protection of an

electric railway vehicle is often set from 1800V to 1900V. It means if the over-voltage protection

is operated or applied meanwhile the light-load regenerative braking control is not adopted

the filter capacitor voltage vf rises up to 1900V or more as shown in Fig. 4.3(a), then the

over-voltage condition occurs and the inverter will be shut down. As a result, the regenerative

braking lapse occurs. Therefore, the light-load regenerative braking control strategy that avoids

the oscillation phenomenon is necessary and indispensable to prevent the over voltage condition

occurs and the regenerative braking lapses.
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4.3 Analytical model

4.3.1 System model

The investigated model shown in Fig. 4.1, can be expressed by the equivalent circuit of system

model as shown in Fig. 4.4, which the control model is shown in Fig. 4.5. The system model

is divided into two basic categories, i.e. the main circuit model and the control model. The
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Figure 4.4: System model.
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Figure 4.5: Control model.

main circuit model consists of the permanent magnet synchronous motor (PMSM) model, the

asynchronous inverter model, and the DC-link circuit model. The control model consists of

the current control model and the regenerative braking control model. The electrical power
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source of the inverter is provided from the DC-link circuit. The operation of the motor is

controlled through the switching pattern of the inverter, which the voltage reference provided

by the current controller. When the motor is operated in the braking condition, the regenerative

braking controller regulates the current reference pattern to the current controller. Since it is

assumed that the digital current control loop in the inverter is very short in time, the analysis

of the investigated phenomenon is carried out by treat all models as a continuous system. For

analysis purpose the system model is divided into five sub-model as follows:

• Motor model

• Inverter model

• DC-link circuit model

• Current control model

• Regenerative braking control model

Motor model

The motor used for analysis model is an interior type of permanent magnet synchronous motor

(PMSM). The inertia load is assumed to be a very large one, therefore, the rotor speed can

be assumed to be a parameter constant that is used for analyzing the regenerative braking

operation.The PMSM model including the mechanical model are expressed in Eqs. (4.1)∼(4.3)
as follows:

disd
dt

= − Rs
Lsd

isd +Nωm
Lsq
Lsd

isq +
1

Lsd
vsd (4.1)

disq
dt

= −Nωm
Lsd
Lsq

isd −
Rs
Lsq

isq −
NψF
Lsq

ωm +
1

Lsq
vsq (4.2)

dωm
dt

=
NψF
J

isq +
N (Lsd − Lsq)

J
isdisq −

1

J
tL (4.3)

Since the inertia load J is assumed very large, the right-hand part of Eq. (4.3) becomes very

small (dωmdt ≈ 0). Then the rotor speed ωm in Eqs. (4.1) and (4.2) is substituted by the constant

ωm0. Therefore, the PMSM model can be simplified as follows:

disd
dt

= − Rs
Lsd

isd +
Nωm0Lsq

Lsd
isq +

1

Lsd
vsd (4.4)
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disq
dt

= −Nωm0Lsd
Lsq

isd −
Rs
Lsq

isq −
Nωm0ψF
Lsq

+
1

Lsq
vsq (4.5)

Inverter model

The inverter used as a model is a two level voltage type asynchronous inverter. The inverter

model used in the simulation includes two expressions. One is expressed by a switching function,

and another one is expressed by a voltage conversion function.

S 1 S 3 S 5

S 2 S 4 S 6

+

_
v f

u v w
Figure 4.6: Inverter switching.

Table 4.1: Switching pattern

Switching function Switching state

Su = 1 S1ON S2OFF

Su = 0 S1OFF S2ON

Sv = 1 S3ON S4OFF

Sv = 0 S3OFF S4ON

Sw = 1 S5ON S6OFF

Sw = 0 S5OFF S6ON

In simulation, the uvw-axes voltages are determined by the switching arm position as shown

in Fig. 4.6. The switching functions Su, Sv, and Sw are decided to be equal 1 or 0 depend on

the switching state as listed in Table 4.1. The switching state is controlled by the pulse width

modulation (PWM) signal, which is produced by comparing the 3-phase voltage references
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with a triangle carrier wave. Then the inverter output voltages are expressed in the following

equations.

vsu =
1

3
vf (2Su − Sv − Sw) (4.6)

vsv =
1

3
vf (−Su + 2Sv − Sw) (4.7)

vsw =
1

3
vf (−Su − Sv + 2Sw) (4.8)

Then, the detection value of DC voltage input (filter condenser voltage) vf det, which has a

modulation factor, is expressed using laplace operator as

vf det =
1

sTDC + 1
vf (4.9)

In the detection process vf is filtered using the one-order delay filter with a time constant of

TDC to eliminate the noise or ripple. The modulation factors α∗
d and α∗q are calculated using

vf det and dq-axes voltage references (v∗d and v∗q ) as expressed in the following equations.

α∗d = 2

√

2

3

v∗sd
vf det

(4.10)

α∗q = 2

√

2

3

v∗sq
vf det

(4.11)

The dq-axes voltages are expressed using the modulation factor as

vsd =
1

2

√

3

2
α∗dvf (4.12)

vsq =
1

2

√

3

2
α∗qvf (4.13)

From Eqs. (4.9)∼(4.13), the inverter model is rewritten as expressed in Eqs. (4.14)∼(4.16).

dvf det
dt

= − 1

TDC
vf det +

1

TDC
vf (4.14)

vsd =
vf
vf det

v∗sd (4.15)

vsq =
vf
vf det

v∗sq (4.16)



4.3. Analytical model 87

Since it becomes complicated if we use the switching function in the analysis, the inverter is

assumed as an ideal power conversion machine with an efficiency factor η. The power conversion

expression of inverter model for analysis purpose is expressed as

ηvf iin = vsdisd + vsqisq (4.17)

In the analysis the inverter is assumed to be ideally efficient, and then η = 1.00.

DC-link circuit model

The substation, which is included in the DC-link circuit model (see Fig. 4.4), is represented by

a fixed voltage source and a diode. The directions of currents flow defined by the directions of

the arrows in Fig. 4.4 are assigned as positive directions. Expressions of the DC-link inverter

voltage vf are separated into different circuit equations depended upon the turn-on and the

turn-off times of the substation diode operations as expressed in Eqs. (4.18)∼(4.21) as follows:
(i) State of substation diode ON:

dvf
dt

=
1

Cf
if −

1

Cf
iin (4.18)

vf − Vdc = −Rf if − Lf
dif
dt

(4.19)

(ii) State of substation diode OFF:

dvf
dt

=
1

Cf
if −

1

Cf
iin (4.20)

vf = − (Rb +Rf ) if − Lf
dif
dt

(4.21)

Current control model

The dq-axis stator voltage references, which are the output of the current controller is shown

by using laplace transformation in Eqs. (4.22) and (4.23). The first and second terms of the

right-hand side of Eqs. (4.22) and (4.23) are the PI current controllers, and the third terms

are the current decoupling compensation element. The fourth term of the right-hand side of

Eq. (4.23) is the compensation element of the voltage induced by rotor-flux linkage.

v∗sd = Kpd (i
∗
sd − isd) +

Kid

s
(i∗sd − isd)−

NωmLsqi
∗
sq

Tds+ 1
(4.22)
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v∗sq = Kpq

(

i∗sq − isq
)

+
Kiq

s

(

i∗sq − isq
)

+
NωmLsdi

∗
sd

Tds+ 1
+NωmψF (4.23)

where, Kpd and Kpq are the proportion gains, Kid and Kiq are the integral gains, which are

decided by a time constant of Td and the motor parameters. These gain parameters are expressed

in Eq. (4.24) ,which are introduced in [27].

Kpd =
Lsd
Td
, Kpq =

Lsq
Td
, Kid =

Rs
Td
, Kiq =

Rs
Td

(4.24)

Now, the new state variables, i.e. xsd, xsq, i
∗
sd1, and i

∗
sq1, are defined as follows:

dxsd
dt

= i∗sd − isd (4.25)

dxsq
dt

= i∗sq − isq (4.26)

Td
di∗sd1
dt

+ i∗sd1 = i∗sd (4.27)

Td
di∗sq1
dt

+ i∗sq1 = i∗sq (4.28)

Then, Eqs. (4.22) and (4.23) are expressed using the new state variables as follows:

v∗sd = Kpdi
∗
sd −Kpdisd +Kidxsd −Nωm0Lsqi

∗
sq1 (4.29)

v∗sq = Kpqi
∗
sq −Kpqisq +Kiqxsq +Nωm0Lsdi

∗
sd1 +Nωm0ψF (4.30)

Here, the rotor speed ωm is assumed to be constant and is substituted by ωm0.

Regenerative braking control model

The torque te of a PMSM can be written in the synchronous frame (dq-axes) as follows:

te = NψF isq + (Lsd − Lsq) isdisq (4.31)

Since the d-axis current is following its reference current i∗sd = 0 due to the current control

operation, isd is assumed to be zero. Therefore, the regenerative torque can be controlled by

control the q-axis current isq, which is proportional to its reference i∗sq.

The light-load regenerative braking control is to control the reference value of q-axis current

isq in such a way described by Eq. (4.32) and illustrated in Fig. 4.7. The magnitude of q-axis
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current reference value Ir is narrowed according to the rise of the filter capacitor voltage as

shown in Fig. 4.7. In Eq. (4.32), Ir is a current reference value when the current narrowing is

not done, Vf lim is a voltage when the current narrowing is begins, and Vf max is a voltage when

the current narrowing is end.

i∗sq =























−Ir

Ir
Vf max−Vf lim

(vf − Vf max)

0

(vf ≤ Vf lim)

(Vf lim ≤ vf ≤ Vf max)

(Vf max ≤ vf )

(4.32)
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Figure 4.7: Light-load regenerative current control pattern for the insufficient load power con-

suming condition.

In the analysis, it is assumed that the contribution of the control scheme when vf > Vf max to

the oscillation phenomenon is small, so that only the conditions of vf < Vf lim and Vf lim < vf <

Vf max are considered to be investigated. Therefore, these conditions are designated into two

operation regions as follows: vf < Vf lim condition as Maximum torque region and vf > Vf lim

condition as Narrowing region.

4.3.2 The linearized system model

Since the analysis is carried out using the classic analysis method for linear system, such as

the system pole analysis, the system model, which is described in Subsection 4.3.1 previously,

should be linearized around the equilibrium points. The equilibrium points are determined

by equating the differential part of the system model equations in Subsection 4.3.1 to zero
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( ddtx = 0). Then by using the chain differentiation rule, the system model is linearized around

the equilibrium points as follows: (the linearized state variable is denoted by ∆x)

Linearized motor model

From Eqs. (4.4)∼(4.5) by substituting d
dtx = 0, the equilibrium points are:

0 = −Rsisd0 +Nωm0Lsqisq0 + vsd0 (4.33)

0 = −Nωm0Lsdisd0 −Rsisq0 −Nωm0ψF + vsq0 (4.34)

The linearized equations are:

d

dt
∆isd = −

Rs
Lsd

∆isd +
Nωm0Lsq

Lsd
∆isq +

1

Lsd
∆vsd (4.35)

d

dt
∆isq = −

Nωm0Lsd
Lsq

∆isd −
Rs
Lsq

∆isq +
1

Lsq
∆vsq (4.36)

Linearized inverter model

From Eqs. (4.14)∼(4.16) by substituting d
dtx = 0, the equilibrium points are:

vf det 0 = vf0 (4.37)

vsd0 = v∗sd0 (4.38)

vsq0 = v∗sq0 (4.39)

and from Eq. (4.17), the equilibrium point is:

ηvf0iin0 = vsd0isd0 + vsq0isq0 (4.40)

The linearized equations are:

d

dt
∆vf det = −

1

TDC
∆vf det +

1

TDC
∆vf (4.41)

∆vsd =
vsd0
vf0

∆vf −
vsd0
vf0

∆vf det +∆v∗sd (4.42)
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∆vsq =
vsq0
vf0

∆vf −
vsq0
vf0

∆vf det +∆v∗sq (4.43)

ηiin0∆vf + ηvf0∆iin = isd0∆vsd + vsd0∆isd + isq0∆vsq + vsq0∆isq (4.44)

Then Eq. (4.44) is rearranged as follow:

∆iin =
1

ηvf0
(−ηiin0∆vf + isd0∆vsd + vsd0∆isd + isq0∆vsq + vsq0∆isq) (4.45)

Linearized DC-link circuit model

(i) State of substation diode ON:

From Eqs. (4.18) and (4.19), the equilibrium points are:

if0 = iin0 (4.46)

vf0 − Vdc = −Rf if0 (4.47)

And the linearized equations are:

d

dt
∆vf =

1

Cf
∆if −

1

Cf
∆iin (4.48)

d

dt
∆if = −Rf

Lf
∆if −

1

Lf
∆vf (4.49)

(ii) State of substation diode OFF:

From Eqs. (4.20) and (4.21), the equilibrium points are:

if0 = iin0 (4.50)

vf0 = − (Rb +Rf ) if0 (4.51)

And the linearized equations are:

d

dt
∆vf =

1

Cf
∆if −

1

Cf
∆iin (4.52)

d

dt
∆if = −Rb +Rf

Lf
∆if −

1

Lf
∆vf (4.53)
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Linearized current control model

From Eqs. (4.25)∼(4.30), the equilibrium points are:

i∗sd0 = isd0 (4.54)

i∗sq0 = isq0 (4.55)

i∗sd10 = i∗sd0 (4.56)

i∗sq10 = i∗sq0 (4.57)

v∗sd0 = Kpdi
∗
sd0 −Kpdisd0 +Kidx

∗
sd0 −Kidxsd0 −Nωm0Lsqi

∗
sq10 (4.58)

v∗sq0 = Kpqi
∗
sq0 −Kpqisq0 +Kiqx

∗
sq0 −Kiqxsq0 +Nωm0Lsdi

∗
sd10 +Nωm0ψF (4.59)

By substituting Eqs. (4.54)∼(4.57) into Eqs. (4.58) and (4.25), these equations become:

v∗sd0 = Kidxsd0 −Nωm0Lsqisq0 (4.60)

v∗sq0 = Kiqxsq0 +Nωm0Lsdisd0 +Nωm0ψF (4.61)

Then from Eqs. (4.33) and (4.34), we have:

v∗sd0 = Rsisd0 −Nωm0Lsqisq0 (4.62)

v∗sq0 = Rsisq0 +Nωm0Lsdisd0 +Nωm0ψF (4.63)

By equating Eqs. (4.60) and (4.61) with Eqs. (4.62) and (4.63) respectively, the others equilib-

rium points are determined as follows:

xsd0 =
Rsisd0
Kid

(4.64)

xsq0 =
Rsisq0
Kiq

(4.65)

And the linearized equations are:

d

dt
∆xsd = ∆i∗sd −∆isd (4.66)
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d

dt
∆xsq = ∆i∗sq −∆isq (4.67)

d

dt
∆i∗sd1 =

1

Td
∆i∗sd −

1

Td
∆i∗sd1 (4.68)

d

dt
∆i∗sq1 =

1

Td
∆i∗sq −

1

Td
∆i∗sd1 (4.69)

∆v∗sd = Kpd∆i
∗
sd −Kpd∆isd +Kid∆xsd −Nωm0Lsq∆i

∗
sq1 (4.70)

∆v∗sq = Kpq∆i
∗
sq −Kpq∆isq +Kiq∆xsq +Nωm0Lsd∆i

∗
sd1 (4.71)

Linearized regenerative braking control model

From the d-axis current reference i∗sd = 0 and the q-axis current reference in Eq. (4.7), the

equilibrium points are:

i∗sd0 = 0 (4.72)

i∗sq0 =







−Ir (vf ≤ Vf lim)

Ir
Vf max−Vf lim

(vf0 − Vf max) (Vf lim ≤ vf )
(4.73)

And the linearized equations are:

∆i∗sd = 0 (4.74)

∆i∗sq =







0 (vf ≤ Vf lim)

Ir
Vf max−Vf lim

∆vf (Vf lim ≤ vf )
(4.75)
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4.4 Analytical result

4.4.1 Analysis method

Since the analytical object system contains a rectifier (see Fig. 4.4), which is a nonlinear element

due to the ON-OFF operations of the substation diode, and the operation of the light-load

regenerative control, handling it in the analysis is difficult. The ON-OFF operations of the

substation diode, and the operation of the light-load regenerative control are illustrated in

Fig. 4.8. Therefore, the model derived in the previous section is divided into four kinds of

operation modes as follows:

• Mode 1: SI&DON Narrowing region and substation diode ON

• Mode 2: SI&DOFF Narrowing region and substation diode OFF

• Mode 3: SII&DON Maximum torque region and substation diode ON

• Mode 4: SII&DOFF Maximum torque region and substation diode OFF
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Figure 4.8: The operations mode of the regenerative braking control.

An analytical technique whereabouts the stability of the equilibrium point of the state

equation is examined is arranged as follows: The state of the narrowing region or the maxi-

mum torque region depends on the filter capacitor voltage and the ON-OFF operation of the

substation diode according to the end-to-end terminal voltage of equivalent load resistance Rb.
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Therefore, the ON-OFF condition of the substation diode is defined according to the current

that flows in the equivalent load resistance Rb.

4.4.2 Equilibrium points of each operation mode

(i) Substation diode ON state

First, a balance point when rectifier turns on is determined at the filter condenser voltage in

the DC-link circuit side. When a system is supposed to reach a balance condition, the electric

power supplied by the DC-link circuit side and the electric power consumed by a motor side

are same, which is expressed as

−Rsi2sq0 −Nωm0ψF isq0 =
vf0 (vf0 − Vdc)

Rf
(4.76)

By substituting Eq. (4.73) into Eq. (4.76), the equilibrium points of Mode 1 and Mode 3 are

expressed as follows:

Mode 1 : RsA
2
r (vf0 − Vf max)2 +Nωm0ψFAr (vf0 − Vf max) +

vf0 (vf0 − Vdc)
Rf

= 0 (4.77)

Mode 3 : RsI
2
r −Nωm0ψF Ir +

vf0 (vf0 − Vdc)
Rf

= 0 (4.78)

where Ar =
Ir

Vf max−Vf lim
.

(ii) Substation diode OFF state

The electric power balance condition when the substation diode turns off is expressed as

−Rsi2sq0 −Nωm0ψF isq0 =
v2f0

Rb +Rf
(4.79)

By substituting Eq. (4.73) into Eq. (4.79), the equilibrium points of Mode 2 and Mode 4 are

expressed as follows:

Mode 2 : RsA
2
r (vf0 − Vf max)2 +Nωm0ψFAr (vf0 − Vf max) +

v2f0
Rb +Rf

= 0 (4.80)

Mode 4 : RsI
2
r −Nωm0ψF Ir +

v2f0
Rb +Rf

= 0 (4.81)

By using the model parameters listed in Table 4.2, the equilibrium points of each operation

mode are calculated and listed in Table 4.3.
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Table 4.2: Model parameters

Item Symbol Value Item Symbol Value

Stator resistant Rs 0.1[Ω] Rotor speed ωm0 250[rpm]

d-axis inductance Lsd 15[mH] Wheel diameter dm 820[mm]

q-axis inductance Lsq 10[mH] Maximum regenerative current Ir 415.7[A]

Permanent magnet flux ψF 4.23[Wb] Current control time constant Td 10[ms]

Rotor inertia J 105[kgm2] Voltage detection time constant TDC 100[ms]

Poles number N 4 Narrowing start voltage Vf lim 1700[V]

Load torque TL 0 Narrowing end voltage Vf max 1800[V]

Source voltage Vdc 1650[V] Over voltage limit VfOVD 1900[V]

Powering vehicle load Rb 22[Ω] Inverter carrier frequency fc 5[kHz]

Filter inductance Lf 23[mH] Maximum index modulation Mmax 1

Filter resistance Rf 0.115[Ω] Current control sampling time dT 250[µs]

Filter condenser Cf 3.3[mF] Simulation time base ∆t 2[µs]

Table 4.3: Equilibrium of each operation mode

Narrowing region Max torque region

Equilibrium point Symbol Diode ON Diode OFF Diode ON Diode OFF

Mode 1 Mode 2 Mode 3 Mode 4

Filter condenser voltage [V] vf0 1664.995 1721.4389 1661.5488 1920.964

Detected filter condenser voltage [V] vfdet0 1664.995 1721.4389 1661.5488 1920.964

Filter inductance current [A] if0 -130.3921 -77.840329 -100.4242 -86.862492

d-axis current [A] isd0 0 0 0 0

q-axis current [A] isq0 -561.2154 -326.57855 -415.7 -415.7

d-axis current control integral variable [C] xsd0 0 0 0 0

q-axis current control integral variable [C] xsq0 -5.612154 -3.2657855 -4.157 -4.157

One-order delayed d-axis current reference [A] i∗
sd10 0 0 0 0

One-order delayed q-axis current reference [A] i∗sq10 -561.2154 -326.57855 -415.7 -415.7

d-axis voltage [V] vsd0 587.70338 341.99226 435.32002 435.32002

q-axis voltage [V] vsq0 386.84303 410.30671 401.39456 401.39456

Inverter input current [A] iin0 -130.3921 -77.840329 -100.4242 -86.862492

xxx ...the equilibrium point is out of its mode operation area
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Figure 4.9: The equilibrium points mapping into its operation mode.

Then, the equilibrium points of the filter capacitor voltage vf0 and the current of the overhead

wiring if0, which relates to the operation mode, are mapped in the current-voltage plane as

shown in Fig. 4.9.

4.4.3 Poles of each operation mode

The four operation modes are described by four linearized state equations those are expressed

in Eqs. (4.83)∼(4.86), where Ar = Ir
Vf max−Vf lim

, and the state variables as follow:

x =
[

∆vf ∆vf det ∆if ∆isd ∆isq ∆xsd ∆xsq ∆i∗sd1 ∆i∗sq1
]T

(4.82)

The poles of the linearized system model for each operating mode are shown in Fig. 4.10 and

listed in Table 4.4.
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(a) Mode 1. (b) Mode 2.

(c) Mode 3. (d) Mode 4.

Figure 4.10: Poles of each operation mode.

Table 4.4: Poles of each operation mode

Region Narrowing region Maximum torque region

Diode state Diode ON Diode OFF Diode ON Diode OFF

Mode Mode 1 Mode 2 Mode 3 Mode 4

Re Im Re Im Re Im Re Im

168.575 145.477 -951.100 0 -91.368 122.249 -947.816 0

168.575 -145.477 59.393 167.888 -91.368 -122.249 -102.357 123.384

-99.744 108.032 59.393 -167.888 -15.687 112.738 -102.357 -123.384

-99.744 -108.032 -100.554 107.032 -15.687 -112.738 -14.346 10.460

Poles -31.040 0 -100.554 -107.032 -9.927 0 -14.346 -10.460

-9.886 0 -10.390 0 -3.815 3.835 -3.483 3.246

-3.813 3.830 -3.775 3.781 -3.815 -3.835 -3.483 -3.246

-3.813 -3.830 -3.775 -3.781 -100 0 -100 0

-100 0 -100 0 -100 0 -100 0

xxx ...the positive real pole (unstable pole)

4.4.4 Stability analysis of each operation mode

From the steady state solutions of the state equations, the equilibrium points of each operation

mode are found out as presented in subsection 4.4.2. If paying attention to the filter capacitor

voltage vf0 and the current of the overhead wiring if0 of these steady state solutions which re-

lates to the operation mode, it is noticed that the steady state solution reaches a value outside
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the area corresponding to each its operation mode except of Mode 2 as shown in Fig. 4.9. There-

fore, according to this matter, to achieve a stable condition when the light-load regenerative

breaking control is active the operating point should be in Mode 2 (narrowing region and diode

is turned off). Furthermore, from the pole of the linearized state equation of each operation

mode as shown in Fig. 4.10, it is noticed that Modes 1 and 2 are unstable by presence in a

positive real part of poles, and Modes 3 and 4 are stable. Table 4.5 shows the relation between

the stability and the existence equilibrium point (steady state solution) of each operating mode.

It is understood that no one of four operation modes can meet the requirement to settle the

operating point in the area corresponding to the operation mode and to guarantee the stability.

As a result, the operating point of the system becomes not to settle to any operation mode, but

to move between each mode. Therefore, the oscillation phenomenon of the electricity system,

occurs in the PMSM drive system when the light-load regenerative braking control is applied,

can be explained.

Table 4.5: Equilibrium point position and stability at each ”Operation Mode”

Operation mode
Equilibrium point

position
. Stability

Mode 1 OUT Unstable

Mode 2 IN Unstable

Mode 3 OUT Stable

Mode 4 OUT Stable
xxx ...undesired condition

4.5 Proposed anti-oscillation Strategy

From the examination in the preceding section, the dynamical stability is achieved only in the

maximum torque region (Modes 3 and 4). However, a corresponding position of steady state

solution does not exist in the operation mode of the maximum torque region. Then, we suggest

controlling the oscillation by changing the control pattern so that a corresponding position of the

steady state solution may exist in the maximum torque region. Furthermore, the change in the

regenerative electric power due to the decrease at the rotor speed is considered in the proposed

anti-oscillation control, even though the rotor speed has been being examined constantly in

the oscillation phenomenon analysis in the preceding section. In the proposed strategy, the
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regenerative power is maintained to be constant when the insufficient load condition does not

occur anymore to provide the regenerative power as much as possible. The proposed anti-

oscillation control algorithm is described in two steps as follows:

• Step 1: Anti-oscillation control strategy

• Step 2: Constant regenerative power maintenance control.

4.5.1 Anti-oscillation strategy

The purpose of the anti-oscillation control strategy is to put the operating point to a stable

region when it moves to an unstable region. First, when the light-load regenerative control

is active, and then the operating point moves to the narrowing region, the control pattern is

changed as shown in Fig. 4.11 (values of Ir and Vf lim are changed), so that the maximum

torque region is expanded. A ratio of α (0 < α < 1) is multiplied to the q-axis current reference

initial value to realize the change of Ir. As a consequence, the q-axis current reference value is

narrowed and the operating point is returned to the maximum torque area. In other words, the

operating point in the narrowing region is avoided and the unstable condition is also avoided.

This operation may be repeated and the steady state solution can be kept exist in the maximum

torque area. As a result, the operating point is always settled to Mode 3 or Mode 4, and the

oscillation is controlled.

V
f 
max


i
sq

*


0

V
f 
lim
 V
f 
lim
(initial value)


New Maximum

Torque Region


New Narrwing

Region


v
f


Operation

Point


Narrowing Pattern

changed


Figure 4.11: Anti-oscillation strategy.
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4.5.2 Constant regenerative power maintenance control

After controlling the oscillation, when the last control pattern remains to be unchanged in step

1 since the light-load regenerative condition doesn’t occur anymore, the regenerative electric

power is decreasing according to the decrease at the rotor speed. This regenerative power’s

decreasing indicates the filter capacitor voltage decreasing. The actual regenerative electric

power becomes smaller than the maximum dissipation that could be anticipated by the load of

Rb. Therefore, to provide a regenerative power as much as possible the q-axis current reference

value in the maximum torque area is changed while the regenerative power is maintained to be

constant (Pcons tan t = i∗sqvf ) as illustrated in Fig. 4.12. Furthermore, the anti-oscillation control

in step 1 will be active again when the operating point deviates from the maximum torque

region. Then, it is possible to regenerate a large electric power as much as possible and control

the oscillation by repeating these two steps.
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Figure 4.12: Constant regenerative power maintenance control.
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4.6 Experimental results

In order to verify the validation of the proposed anti-oscillation strategy, the proposed anti-

oscillation strategy is applied to a mini model of the experimental system shown in Fig. 4.13,

which imitates the oscillation phenomenon as in the experiment result of a real railway vehicle

when the light-load regenerative braking control is adopted. A PMSM with an inertia load

imitates the regenerative power of vehicle, and then a load resistance imitates a load power

consuming by other vehicles according to the equivalent circuit shown in Fig. 4.4. Parameters

of the mini-model experimental system are listed in Table 4.6.

PMSM


Encoder
 Induction motor

    (inertia load)


Inertia load

      Torque

 measurement


    Speed

measurement


(a) Mechanical system configuration. (b) Experimental system photo-

graph.

Figure 4.13: Mini model of the experimental system.

Table 4.6: Mini model system parameters

Item Symbol Value Item Symbol Value

Stator resistant Rs 0.1[Ω] Rotor speed ωm0 1000[rpm]

d-axis inductance Lsd 1[mH] Rise time Tr 3[s]

q-axis inductance Lsq 1[mH] Maximum regenerative current Ir 10[A]

Permanent magnet flux ψF 0.153[Wb] Current control time constant Td 1[ms]

Rotor inertia J 10[kgm2] Voltage detection time constant TDC 100[ms]

Poles number N 4 Narrowing start voltage Vf lim 145[V]

Load torque TL 0 Narrowing end voltage Vf max 150[V]

Source voltage Vdc 140[V] Over voltage limit VfOVD 160[V]

Powering vehicle load Rb 50[Ω] Inverter carrier frequency fc 5[kHz]

Filter inductance Lf 100[mH] Maximum index modulation Mmax 0.9

Filter resistance Rf 1[Ω] Current control sampling time dTc 200[ms]

Filter condenser Cf 68[µF] Speed calculation sampling time dTs 2[ms]

Fig. 11 shows the experimental results of the light-load regenerative braking control with

and without the proposed anti-oscillation control. From the comparison of the system with and
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(a) voltage response of system without anti-

oscillation control.

(b) voltage response of system with anti-oscillation

control.

(c) current response of system without anti-

oscillation control.

(d) current response of system with anti-oscillation

control.

Figure 4.14: Experimental results of the downsized experimental system.

Figure 4.15: Rotor Speed and Regenerative Power response of downsized experimental system

with anti-oscillation control.

without the proposed anti-oscillation control, it is understood that the oscillation phenomenon

is controlled by the proposed anti-oscillation control method. Fig. 12 shows rotor speed and

regenerative power responses of downsized experimental system with suggested anti-oscillation
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control. Even though the rotor speed decreases the regenerative electric power is kept con-

stant, and moreover, the maximum dissipation that can be anticipated by Rb (other vehicles) is

provided anytime. The effectiveness of the anti-oscillation control proposed above is confirmed.

4.7 Summary

From analysis and experimental results we can summarize the conclusion as follows: It was

pointed out that the oscillation of the electric system occurs in the PMSM drive railway vehicle

traction system when the light-load regenerative braking control is adopted. To elucidate the

oscillation phenomenon, the main circuit that contains a nonlinear system is modeled by the

nonlinear time-varying state equations. A treated analytical approach that the state equation

of a nonlinear time varying main circuit model is divided into four appropriate operation modes

(linear system) using the Taylor series expansion was proposed. And, from the location of

the steady state solution (the equilibrium points) of each ’Operating Mode’ and the stability

analysis results, the existence of the oscillation phenomenon when a light-load regenerative

braking control is adopted is clarified. Based on the above-mentioned analytical results the

control technique by which the oscillation phenomenon is controlled is proposed and verified

according to the mini model. As a result, since the proposed control method is confirmed to

be effective and appropriate to control the oscillation when a light-load regenerative braking

control is adopted, the analytical result is also proven.



Chapter 5

Storage battery modeling

In this chapter, a novel method to model the transient response of battery in view of the control

engineering is proposed. The frequency-response of battery is measured and the concept of

transfer function to decide the admittance value of battery is introduced. Finally, the equivalent

circuit of battery from the obtained admittance value is estimated. Furthermore, the variation

of electrical circuit parameter with the battery residual capacity is investigated.

5.1 Introduction

Recently, a storage battery is used very much for the portable machine from the small system,

like the uninterruptible power supply system, to the large system, like the electric vehicle. Even

it is used in very large-scale application, the storage battery used for the electric vehicle has

a special condition that is rapid charged-discharged repeatedly. Especially, when the electric

vehicle is run in the city area that the speed acceleration and deceleration are very often. The

storage battery is discharged in the acceleration condition (motoring) and is charged in the

deceleration condition (regenerative braking). In the storage battery system that the electrical

charge-discharge is done frequently, a more high efficiency drive system should be designed.

Therefore, the character of storage battery is modeled and it is very important to grasp the

whole character of the system precisely.

Up to this time, the technique that the character of the storage battery is modeled from

the viewpoint of the electrical engineering is examined. For example the equivalent circuit of

the storage battery is estimated by calculating the circuit parameters from some points of the

frequency response. However, by using this method to calculate a circuit parameter from few

data, there is a problem that the dispersion of data influences the computation results. On the

other hand, the equivalent circuit of the storage battery is estimated using the Cole-Cole plot

107
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that is made from the frequency response of the experiment result. Here, the circuit parameter

is decided by treating the data graphically. There is a problem that inductance element of

the storage battery isn’t being taken into consideration in the equivalent circuit so far. From

these reasons, even if the above modeling technique can grasp the characteristic of the storage

battery, it can be said that it can’t be grasped precisely.

In this chapter, the new modeling technique of the storage battery characteristic from the

viewpoint of control engineering is proposed. The general concept of the transfer function is

introduced. From the treatment of the frequency response characteristic of the storage bat-

tery, which is provided by experiment, the system admittance is decided. Since the graphical

treatment is carried out under the sufficient number of data, which the inductance was taken

into consideration, this technique has the strong point that the influence of the dispersion of

data measurement can be restrained low. Then, based on the admittance obtained from this

technique, the equivalent circuit of the storage battery is estimated and the circuit parameter

can be calculated. As it was mentioned previously, with the obtained transfer function that the

influence of the data dispersion is restrained low, the stable technique for obtaining the electrical

circuit parameters are obtained. From the examination of battery charging condition, which is

changed from 100%, 80%, ... to 0% charging capacity, the investigation of circuit parameters for

each condition are also considered. Furthermore, by using the concept of transfer function, the

characteristic of the combinational batteries can be obtained easily that is calculated mathe-

matically from the characteristic of a single battery. This technique is verified by comparing the

frequency response of this calculated model (the combinational batteries characteristic obtained

mathematically from the single battery characteristic) with the frequency response of the ac-

tual combinational batteries from experiment. This technique can be applied to the large-scale

storage battery power supply system, such as electric vehicle, solar cell generating electricity

system, and uninterruptible power supply system.

5.2 The measurement of the storage battery frequency charac-

teristic

To model the character in electric charge-discharge of the storage battery, the frequency response

of storage battery admittance is measured by experiment. To add an ideal proper sinusoidal

wave to the storage battery, the laboratory power amplifier that is combined with the laboratory

function generator is used as a power supply. The configuration of the measurement circuit
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Figure 5.1: Schematic circuit diagram of frequency response measurement equipment.

Figure 5.2: Photograph of frequency response measurement equipment.

Table 5.1: Battery specifications

Type Lead-acid storage battery

Capacity 100 Ah (10 hours average)

Series number MSE-100Ah

Nominal voltage 6 V
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and appearance of the experiment device are shown in Figs. 5.1 and 5.2 respectively. And, the

specifications of the storage battery are listed in Table 5.1. The measurement of the storage

battery frequency characteristic is carried out as follows: the storage battery is put into an

isothermal regulator box where the storage battery itself was kept in 25o, and its charging

capacity is made to change with 100%, 80%, 60%, 40%, 20%, and 0%.

Here, charging capacity is calculated from the product of the electric discharge current

and the discharge time starting from a full-charging condition. The full-charging condition is

defined from the release terminal voltage (2.23V/ cell) by considering the rated current and

voltage charges [29]. First, the frequency response is measured in the full-charging condition,

and after it is finished, the discharging electricity with the current of 10 A is started continuously

for 2 hours. After it lapses for about 30 minutes, this is considered 80% of the charging capacity

condition, and then the frequency response is measured again. The measurement is repeated

every time of the charging capacity is decrease for 20%, until the charging capacity becomes

0% (100%, 80%, 60%, 40%, 20%, and 0% charging conditions). In this time, the sinusoidal

signal with frequency stage of 10Hz-1000 Hz is put on the main object. The gain and phase

of the system are calculated from the wave shape of the electrical voltage and current for each

charging capacity condition. The FFT (Fast Fourier Transformation) analytic [30] is being used

for reading of the data, since the ripple is seen in the voltage wave shape due to the resolution

problem of the analyzing recorder. The experiment was carried out with the electric current of

5 A, which was the rated current value of the power amplifier used this time. The gain plot and

the phase plot of the storage battery admittance, which are obtained from these experiment

results, are shown in Fig. 5.3.

5.3 The transfer function expression of the storage battery

Here, to obtain the approximated transfer function the storage battery admittance, the whole

frequency characteristic of the storage battery from the experiment result is compared with the

bode diagram of the various typical reference model. And then, the method to decide each

parameter inside the storage battery transfer function is described.

5.3.1 The frequency characteristic of the approximated model

The transfer function and bode diagram of the reference models [31] (phase-lead system, one-

order delay system, and phase-lead + one-order delay system) are shown in Table 5.2. Com-
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(a) Gain response.

(b) Phase response.

Figure 5.3: Frequency response of lead-acid battery admittance.
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paring Table 5.2 with the frequency response from the experiment result shown in Fig. 5.3, the

transfer function I
V (ω) of the storage battery is decided to be approximated by a ”phase-lead

+ one-order delay system”. Then the storage battery model is expressed in Eq. (5.1).

G (s) = K0
1 + T1s

1 + T2s

1

1 + T0s
T1 < T2 < T0 (5.1)

Table 5.2: Frequency responses of transfer function (Bode diagram)

5.3.2 Technique for obtaining the parameter constants

To obtain the parameter constants of T1, T2, T0, and K0 in Eq. (5.1), the use of least-square

method is decided. By using the least- square method under the sufficient number of data,

the influence of the dispersion of the experiment data is restrained low, and a valid transfer

function can be found. Then it is decided to assume that the system model can be analyzed

separately as a phase-lead system only and as a one-order delay system only, so that the model

parameters can be calculated as follows:

1. T1 and T2 determination

From the experiment result data, the expressions (T1T2) and (T1/T2) are calculated in

four steps as described in the following passages. This calculation process is illustrated in

Fig. 5.4. Then, parameter constants of T1 and T2 are decided.

• Step 1. θmax and ωm are determined graphically from the phase curve. (see Fig. 5.5)
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• Step 2. By mapping θmax, which is obtained from step 1, into the θmax versus

(T1/T2) correlation in the phase characteristic curve of the phase-lead system, the

value of (T1/T2) is obtained. (see Fig. 5.6)

• Step 3. By substituting ωm that is obtained from step 1 into expression ωm = 1√
T1T2

,

the value of (T1T2) is obtained.

• Step 4. Since from steps 2 and 3 the value of expressions (T1T2)) and ((T1/T2) are

obtained, the parameter constants of T1 and T2 can be calculated.

2. K0 determination

By using the current I and the voltage descent ∆V in discharge condition, the gain

parameter constant is calculated by K0 =
I

∆V .

3. T0 determination

By obtaining the frequency ω0 when phase is −45o in the phase curve, the parameter

constant T0 is calculated by T0 =
1
ω0
.

Figure 5.4: Flowchart for estimating T1 and T2.
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θ

ω

Figure 5.5: Phase curve of the phase-lead system.

θ

Figure 5.6: θmax versus T1/T2 .

Description 1: Expression of ωm = 1√
T1T2

The transfer function of the phase-lead system G1(s) is expressed as follows:

G1(s) =
1 + T1s

1 + T2s
(5.2)

G1(jω) =
1 + jωT1
1 + jωT2

(5.3)
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θ = ∠G1(jω) = tan−1(ωT1)− tan−1(ωT2) (5.4)

Here, since when ω = ωm, the value of θ becomes maximum, yields:

d

dω
∠G1(jωm) =

T1
1 + (ωmT1)2

− T2
1 + (ωmT2)2

= 0 (5.5)

Therefore, ωm becomes:

ωm =
1√
T1T2

(5.6)

Description 2: The curve characteristic of θmax versus T1/T2

From the transfer function of the phase-lead system, the θmax vs. T1/T2 characteristic can be

expressed as follows:

G1(s) =
1 + T1s

1 + T2s
(5.7)

G1(jω) =
1 + jωT1
1 + jωT2

(5.8)

∠G1 (jω) = tan−1 (ωT1)− tan−1 (ωT2) (5.9)

Here since when ωm = 1√
T1T2

, ∠G1 (jω) = θmax, θmax can be expressed as a function of T1
T2

in

the following equation.

θmax = tan−1
(

√

T1
T2

)

− tan−1
(

√

T2
T1

)

(5.10)

Table 5.3: T1, T2, T0, and K0 determined by the least square method

State of charge T1 T2 T0 K0

100 % 1.08x10−2 7.20x10−3 3.98x10−4 3.54x102

80 % 1.06x10−2 7.52x10−3 3.99x10−4 3.48x102

60 % 9.42x10−2 7.88x10−3 3.58x10−4 3.46x102

40 % 7.54x10−3 5.89x10−3 3.03x10−4 3.47x102

20 % 1.09x10−2 9.16x10−3 2.86x10−4 3.09x102

0 % 4.52x10−3 3.27x10−3 2.86x10−4 2.43x102

The values of each parameter constants, which are obtained from the experimental results,

are listed in Table 5.3. Then, by using the parameter constants listed in Table 5.3, the transfer
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(a) Gain response.

(b) Phase response.

Figure 5.7: Frequency response of lead-acid battery model.
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functions of the storage battery model of each charging capacity condition are constructed. The

bode diagram of these transfer functions are compared with the experimental values as shown

in Fig. 5.7. Since the frequency characteristic of the obtained admittance reflected well the

frequency characteristic of the experimental system as shown in Fig. 5.7, the validity of the

transfer function obtaining process in this technique can be confirmed.

5.4 The equivalent circuit expression of a storage battery model

By considering the transfer function expression of the storage battery, which is obtained in the

previous section, we presume the equivalent electrical circuit that shows a same characteris-

tic. Generally, the equivalent electrical circuit with same characteristic is not unique, here, we

adopt the general equivalent electrical circuit from [29] which is shown in Fig. 5.8. This equiv-

R 1L

C

V B
R 2

R 1  :  l i q u i d  r e s i s t a n c e R 2  :  e l e c t r i c  c h a r g e  r e s i s t a n c e L  :  b a t t e r y  i n d u c t a n c e
C  :  e l e m e n t  p l a t  c a p a c i t a n c e V B  :  e l e c t r i c  m o t o r  f o r c e  ( E M F )  o f  t h e  b a t t e r y

Figure 5.8: Equivalent circuit of battery.

alent circuit is the so-called Randles equivalent circuit with an additional inductance. Usually

the equivalent circuit for battery uses only the Randles equivalent circuit. Theoretically, the

equivalent circuit of Fig. 5.8 is fitted to the transfer function of Eq. (5.1). Here, inductance of

the storage battery can be said as the form of the energizing part of the storage battery. The

inductance occurs due to the existence of the wiring straps between cell element and battery

terminal/pole, and also between one cell element and the other cell element inside the battery.

5.4.1 The calculation of each electrical parameter

The terminal voltage V of the storage battery is expressed as V = VB + IxR (where R is the

storage battery internal resistance, and I is the charge-discharge current). The different voltage
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value VB, which is from the electric motor force, is shown. According to the range of battery

utility, the proportion relation between the charging capacity and voltage is difference for each

state, since the resistance R changes corresponding to the charging capacity in the non-linear

shape. The terminal voltage V and the charging capacity disappear by this proportion relation.

Therefore, it is important to verify the internal resistance R at the beginning, in such case

of grasping each parameter of the storage battery equivalent circuit precisely. The internal

admittance of the equivalent circuit, which shows it in the Fig. 5.8, is expressed in the following

equation.

G(s) =
1 + CR2s

LCR2s2 + (L+ CR1R2) s+R1 +R2
(5.11)

Table 5.4: Electric circuit parameter at each state of charge

State of Charge R1[mΩ] R1[mΩ] C[F] L[µH]

100 % 1.92 0.90 12.0 0.75

80 % 2.06 0.81 13.1 0.81

60 % 2.20 0.69 13.6 0.78

40 % 8.28 0.61 12.5 0.68

20 % 2.72 0.67 11.1 0.79

0 % 3.06 1.06 4.25 0.85

By equating the time constants in Eq. (5.1) with the corresponding equivalent circuit pa-

rameter in Eq. (5.11), each electrical parameters of the storage battery (R1, R2, L, C) can be

found. The result that each electrical circuit parameter was calculated from the Table 5.3 is

shown in the Table 5.4. And, it is illustrated in Fig. 5.9.

It is possible to calculate the four-electrical circuit parameter of the proposed equivalent

circuit, by using two point of frequency response that is shown in Fig. 5.3. However, since the

dispersion of the data measurement of the lead storage battery for a certain degree couldn’t be

avoided, it is not a suitable technique to obtain the precision results. Different to this classical

technique, in the proposed technique, the transfer function of battery model is obtained under

the sufficient number of data and it cope with an equivalent circuit based on the graphical

treatment, so that the influence of the dispersion is restrained low. As a result, the stable

technique and precision electrical circuit parameter of the storage battery model can be found.
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Figure 5.9: Variations of electrical circuit parameters in discharging.

5.4.2 A consideration about the change in the equivalent circuit parameter

caused by the electric discharge

Here, the physics phenomenon, which happens inside the storage battery, due to the change

in the equivalent circuit parameter caused by the electric discharge is examined. When the

electric discharge process occurs the chemical formation of the cell material is changed that the

electrolytic liquid decreases. This causes the electrodes of cell inert and then the resistances

R1 and R2 increase. This can be confirmed by the result of the Fig. 5.9. The inductance

L hardly changes when the charging capacity of battery changes. It is understood since L is

E l e m e n t - p l a t e

P b S O 4o x i d a t i o n  l a y e r

E l e m e n t - p l a t e

D i s c h a r g e

Figure 5.10: Chemical change at plate in discharging.
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constructed based on the structure of the main circuit of the battery (straps wiring between cells

and terminal pole). And, the structure doesn’t vary according to the electric discharge. The

capacitance C occurs due to the two-plate electrode place side by side in the electrolyte solution.

When the electric discharge process occurs the oxidant of PbSO4 occurs in the electrolyte

solution. This oxidant may be formed also in the electrode plate, which causes the effective

area of the electrode plate becomes narrow as illustrated in Fig. 5.10. As a result, the electric

discharge causes the capacitance C of battery decreases.

5.5 Characteristic of the combinational batteries

Since up to this time, we have examined the storage battery characteristic as a single battery, to

grasp the characteristic of large power supply system such as in electric vehicle, the characteristic

of the combinational batteries should be examined as well. In this section, the frequency

response characteristic when a storage battery is connected to a series and parallel arrangement

is measured, and a comparison with the single storage battery is presented. Since the difference

deterioration condition of each battery influences the whole characteristic of the combinational

batteries greatly, the same new storage batteries were purchased for the investigation of the

combinational batteries experimentally.

Figure 5.11: Experiment configuration.
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5.5.1 Experiment configuration

As shown in Fig. 5.11, an alternating voltage is applied to the following storage battery config-

urations: a single battery, series batteries, and parallel batteries configurations, and then the

electrical frequency response of each configuration is measured. From the frequency response

characteristic of combinational batteries obtained from experimental results it was verified that

the characteristic is changed from the characteristic of a single battery. Here, the experiment

was carried out under the condition that the charging condition of each storage battery is

full-charged of 20Ah.

5.5.2 Experiment result and consideration

The appearance of the experimental system for measuring the frequency response character-

istic of the combinational batteries is shown in the Figs. 5.12(a) and 5.12(b). The frequency

response character of series and parallel combinational batteries obtained from experimental

(a) Series connected batteries. (b) Parallel connected batteries.

Figure 5.12: Photograph of series and parallel connected batteries.

results are shown in Figs. 5.13 and 5.14 respectively. In Fig. 5.13, the frequency characteristic

of the series combinational batteries obtained from experimental result is compared with the

frequency characteristic of the series combinational batteries calculated from the characteristic

of the single battery. In Fig. 5.14, the frequency characteristic of the parallel combinational bat-

teries obtained from experimental results is compared with the frequency characteristic of the

parallel combinational batteries calculated from the characteristic of the single battery. From

these results, it is noticed that the frequency characteristic of the series-parallel combinational

batteries obtained from the experimental results fit with the ones calculated from the single

battery well. In other words, it can be said that the transfer function of the combinational
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(a) Gain response.

(b) Phase response.

Figure 5.13: Frequency response of series connected batteries.



5.5. Characteristic of the combinational batteries 123

(a) Gain response.

(b) Phase response.

Figure 5.14: Frequency response of parallel connected batteries.
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batteries expression can be obtained easily by calculating mathematically from the transfer

function of the single battery. From these results, it is confirmed that the proposed storage bat-

tery modeling technique can be applied to grasping the characteristic of the large-scale storage

battery system easily.

5.6 Summary

In such case of the use of the storage battery power supply system in the electric vehicle, which

the electrical charge-discharge process occurs frequently, to design a more high efficiency drive

system, the suitable model of the storage battery is necessary. Therefore, it is very important

to grasp the whole characteristic of the system precisely. In this chapter, based on the general

concept of the transfer function, the new modeling technique of the storage battery that using

the frequency response characteristic was proposed. Concretely, a storage battery is considered

to consist of starting electrical power and internal admittance. From the frequency character

of the experiment result, the admittance was decided to be expressed by the ”one-order delay

+ phase-lead” transfer function. The approximated time constant parameter of the storage

battery admittance was calculated using least square method from the whole frequency response

obtained from the experiment results.

Then, based on the admittance, which was obtained from this technique, the equivalent

circuit that has the same frequency characteristic was presumed, and the electrical circuit

parameter was calculated. Since the transfer function is obtained under the sufficient number

of data, based on the graphical treatment, the influence of the dispersion of the data can be

restrained low. As a result, the stable technique for obtaining the electrical circuit parameters

can be provided. Furthermore, to consider the change in the electrical circuit parameter caused

by the electric discharge, the approximated electrical circuit parameters under each charging

capacity of the storage battery (100%, 80%, ..., 0%) are calculated. It confirmed that the

resistance element and capacity element expressed in the equivalent circuit are influenced by

the change in the charging capacity, but the inductance element isn’t influenced very much.

Finally, the characteristic of the combinational batteries was examined. By using the pro-

posed technique with the general concept of the transfer function, it is possible to calculate

easily the characteristic of the combinational batteries. The electrical circuit parameter of the

combinational batteries, which are connected in series or parallel configurations, is easy to be

calculated mathematically from the character of the single battery. From now on, the effective-
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ness of the proposed model, which can be applied to the large power supply system such as an

electric vehicle, was confirmed.

The subject for future works:

• Verifying the proposed modeling technique by applying a step response and various tran-

sient responses.

• Developing the proposal modeling technique for the storage battery with the combina-

tional cases of different charging capacity and deterioration condition

• Investigating and generalizing the model of the storage battery against the deterioration

and the change in the temperature condition
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Chapter 6

Conclusions and Recommendations

This thesis studied the energy saving in electrical drive system for electric vehicle application

with a focus on the alternating-current (AC) motor that has advantage of less maintenance

than the direct-current (DC) motor. Some problems occur in attempting the energy saving in

electrical drive system are pointed out. From the results of this works, we can summary the

conclusions and some recommendations as follows:

Chapter 2

• In order to improve the output power in the high-speed motor, so that a higher kinetic

energy can be recovered by the regenerative control, a novel and simple field-weakening

scheme has been proposed.

• Disturbing the flux-producing current reference with the torque-producing current refer-

ence while the stator voltage is limited or saturated, higher voltage availability can be

provided, since the dc-bus voltage utilization is maximized (10.27% voltage boost when

Kdist = 1 and 36.47% voltage boost when Kdist = 2). To prevent the noise effect, es-

pecially for a high-power motor application, the q-axis current reference i∗sq is used as

disturbance instead of the q-axis current isq and a new control for field-weakening region

II has been proposed.

• The voltage saturation condition only occurs when a higher or maximum torque is re-

quired. The maximum torque is produced by increasing the flux-producing current as

much as possible.

• Since the PWM mode changing is not necessary, the control system construction is simple

that effects on cost reduction.

127
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• From the performance analysis results, the proposed field-weakening scheme was con-

firmed to guarantee its stability and the control gain selection was decided that is listed

in Table 2.5.

The implementation of another method in maximizing the dc-bus utility for improving

the torque capability in the field-weakening operation is still interesting to be investi-

gated. Furthermore, its implementation with the speed sensorless system is still open to

be studied.

Chapter 3

• A modification of the full-order observer was introduced. The two equations in the state

observer equation for flux estimating are removed, since the flux value is provided by

the flux model that uses the rotor flux reference frame. And since the observer uses the

calculated flux, the lack of speed estimation due to the coupling effect was overcome.

• The preliminary investigation of the motor restarting capability under the speed sensorless

motor drive system using the modified speed adaptive observer has been carried out.

• In order to operate the motor restarting after coasting under the speed sensorless motor

successfully, which is the essential technology for energy saving in electrical drive system,

the following conditions should be considered.

1. Set the initial value of estimated speed greater than the initial value of actual speed

(set to be equal to the maximum operating speed).

2. The speed adaptive gains should not too large to prevent the lost adaptive capability.

• The convergence time becomes slower due to the small speed adaptive gains and the high

initial value of estimated speed. To overcome this problem, a minimizing convergence time

strategy of speed estimation has been proposed. This strategy uses the gain scheduling

method based on the gradient slope of the estimated speed.

To improve the performance of the motor restarting capability under the speed sensorless

drive system, the stability analysis should be carried out for the next works. Based on the

analysis results, a strategy for minimizing the speed, flux, and torque estimations errors

should be studied.
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Chapter 4

• It is pointed out that the oscillation of the electric system occurs in the PMSM drive rail-

way vehicle traction system when the light-load regenerative braking control is adopted.

• To elucidate the oscillation phenomenon, the main circuit that contains a nonlinear system

is modelled by the nonlinear time-varying state equations. For analysis purpose the state

equation of a nonlinear time varying main circuit model is divided into four appropriate

operation modes (linear system).

• From the location of the steady state solution (equilibrium points) of each ’Operating

Mode’ and the stability analysis results, the existence of the oscillation phenomenon when

a light-load regenerative braking control is adopted is clarified.

• Based on the above-mentioned analytical results the control technique by which the os-

cillation phenomenon is controlled is proposed and verified according to the mini model.

Chapter 5

• Based on the of the transfer function concept, the new modeling technique of the storage

battery that using the frequency response characteristic was proposed.

• From the frequency character of the experiment result, the admittance was decided to be

expressed by the ”one-order delay + phase-lead” transfer function.

• The approximated time constant parameter of the storage battery admittance was cal-

culated using least square method from the whole frequency response obtained from the

experiment results.

• Since the transfer function is obtained under the sufficient number of data, based on the

graphical treatment, the influence of the dispersion of the data can be restrained low.

As a result, the stable technique for obtaining the electrical circuit parameters can be

provided.

• It confirmed that the resistance element and capacity element expressed in the equivalent

circuit are influenced by the change in the charging capacity, but the inductance element

isn’t influenced very much.
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• By using the proposed technique with the general concept of the transfer function, it is

possible to calculate easily the characteristic of the combinational batteries. The electrical

circuit parameter of the combinational batteries, which are connected in series or parallel

configurations, is easy to be calculated mathematically from the character of the single

battery.

Verifying the proposed modeling technique by applying a step response and various tran-

sient responses, developing the proposal modeling technique for the storage battery with

the combinational cases of different charging capacity and deterioration condition, and

investigating and generalizing the model of the storage battery against the deterioration

and the change in the temperature condition are the challenges for the future works.

.



Bibliography

[1] S.-H. Kim, S. K. Sul, and M. H. Park, ”Maximum torque control of an induction machine
in the field weakening region,” IEEE Trans. Ind. Appl., vol. 31, no. 4, pp. 787-794, 1995.
10

[2] H. Grotstollen and J. Wiesing, ”Torque capability and control of a saturated induction
motor over a wide range of flux weakening,” IEEE Trans. Ind. Electron., vol. 42, no. 4,
pp. 374-381, 1995. 10

[3] S-H. Kim and S-K Sul, ”Voltage Control Strategy for Maximum Torque Operation of an
Induction Machine in the Field-Weakening Region,” IEEE Trans. Ind. Electron., vol. 44,
no. 4, pp. 512-518, 1997. 10, 16, 17, 19

[4] B.J. Seibel, T.M. Rowan, and R.J. Kerkman, ”Field-Oriented Control of an Induction
Machine in the Field-Weakening Region with DC-Link an Load Disturbance Rejection,”
IEEE Trans. Ind. Appicat., vol. 33, no. 6, pp. 1578-1584, 1997. 10

[5] R.J. Kerkman, D. Leggate, B.J. Seibel, and T.M. Rowan, ”An Overmodulation Strat-
egy for PWM Voltage Inverters,” in IECON’93, 19th Int. Conf. Ind. Electron., Contr.

Instrumentation, Maui, Hawaii, Nov. 15-19, pp. 1215-1221, 1993. 10

[6] J. Holtz, W. Lotzkat, and A.M. Khambdkone, ”On Continuous Control of PWM Inverters
in the Overmodulation Range Including the Six-Step Mode,” IEEE Trans. On Power

Elec., vol. 8, no. 4, pp. 546-553, 1993.

[7] S. Halasz, G. Csonka, A.A.M. Hassan, ”Sinusoidal PWM Techniques With Additional
Zero-Sequence Harmonics,” in IECON’94, 20th Int. Conf. Ind. Electron., Contr. Instru-

mentation, pp. 85-90, 1994. 13

[8] R.J. Kerkman, T.M. Rowan, D. Leggate, and B.J. Seibel, ”Control of PWM Voltage
Inverters in the Pulse Dropping Region,” IEEE Trans. on Power Elec., vol. 10, no. 5, pp.
559-565, 1995.

[9] V. Kaura and V. Blasko, ”A New Method to Extend Linearity of a Sinusoidal PWM in the
Overmodulation Region,” IEEE Trans. on Ind. Applicat., vol. 32, no. 5, pp. 1115-1121,
1996. 13

[10] S. Bolognani and M. Zigliotto, ”Novel Digital Continuous Control of SVM Inverters in
the Overmodulation Range,” IEEE Trans. on Ind. Applicat., vol. 33, no. 2, pp. 525-530,
1997.

131



132 BIBLIOGRAPHY

[11] V. Kaura, ”A New Method to Linearize Any Triangle-Comparison-Based PWM by Re-
shaping the Modulation Command,” IEEE Trans. on Ind. Applicat., vol. 33, no. 5, pp.
1254-1259, 1997. 13

[12] D.C. Lee and G.M. Lee, ”A Novel Overmodulation Technique for Space-Vector PWM
Inverter,” IEEE Trans. on Power Elec., vol. 13, no. 6, pp. 1144-1151, 1998. 10

[13] B.H. Bae, S.H. Kim, and S.K. Sul, ”A New Overmodulation Strategy for Traction Drive,”
in IECON’99, 25th Int. Conf. Ind. Electron., Contr. Instrumentation, pp. 437-442, 1999.
10

[14] F. Briz, A. Diez, M.W. Degner, and R.D. Lorenz, ”Current and Flux Regulation in Field-
Weakening Operation,” IEEE Trans. on Ind. Applicat., vol. 37, no. 1, pp. 42-50, 2001.
10, 18

[15] L. Harnefors, and H.P. Nee, ”Model-based current control of ac machines using the internal
model control method,” IEEE Trans. on Ind. Applicat., vol. 34, no. 1, pp. 133-141, 1998.
18

[16] K. Ogata, Modern Control Engineering, Prentice-Hall, Inc., Englewood Cliffs, N.J.,
1970. 34

[17] J. N. Nash, ”Direct Torque Control, Induction Motor Vector Control Without an En-
coder,” IEEE Trans. Ind. Applicat., vol. 33, no. 2, pp. 333-341, 1997. 50

[18] H. Kubota, K. Matsuse, and T. Nakano, ”DSP-Based Speed Adaptive Flux Observer of
Induction Motor,” IEEE Trans. Ind. Applicat., vol. 29, no. 2, pp. 344-348, 1993. 50, 54

[19] Y. R. Kim, S. K. Sul, and M. H. Park, ”Speed Sensorless Vector Control of Induction
Motor Using an Extended Kalman Filter,” IEEE Trans. Ind. Applicat., vol. 30, no. 5, pp.
1225-1233, 1994. 50

[20] L. Ben-Brahim and A. Kawamura, ”A Fully Digitized Field-Oriented Controlled Induction
Motor Drive Using Only Current Sensors,” IEEE Trans. Ind. Electron., vol. 39, no. 3, pp.
241-249, 1992.

[21] T. Ohtani, N. Takada, and K. Tanaka, ”Vector Control of Induction Motor without Shaft
Encoder,” IEEE Trans. Ind. Applicat., vol. 28, no. 1, pp. 157-164, 1992.

[22] K. D. Hurst, T. G. Habetler, G. Griva, F. Profumo, and P. L. Jansen, ”A Self-Tuning
Closed-Loop Flux Observer for Sensorless Torque Control of Standard Induction Ma-
chines,” IEEE Trans. Power Electron., vol. 12, no. 5, pp. 807-815, 1997.

[23] M. Marchesoni, P. Segarich, and E. Soressi, ”A Simple Approach to Flux and Speed
Observation in Induction Motor Drives,” IEEE Trans. Ind. Electron., vol. 44, no. 4, pp.
528-535, 1997. 50

[24] H. Kubota, K. Matsuse, and T. Nakano, ”New adaptive flux observer for induction motor
drives,” IEEE IECON’90, pp. 921-926, 1990. 52

[25] The Railway Electrical Engineering Association of Japan, Power Electronics for Elec-
tric Railway Systems, pp. 92-93, March 1998. 80



BIBLIOGRAPHY 133

[26] S. Arai, M. Sugaya, M. Edane, M. Iwahori, and H. Tamura, ”New Regenerative Power
Control for EMUs in Light Load,” 1997 National Convention Record I.E.E. Japan Industry

Applications Society, No. 180, pp 259-262, 1997. 80

[27] K. Kondo, K. Matsuoka, and Y. Nakazawa, ”A Designing Method in Current Control
System of Permanent Magnet Synchronous Motor for Railway Vehicle Traction,” The

Transactions of The Institute of Electrical Engineers of Japan, A Publication of Industry

Applications Society, Vol.118-D, 7/8, pp.900-907, 1998. 88

[28] Fujishima, Aizawa, and Inoue, The electrochemistry measurement method, Gi-
hodo.

[29] Japan storage battery Co., Ltd, The latest utility secondary battery, Nikkan Kogyo
Shinbun. 110, 117

[30] IEE Japan, Denki kogaku pocket book, Ohm. 110

[31] Akashi and Imai, Detail description of practice control engineering, Kyouritsu
Shuppan. 110



134 BIBLIOGRAPHY



Appendix A

General AC motor model

A.1 Transformation from three-phase model to two-phase model

Modelling motor is the most important subject to be understood in vector control theory since

the control strategy is derived from motor model. The motor model used in the present work

is the space vector model, which dynamic motor equations are expressed into two axes: the

real and imaginary axes. Therefore, the three-phase motor is transformed into its equivalent

two-phase motor. The space vector model is very closely related to the dq-model. The real

and imaginary axes of the space vector model can be considered to be the same as the dq axes.

The simplicity and compactness of the space-phasor equations make an easy understanding of

space vector model. For an example the transformation of stator-currents from the three-phase

currents into their two-phase equivalents is explained using phasor theory. Figure A.1 shows

the projections of the stator-current space phasor. The space phasor of the stator currents can

be defined as a phasor whose real part is equal to the instantaneous value of the d-axis stator

component, iα(t) , and whose imaginary part is equal to the q-axis stator current component,

iβ(t) . Thus, the stator-current space vector in the stationary reference frame fixed to the stator

can be expressed as

īs = iα(t) + jiβ(t) (A.1)

Then, the real part of stator-current is also equal to the sum of real parts of iu, iv, and iw,

and the imaginary part of stator-current is also equal to the sum of imaginary parts of iu, iv,

and iw those are expressed as follows:

Re(̄is) = iα = K[Re(Iu∠θu) + Re(Iv∠θv) + Re(Iw∠θw) = K[iu −
1

2
iv −

1

2
iw] (A.2)
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Im(̄is) = iβ = K[Im(Iu∠θu) + Im(Iv∠θv) + Im(Iw∠θw) = K[

√
3

2
iv −

√
3

2
iw] (A.3)

K is the transformation constant, which for the power-invariant form K =
√

2
3 and for the non-

power-invariant form K = 2
3 . The transformation of stator-currents from the 3-phase frame

into the 2-phase frame is expressed in the matrix form as follows:

[

iα
iβ

]

= K

[

1 −1
2 −1

2

0
√
3
2

√
3
2

]





iu
iv
iw



 (A.4)

Figure A.1: Projections of the stator-current space phasor.

A.2 The AC motor Model in the General Reference Frame

The motor model can be represented in any reference frame that can be fixed to stator winding,

rotor winding, stator flux, rotor flux, and magnetizing flux. Here, the motor model is derived,

which is given by voltage equations expressed in the general reference frame (xy-axis). The

generalization of reference frame makes easy to express the motor model in any reference frame.

The stator and rotor voltage equations of a symmetrical three-phase motor can be expressed in

the stationary reference frame as follows:

v̄s = Rsīs +
d

dt
φ̄s (A.5)
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v̄′r = Rr īr +
d

dt
φ̄′r − jωrφ̄

′
r (A.6)

In Eqs. (A.5) and (A.6), v̄s, īs, and φ̄s are the space phasor of the stator voltages, stator

currents, and stator flux linkages, respectively, and v̄′r, īr, and φ̄′ are the space phasor of the

rotor voltages, rotor currents, and rotor flux linkages, respectively, and those are expressed as

follows:

v̄s = K[vsu(t) + avsv(t) + a2vsw(t)] = vsα + jvsβ (A.7)

īs = K[isu(t) + aisv(t) + a2isw(t)] = isα + jisβ (A.8)

φ̄s = K[φsu(t) + aφsv(t) + a2φsw(t)] = φsα + jφsβ = Lsīs + Lmī
′
r (A.9)

v̄′r = v̄re
jθr = vrd + jvrq (A.10)

ī′r = īre
jθr = ird + jirq (A.11)

φ̄′r = φ̄re
jθr = Lr ī

′
r + Lmīs = Lr īre

jθr + Lmīs = φrd + jφrq (A.12)

where a is a spatial operator, a = ej2π/3 = −1
2 + j

√

3
2 , and θr is the rotor angle. v̄r, īr, and φ̄r

are the space phasor of the rotor voltages, currents, and flux linkages, respectively, expressed

in the reference frame fixed to the rotor as follows:

v̄r = K[vru(t) + avrv(t) + a2vrw(t)] = vrα + jvrβ (A.13)

v̄r = K[vru(t) + avrv(t) + a2vrw(t)] = vrα + jvrβ (A.14)

φ̄r = K[φru(t) + aφrv(t) + a2φrw(t)] = Lr īr + Lmī
′
s = Lr īr + Lmīse

−jθr = φrα + jφrβ (A.15)

Equations (A.5), (A.6), (A.9), and (A.12) are representative equations of the space vector

model in the stationary reference frame fixed to the stator. If a general reference frame with

direct and quadrature axes x, y, rotating at a general instantaneous speed ωg =
d
dtθg is used, as

shown in Fig. A.2, where θg is the angle between the d-axis of the stationary reference frame

sD fixed to the stator and the real axis x of the general reference frame, then the following
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Figure A.2: Space phasor of the general reference frame.

equations define the stator current space phasor, stator voltage space phasor and stator flux

linkage space phasor in the general reference frame:

v̄sg = v̄se
−jθg = vsx + jvsy (A.16)

īsg = īse
−jθg = isx + jisy (A.17)

φ̄sg = φ̄se
−jθg = φsx + jφsy (A.18)

The space phasor of the rotor voltages, currents, and flux linkages expressed in the general

reference frame are defined as follows:

v̄rg = v̄re
−j(θg−θr) = vrx + jvry (A.19)

īrg = īre
−j(θg−θr) = irx + jiry (A.20)

φ̄rg = φ̄re
−j(θg−θr) = φrx + jφry (A.21)

Substitution of Eqs. (A.16)∼(A.21) into Eqs. (A.5), (A.6), (A.9), and (A.12) gives the following

stator and rotor space phasor voltage equations in the general reference frame:

v̄sg = Rsīsg + dφ̄sg/dt+ jωgφ̄sg (A.22)
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v̄rg = Rr īrg + dφ̄rg/dt+ j(ωg − ωr)φ̄rg (A.23)

where the stator and rotor flux linkages in the general reference frame can be expressed in terms

of the stator and rotor current space phasor as follows:

φ̄sg = Lsīsg + Lmīrg (A.24)

φ̄rg = Lr īrg + Lmīsg (A.25)
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Appendix B

Analysis model used in Chapter 2

B.1 Induction motor model with standard current control and

decoupling system

B.1.1 Non-linear system model

d
dt
isd = [− kidp+Rs

σLs
− Rr(1−σ)

σLr
]isd + [Nωm + Rr

Lr

i∗sq1

i∗
sd2

]isq + [ MRr

σLsL
2
r
]φrd

+ [ NM
σLsLr

ωm]φrq + [ kidi
σLs

]xsd + [
kidp

σLs
]i∗
sd

+ [−Nωm]i∗sq1 + [−Rr
Lr

]
i∗2sq1

i∗
sd2

d
dt
isq = [−Nωm − Rri

∗

sq1

Lri
∗

sd2

]isd + [− kiqp+Rs

σLs
− Rr(1−σ)

σLr
]isq + [−NMωm

σLsLr
]φrd

+ [ MRr

σLsL
2
r
]φrq + [

kiqi

σLs
]xsq + [

kiqp

σLs
]i∗sq + [Nωm

σ
]i∗
sd2 + [ Rr

σLr
]i∗sq1

d
dt
φrd = [MRr

Lr
]isd + [−Rr

Lr
]φrd + [Rr

Lr

i∗sq1

i∗
sd2

]φrq

d
dt
φrq = [MRr

Lr
]isq + [−Rr

Lr

i∗sq1

i∗
sd2

]φrd + [−Rr
Lr

]φrq

d
dt
ωm = [−NM

JLr
φrq ]isd + [NM

JLr
φrd]isq + [− 1

J
]tL

d
dt
xsd = [−1]isd + [1]i∗

sd

d
dt
xsq = [−1]isq + [1]i∗sq

d
dt
i∗
sd1 = [− 1

Td
]i∗
sd1 + [ 1

Td
]i∗
sd

d
dt
i∗sq1 = [− 1

Td
]i∗sq1 + [ 1

Td
]i∗sq

d
dt
i∗
sd2 = [− 1

T2
]i∗
sd2 + [ 1

T2
]i∗
sd1

(B.1)
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B.1.2 Linearized system model

d
dt
∆isd = [− kidp+Rs

σLs
− Rr(1−σ)

σLr
]∆isd + [Nωm0 +

Rri
∗

sq10

Lri
∗

sd20

]∆isq + [ MRr

σLsL
2
r
]∆φrd

+ [NMωm0

σLsLr
]∆φrq + [Nisq0 +

NMφrq0

σLsLr
−Ni∗sq10]∆ωm + [ kidi

σLs
]∆xsd

+ [−Rrisq0i
∗

sq10

Lri
∗2

sd20

+
Rri

∗2

sq10

Lri
∗2

sd20

]∆i∗
sd2 + [−Nωm0 +

Rrisq0

Lri
∗

sd20

− 2Rri
∗

sq10

Lri
∗

sd20

]∆i∗sq1 + [
kidp

σLs
]∆i∗

sd

d
dt
∆isq = [−Nωm0 − Rri

∗

sq10

Lri
∗

sd20

]∆isd + [− kiqp+Rs

σLs
− Rr(1−σ)

σLr
]∆isq + [−NMωm0

σLsLr
]∆φrd

+ [ MRr

σLsL
2
r
]∆φrq + [−Nisd0 − NMφrd0

σLsLr
+

Ni∗sd20

σ
]∆ωm + [

kiqi

σLs
]∆xsq

+ [Nωm0

σ
+

Rrisd0i
∗

sq10

Lri
∗2

sd20

]∆i∗
sd2 + [− Rrisd0

Lri
∗

sd20

+ Rr
σLr

]∆i∗sq1 + [
kiqp

σLs
]∆i∗sq

d
dt
∆φrd = [MRr

Lr
]∆isd + [−Rr

Lr
]∆φrd + [

Rri
∗

sq10

Lri
∗

sd20

]∆φrq + [
Rrφrq0

Lri
∗

sd20

]∆i∗sq1 + [−Rri
∗

sq10
φrq0

Lri
∗2

sd20

]∆i∗
sd2

d
dt
∆φrq = [MRr

Lr
]∆isq + [−Rri

∗

sq10

Lri
∗

sd20

]∆φrd + [−Rr
Lr

]∆φrq + [− Rrφrd0

Lri
∗

sd20

]∆i∗sq1 + [
Rri

∗

sq10
φrd0

Lri
∗2

sd20

]∆i∗
sd2

d
dt
∆ωm = [−NMφrq0

JLr
]∆isd + [NMφrd0

JLr
]∆isq + [

NMisq0

JLr
]∆φrd + [−NMisd0

JLr
]∆φrq + [− 1

J
]∆tL

d
dt
∆xsd = [−1]∆isd + [1]∆i∗

sd

d
dt
∆xsq = [−1]∆isq + [1]∆i∗sq

d
dt
∆i∗

sd1 = [− 1
Td

]∆i∗
sd1 + [ 1

Td
]∆i∗

sd

d
dt
∆i∗sq1 = [− 1

Td
]∆i∗sq1 + [ 1

Td
]∆i∗sq

d
dt
∆i∗

sd2 = [− 1
T2

]∆i∗
sd2 + [ 1

T2
]∆i∗

sd1

(B.2)

B.2 System model of the previous field-weakening scheme

B.2.1 Non-linear system model

d
dt
isd = (− Rs

σLs
− Rr(1−σ)

σLr
)isd + (Nωm + Rr

Lr

i∗sq1

i∗
sd2

)isq +
1

σLs

MRr

L2
r
φrd +

1
σLs

NωmM
Lr

φrq +
1

σLs
v∗
sd

v∗
sd

+ kidpkvpv
∗2
sd

= −kidpisd + kidixsd + kidpkvixv − σLsNωmi∗sq1 − σLs
Rr
Lr

i∗2sq1

i∗
sd2

− kidpkvpv
∗2
sq + kidpkvpv

∗2
c

d
dt
isq = [−Nωm − Rri

∗

sq1

Lri
∗

sd2

]isd + [−Rs+kiqp

σLs
− Rr(1−σ)

σLr
]isq + [−NMωm

σLsLr
]φrd + [ MRr

σLsL
2
r
]φrq

+ [
kiqi

σLs
]xsq + [Nωm]i∗

sd1 + [
(1−σ)Rr

σLr
]i∗sq1 + [Rr

Lr
]
i∗sd1

i∗sq1

i∗
sd2

+ [
(1−σ)Nωm

σ
]i∗
sd2 + [

kiqp

σLs
]i∗sq

d
dt
φrd = [RrM

Lr
]isd + [−Rr

Lr
]φrd + [

Rri
∗

sq1

Lri
∗

sd2

]φrq

d
dt
φrq = [RrM

Lr
]isq + [−Rri

∗

sq1

Lri
∗

sd2

]φrd + [−Rr
Lr

]φrq

d
dt
ωm = [−NMφrq

JLr
]isd + [NMφrd

JLr
]isq + [− 1

J
]tL

(B.3)
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d
dt
xsd = [−1]isd + [kvi]xv + [−kvp]v∗2sd + [−kvp]v∗2sq + [kvp](v∗2c )

d
dt
xsq = [−1]isq + [1]i∗sq

d
dt
xv = [−1]v∗2

sd
+ [−1]v∗2sq + [1]v∗2c

d
dt
i∗
sd1 = [ kvi

Td
]xv + [− 1

Td
]i∗
sd1 + [− kvp

Td
]v∗2
sd

+ [− kvp

Td
]v∗2sq + [

kvp

Td
](v∗2c )

d
dt
i∗sq1 = [ 1

Td
]i∗sq + [− 1

Td
]i∗sq1

d
dt
i∗
sd2 = [ 1

T2
]i∗
sd1 + [− 1

T2
]i∗
sd2

B.2.2 Linearized system model

d
dt
∆isd = [− Rs

σLs
− Rr(1−σ)

σLr
+

−kidp

σLs(1+2kidpkvpv
∗

sd0
)
]∆isd + [Nωm0 +

Rr
Lr

i∗sq10

i∗
sd20
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∗

sq0
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sd0
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sd2
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sd0
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−2kidpkiqikvpv
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sq0

σLs(1+2kidpkvpv
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sd0
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kidpkvi

σLs(1+2kidpkvpv
∗

sd0
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]∆xv
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sq0
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sd0
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sd0
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d
dt
∆isq = [−Nωm0 − Rri

∗

sq10

Lri
∗

sd20

]∆isd + [−Rs+kiqp

σLs
− Rr(1−σ)

σLr
]∆isq + [−NMωm0

σLsLr
]∆φrd

+ [ MRr

σLsL
2
r
]∆φrq + [−Nisd0 − NMφrd0

σLsLr
+Ni∗

sd10 +
(1−σ)Ni∗sd20

σ
]∆ωm + [

kiqi

σLs
]∆xsq

+ [Nωm0 +
Rri

∗

sq10

Lri
∗

sd20

]∆i∗
sd1 + [− Rrisd0

Lri
∗

sd20

+
(1−σ)Rr

σLr
+

Rri
∗

sd10

Lri
∗

sd20

]∆i∗sq1

+ [
Rrisd0i

∗

sq10

Lri
∗2

sd20

− Rri
∗

sd10
i∗sq10

Lri
∗2

sd20

+
(1−σ)Nωm0

σ
]∆i∗

sd2 + [
kiqp

σLs
]∆i∗sq

d
dt
∆φrd = [RrM

Lr
]∆isd + [−Rr

Lr
]∆φrd + [

Rri
∗

sq10

Lri
∗

sd20

]∆φrq + [
Rrφrq0

Lri
∗

sd20

]∆i∗sq1 + [−Rrφrq0i
∗

sq10

Lri
∗2

sd20

]∆i∗
sd2

d
dt
∆φrq = [RrM

Lr
]∆isq + [−Rri

∗

sq10

Lri
∗

sd20

]∆φrd + [−Rr
Lr

]∆φrq + [− Rrφrd0

Lri
∗

sd20

]∆i∗sq1 + [
Rri

∗

sq10
φrd0

Lri
∗2

sd20

]∆i∗
sd2

d
dt
∆ωm = [−NMφrq0

JLr
]∆isd + [NMφrd0

JLr
]∆isq + [

NMisq0

JLr
]∆φrd + [−NMisd0

JLr
]∆φrq + [− 1

J
]∆tL

d
dt
∆xsd =

[

− 1 +
2kidpkvpv

∗

sd0

1+2kidpkvpv
∗

sd0

]

∆isd +

[

−4kidpkiqpk
2

vpv
∗

sd0
v∗sq0

1+2kidpkvpv
∗

sd0

+ 2kiqpkvpv
∗
sq0

]

∆isq

+

[

2kvpv
∗

sd0
(σLsNi

∗

sq10
+2kidpkvpv

∗

sq0
(σLsNi

∗

sd10
+(1−σ)LsNi

∗

sd20
))

1+2kidpkvpv
∗

sd0

− 2kvpv∗sq0{σLsNi∗sd10 + (1− σ)LsNi∗sd20}
]

∆ωm

+

[

−2kidikvpv
∗

sd0

1+2kidpkvpv
∗

sd0

]

∆xsd +

[

4kidpkiqik
2

vpv
∗

sd0
v∗sq0

1+2kidpkvpv
∗

sd0

− 2kiqikvpv
∗
sq0

]

∆xsq

+

[

−2kidpkvpkviv
∗

sd0

1+2kidpkvpv
∗

sd0

+ kvi

]

∆xv +

[

4σLsNkidpk
2

vpωm0v
∗

sd0
v∗sq0

1+2kidpkvpv
∗

sd0

− 2σLsNkvpωm0v∗sq0

]

∆i∗
sd1

+

[

2kvpv
∗

sd0
{σLsLrNωmi∗sd20

+2σLsRri
∗

sq10
+2kidpkvpv

∗

sq0
{(1−σ)LsRri

∗

sd20
+σLsRri

∗

sd10
}}

(1+2kidpkvpv
∗

sd0
)Lri

∗

sd20
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− 2kvpv
∗

sq0
{(1−σ)LsRri

∗

sd20
+σLsRri

∗

sd10
}

Lri
∗

sd20

]

∆i∗sq1

+

[

−2kvpv
∗

sd0
{σLsRri

∗2

sq10
+2kidpkvpv

∗

sq0
{σLsRri

∗

sd10
i∗sq10

−(1−σ)LsLrNωm0i
∗2

sd20
}}

(1+2kidpkvpv
∗

sd0
)Lri

∗2

sd20

+
2kvpv

∗

sq0
{σLsRri

∗

sd10
i∗sq10

−(1−σ)LsLrNωm0i
∗2

sd20
}

Lri
∗2

sd20

]

∆i∗
sd2

+

[

4kidpkiqpk
2

vpv
∗

sd0
v∗sq0

1+2kidpkvpv
∗

sd0

− 2kiqpkvpv
∗
sq0

]

∆i∗sq

+

[

−2kidpk
2

vpv
∗

sd0

1+2kidpkvpv
∗

sd0

+ kvp

]

∆(v∗2c )

d
dt
∆xsq = [−1]∆isq + [1]∆i∗sq

d
dt
∆xv =

[

2kidpv
∗

sd0

1+2kidpkvpv
∗

sd0

]

∆isd +

[

−4kidpkvpv
∗

sq0
kiqpv

∗

sd0

1+2kidpkvpv
∗

sd0

+ 2kiqpv
∗
sq0

]

∆isq

+

[

−2v∗sd0
{−σLsNi

∗

sq10
−2kidpkvpv

∗

sq0
(σLsNi

∗

sd10
+(1−σ)LsNi

∗

sd20
)}

1+2kidpkvpv
∗

sd0

− 2v∗sq0{σLsNi∗sd10 + (1− σ)LsNi∗sd20}
]

∆ωm

+

[

−2kidiv
∗

sd0

1+2kidpkvpv
∗

sd0

]

∆xsd +

[

4kidpkvpv
∗

sq0
kiqiv

∗

sd0

1+2kidpkvpv
∗

sd0

− 2kiqiv
∗
sq0

]

∆xsq

+

[

−2kidpkviv
∗

sd0

1+2kidpkvpv
∗

sd0

]

∆xv +

[

4kidpkvpv
∗

sq0
σLsNωm0v

∗

sd0

1+2kidpkvpv
∗

sd0

− 2σLsNωm0v∗sq0

]

∆i∗
sd1

+

[

2v∗sd0
{σLsNωm0Lri

∗

sd20
+2σLsRri

∗

sq10
+2kidpkvpv

∗

sq0
{(1−σ)LsRri

∗

sd20
+σLsRri

∗

sd10
}}

(1+2kidpkvpv
∗

sd0
)Lri

∗

sd20

− 2v∗sq0
{(1−σ)LsRri

∗

sd20
+σLsRri

∗

sd10
}

Lri
∗

sd20

]

∆i∗sq1

+

[

−2v∗sd0
{σLsRri

∗2

sq10
+2kidpkvpv

∗

sq0
{σLsRri

∗

sd10
i∗sq10

−(1−σ)LsNωm0Lri
∗2

sd20
}}

(1+2kidpkvpv
∗

sd0
)Lri

∗2

sd20

+
2v∗sq0

{σLsRri
∗

sd10
i∗sq10

−(1−σ)LsNωm0Lri
∗2

sd20
}

Lri
∗2

sd20

]

∆i∗
sd2

+

[

4kidpkiqpkvpv
∗

sd0
v∗sq0

1+2kidpkvpv
∗

sd0

− 2kiqpv
∗
sq0

]

∆i∗sq

+

[

−2kidpkvpv
∗

sd0

1+2kidpkvpv
∗

sd0

+ 1

]

∆(v∗2c )

d
dt
∆i∗

sd1 =

[

2kidpkvpv
∗

sd0

Td(1+2kidpkvpv
∗

sd0
)

]

∆isd +

[

− 4kidpkiqpk
2

vpv
∗

sd0
v∗sq0

Td(1+2kidpkvpv
∗

sd0
)
+

2kiqpkvpv
∗

sq0

Td

]

∆isq

+

[

2kvpv
∗

sd0
(σLsNi

∗

sq10
+2kidpkvpv

∗

sq0
(σLsNi

∗

sd10
+(1−σ)LsNi

∗

sd20
))

Td(1+2kidpkvpv
∗

sd0
)

− 2kvpv
∗

sq0
(σLsNi

∗

sd10
+(1−σ)LsNi

∗

sd20
)

Td

]

∆ωm

+

[

− 2kidikvpv
∗

sd0

Td(1+2kidpkvpv
∗

sd0
)

]

∆xsd +

[

4kidpkiqik
2

vpv
∗

sd0
v∗sq0

Td(1+2kidpkvpv
∗

sd0
)
− 2kiqikvpv

∗

sq0

Td

]

∆xsq

+

[

− 2kidpkvpkviv
∗

sd0

Td(1+2kidpkvpv
∗

sd0
)
+ kvi

Td

]

∆xv

+

[

− 1
Td

+
4σLsNkidpk

2

vpωm0v
∗

sd0
v∗sq0

Td(1+2kidpkvpv
∗

sd0
)

− 2σLsNkvpv
∗

sq0
ωm0

Td

]

∆i∗
sd1

+

[

2kvpv
∗

sd0
(σLsLrNωm0i

∗

sd20
+2σLsRri

∗

sq10
+2kidpkvpv

∗

sq0
((1−σ)LsRri

∗

sd20
+σLsRri

∗

sd10
))

Td(1+2kidpkvpv
∗

sd0
)Lri

∗

sd20

− 2kvpv
∗

sq0
((1−σ)LsRri

∗

sd20
+σLsRri

∗

sd10
)

TdLri
∗

sd20

]

∆i∗sq1
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+

[

−2kvpv
∗

sd0
(σLsRri

∗2

sq10
+2kidpkvpv

∗

sq0
(σLsRri

∗

sd10
i∗sq10

−(1−σ)LsLrNωm0i
∗2

sd20
))

Td(1+2kidpkvpv
∗

sd0
)Lri

∗2

sd20

+
2kvpv

∗

sq0
(σLsRri

∗

sd10
i∗sq10

−(1−σ)LsLrNωm0i
∗2

sd20
)

TdLri
∗2

sd20

]

∆i∗
sd2

+

[

4kidpkiqpk
2

vpv
∗

sd0
v∗sq0

Td(1+2kidpkvpv
∗

sd0
)

− 2kiqpkvpv
∗

sq0

Td

]

∆i∗sq

+

[

− 2kidpk
2

vpv
∗

sd0

Td(1+2kidpkvpv
∗

sd0
)
+

kvp

Td

]

∆(v∗2c )

d
dt
∆i∗sq1 = [− 1

Td
]∆i∗sq1 + [ 1

Td
]∆i∗sq

d
dt
∆i∗

sd2 = [ 1
T2

]∆i∗
sd1 + [− 1

T2
]∆i∗

sd2

B.3 System model of the proposed field-weakening scheme (isq

as disturbance)

B.3.1 Non-linear system model

d
dt
isd = [−Rs+kidp

σLs
− Rr(1−σ)

σLr
]isd + [Nωm +

Rri
∗

sq1

Lri
∗

sd2

+
sign.kdistkidp

σLs
]isq + [ MRr

σLsL
2
r
]φrd

+ [NωmM
σLsLr

]φrq + [ kidi
σLs

]xsd + [−Nωm]i∗sq1 + [−Rr
Lr

]
i∗2sq1

i∗
sd2

+ [− kidpkvp

σLs
]vflts + [

kidpkvp

σLs
](v∗2c )

d
dt
isq = [−Nωm − Rri

∗

sq1

Lri
∗

sd2

]isd + [−Rs+kiqp

σLs
− Rr(1−σ)

σLr
]isq + [−NMωm

σLsLr
]φrd + [ MRr

σLsL
2
r
]φrq

+ [
kiqi

σLs
]xsq + [Nωm]i∗

sd1 + [
(1−σ)Rr

σLr
]i∗sq1 + [Rr

Lr
]
i∗sd1

i∗sq1

i∗
sd2

+ [
(1−σ)Nωm

σ
]i∗
sd2 + [

kiqp

σLs
]i∗sq

d
dt
φrd = [RrM

Lr
]isd + [−Rr

Lr
]φrd + [

Rri
∗

sq1

Lri
∗

sd2

]φrq

d
dt
φrq = [RrM

Lr
]isq + [−Rri

∗

sq1

Lri
∗

sd2

]φrd + [−Rr
Lr

]φrq

d
dt
ωm = [−NMφrq

JLr
]isd + [NMφrd

JLr
]isq + [− 1

J
]tL

d
dt
xsd = [−1]isd + [sign.kdist]isq + [−kvp]vflts + [kvp]v∗2c

d
dt
xsq = [−1]isq + [1]i∗sq

d
dt
i∗
sd1 = [ sign.kdist

Td
]isq + [− 1

Td
]i∗
sd1 + [− kvp

Td
]vflts + [

kvp

Td
]v∗2c

d
dt
i∗sq1 = [ 1

Td
]i∗sq + [− 1

Td
]i∗sq1

d
dt
i∗
sd2 = [ 1

T2
]i∗
sd1 + [− 1

T2
]i∗
sd2

d
dt
vflts = [ 1

Tflt
]v∗2
sd

+ [ 1
Tflt

]v∗2sq + [− 1
Tflt

]vflts

(B.5)
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B.3.2 Linearized system model

d
dt
∆isd = [−Rs+kidp

σLs
− Rr(1−σ)

σLr
]∆isd + [Nωm0 +

Rri
∗

sq10

Lri
∗

sd20

+
sign.kdistkidp

σLs
]∆isq + [ MRr

σLsL
2
r
]∆φrd

+ [NMωm0

σLsLr
]∆φrq + [Nisq0 +

NMφrq0

σLsLr
−Ni∗sq10]∆ωm + [ kidi

σLs
]∆xsd

+ [
Rrisq0

Lri
∗

sd20

−Nωm0 − 2Rri
∗

sq10

Lri
∗

sd20

]∆i∗sq1 + [−Rrisq0i
∗

sq10

Lri
∗2

sd20

+
Rri

∗2

sq10

Lri
∗2

sd20

]∆i∗
sd2 + [− kidpkvp

σLs
]∆vflts

+ [
kidpkvp

σLs
]∆(v∗2c )

d
dt
∆isq = [−Nωm0 − Rri

∗

sq10

Lri
∗

sd20

]∆isd + [−Rs+kiqp

σLs
− Rr(1−σ)

σLr
]∆isq + [−NMωm0

σLsLr
]∆φrd

+ [ MRr

σLsL
2
r
]∆φrq + [−Nisd0 − NMφrd0

σLsLr
+Ni∗

sd10 +
(1−σ)Ni∗sd20

σ
]∆ωm + [

kiqi

σLs
]∆xsq

+ [Nωm0 +
Rri

∗

sq10

Lri
∗

sd20

]∆i∗
sd1 + [− Rrisd0

Lri
∗

sd20

+
(1−σ)Rr

σLr
+

Rri
∗

sd10

Lri
∗

sd20

]∆i∗sq1

+ [
Rrisd0i

∗

sq10

Lri
∗2

sd20

− Rri
∗

sd10
i∗sq10

Lri
∗2

sd20

+
(1−σ)Nωm0

σ
]∆i∗

sd2 + [
kiqp

σLs
]∆i∗sq

d
dt
∆φrd = [RrM

Lr
]∆isd + [−Rr

Lr
]∆φrd + [

Rri
∗

sq10

Lri
∗

sd20

]∆φrq + [
Rrφrq0

Lri
∗

sd20

]∆i∗sq1 + [−Rrφrq0i
∗

sq10

Lri
∗2

sd20

]∆i∗
sd2

d
dt
∆φrq = [RrM

Lr
]∆isq + [−Rri

∗

sq10

Lri
∗

sd20

]∆φrd + [−Rr
Lr

]∆φrq + [− Rrφrd0

Lri
∗

sd20

]∆i∗sq1 + [
Rri

∗

sq10
φrd0

Lri
∗2

sd20

]∆i∗
sd2

d
dt
∆ωm = [−NMφrq0

JLr
]∆isd + [NMφrd0

JLr
]∆isq + [

NMisq0

JLr
]∆φrd + [−NMisd0

JLr
]∆φrq + [− 1

J
]∆tL

d
dt
∆xsd = [−1]∆isd + [sign.kdist]∆isq + [−kvp]∆vflts + [kvp]∆(v∗2c )

d
dt
∆xsq = [−1]∆isq + [1]∆i∗sq

d
dt
∆i∗

sd1 = [ sign.kdist
Td

]∆isq + [− 1
Td

]∆i∗
sd1 + [− kvp

Td
]∆vflts + [

kvp

Td
]∆(v∗2c )

d
dt
∆i∗sq1 = [− 1

Td
]∆i∗sq1 + [ 1

Td
]∆i∗sq

d
dt
∆i∗

sd2 = [ 1
T2

]∆i∗
sd1 + [− 1

T2
]∆i∗

sd2

d
dt
∆vflts =

[

− 2v∗sd0

Tflt
kidp

]

∆isd +

[

2v∗sd0

Tflt
kidpsign.kdist −

2v∗sq0

Tflt
kiqp

]

∆isq

+

[

− 2v∗sd0

Tflt
σLsNi∗sq10 +

2v∗sq0

Tflt

{

σLsNi∗sd10 + (1− σ)LsNi∗sd20

} ]

∆ωm

+

[

2v∗sd0

Tflt
kidi

]

∆xsd +

[

2v∗sq0

Tflt
kiqi

]

∆xsq +

[

2v∗sq0

Tflt

{

σLsNωm0 +
σLsRri

∗

sq10

Lri
∗

sd20

} ]

∆i∗
sd1

+

[

2v∗sd0

Tflt

{

− σLsNωm0 − 2σLsRri
∗

sq10

Lri
∗

sd20

}

+
2v∗sq0

Tflt

{

(1−σ)LsRr

Lr
+

σLsRri
∗

sd10

Lri
∗

sd20

} ]

∆i∗sq1

+

[

2v∗sd0

Tflt

σLsRri
∗2

sq10

Lri
∗2

sd20

+
2v∗sq0

Tflt

{

−σLsRri
∗

sd10
i∗sq10

Lri
∗2

sd20

+ (1− σ)LsNωm0

} ]

∆i∗
sd2

+

[

− 2v∗sd0

Tflt
kidpkvp − 1

Tflt

]

∆vflts +

[

2v∗sd0

Tflt
kidpkvp

]

∆(v∗2c ) +

[

2v∗sq0

Tflt
kiqp

]

∆i∗sq
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B.4 System model of the proposed field-weakening scheme (i∗sq

as disturbance)

B.4.1 Non-linear system model

d
dt
isd = [−Rs+kidp

σLs
− Rr(1−σ)

σLr
]isd + [Nωm +

Rri
∗

sq1

Lri
∗

sd2

]isq + [ MRr

σLsL
2
r
]φrd + [NωmM

σLsLr
]φrq + [ kidi

σLs
]xsd

+ [−Nωm]i∗sq1 + [−Rr
Lr

]
i∗2sq1

i∗
sd2

+ [− kidpkvp

σLs
]vflts + [

kidpkvp

σLs
](v∗2c ) + [

sign.kdistkidp

σLs
]i∗sq

d
dt
isq = [−Nωm − Rri

∗

sq1

Lri
∗

sd2

]isd + [−Rs+kiqp

σLs
− Rr(1−σ)

σLr
]isq + [−NMωm

σLsLr
]φrd + [ MRr

σLsL
2
r
]φrq

+ [
kiqi

σLs
]xsq + [Nωm]i∗

sd1 + [
(1−σ)Rr

σLr
]i∗sq1 + [Rr

Lr
]
i∗sd1

i∗sq1

i∗
sd2

+ [
(1−σ)Nωm

σ
]i∗
sd2 + [

kiqp

σLs
]i∗sq

d
dt
φrd = [RrM

Lr
]isd + [−Rr

Lr
]φrd + [

Rri
∗

sq1

Lri
∗

sd2

]φrq

d
dt
φrq = [RrM

Lr
]isq + [−Rri

∗

sq1

Lri
∗

sd2

]φrd + [−Rr
Lr

]φrq

d
dt
ωm = [−NMφrq

JLr
]isd + [NMφrd

JLr
]isq + [− 1

J
]tL

d
dt
xsd = [−1]isd + [−kvp]vflts + [kvp]v∗2c + [sign.kdist]i

∗
sq

d
dt
xsq = [−1]isq + [1]i∗sq

d
dt
i∗
sd1 = [− 1

Td
]i∗
sd1 + [− kvp

Td
]vflts + [

kvp

Td
]v∗2c + [ sign.kdist

Td
]i∗sq

d
dt
i∗sq1 = [ 1

Td
]i∗sq + [− 1

Td
]i∗sq1

d
dt
i∗
sd2 = [ 1

T2
]i∗
sd1 + [− 1

T2
]i∗
sd2

d
dt
vflts = [ 1

Tflt
]v∗2
sd

+ [ 1
Tflt

]v∗2sq + [− 1
Tflt

]vflts

(B.7)
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B.4.2 Linearized system model

d
dt
∆isd = [−Rs+kidp

σLs
− Rr(1−σ)

σLr
]∆isd + [Nωm0 +

Rri
∗

sq10

Lri
∗

sd20

]∆isq + [ MRr

σLsL
2
r
]∆φrd + [Nωm0M
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