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Abstract

Videoconferencing is an important communication tool in nowadays for

companies and other organizations. It allows real-time exchange of video

and sound between participants at different locations. Video compres-

sion is a key component of videoconferencing applications. In conven-

tional videoconferencing, the widely used H.264/AVC (Advanced Video

Coding) standard is adopted to compress the transmitted video. In 2007,

Scalable Video Coding (SVC) was standardized as an extension of AVC.

SVC enables transmission of a single bit-stream containing multiple sub-

set bit-streams with different spatial resolution, temporal frame rate or

quality. The subset bit-streams are organized in layered structure effi-

ciently and can be extracted adaptively according to the receiving termi-

nals with different resolution, performance or network conditions. SVC

is expected to be the next-generation video compression technology for

videoconferencing.

Although many videoconferencing manufactures have been releasing

SVC based products, there still exist many legacy AVC based systems.

Due to the different formats, SVC based system cannot communicate

with AVC based system. To enable the communication between SVC

and AVC based systems, transcoding between SVC and AVC formats

is needed. A straightforward solution is to cascade a decoder and an

encoder, also named“re-encoding method”. It fully decodes the input

bit-stream and then re-encodes the decoded pictures, which is easy to

implement but consumes intensive computations. For videoconferencing

applications which is time-critical, much lower transcoding complexity

is desired.



This dissertation is focused on low-complexity SVC/AVC transcod-

ing. To enable two-way communication between SVC and AVC systems,

this dissertation targets both SVC to AVC and AVC to SVC transcod-

ing. Targeted scalability includes spatial and quality. Temporal scala-

bility is not used in videoconferencing because backward prediction will

cause delay. Besides, SVC quality scalability uses fixed hierarchical cod-

ing structure with low coding efficiency. Depending on whether AVC

uses same coding structure or not, there are two transcoding approaches

for SVC to AVC quality transcoding - homogeneous and heterogeneous

transcoding.

The methodologies used in this dissertation include data exploita-

tion and data approximation. Data exploitation means to skip unneces-

sary processing by utilizing the input data such as mode, motion vector

(MV) and residue. Data approximation means to remove computation-

ally heavy components and approximate them with less computation.

The dissertation contents are organized as follows.

In Chapter 1, background of this dissertation is described, includ-

ing introduction of the videoconferencing, the AVC and SVC coding

standards, the necessity and existing works of SVC/AVC transcoding.

Furthermore, the target and organization of this dissertation are shown.

In Chapter 2, an AVC to SVC transcoder with spatial scalability

is proposed based on coarse-level mode-mapping. The input mode and

motion vector are utilized to reduce the SVC encoder complexity. Con-

ventional methods use deterministic mode mapping, i.e., the SVC cod-

ing mode is directly decided from the input AVC data. In proposed

transcoder, the coding modes of macroblocks within a search range

around the co-located area in AVC frame are firstly checked. Only the

coding modes that appear in the search range are estimated. Then parti-

tion mapping schemes are utilized by allowing more than one candidate.

The candidates are estimated and the best one is chosen. Partition

mapping schemes are applied adaptively according to the smoothness of

the texture in the search range. Simulation results show that proposed



transcoder obtains averagely 82.7% time saving for videoconferencing-

alike sequences comparing with the re-encoding method, which is about

2.1 times faster than the representative R. Sachdeva’s work [ICIS, 2009].

Besides, the quality loss at same bit-rate for proposed method is only

0.11 dB averagely, while R. Sachdeva’s work has about 1 dB quality loss.

In Chapter 3, an SVC to AVC transcoder with spatial scalability

is proposed based on hybrid-domain transcoding. Conventional meth-

ods are either based on pure pixel- or frequency-domain. Pixel-domain

transcoding has better coding efficiency but less speed than frequency-

domain transcoding. In proposed transcoder, macroblocks in input SVC

frame are divided into two groups - AVC compatible and incompatible

macroblocks. AVC-compatible macroblocks are transcoded in frequency

domain and incompatible ones are transcoded in pixel domain. The

hybrid-domain transcoding results in a drift problem, which is the ac-

cumulation of distortion. To solve this problem, a rate-distortion opti-

mization metric emphasizing the importance of prediction pixels is used

for I frame, resulting in improved image quality. For following P frames,

accumulated distortion is calculated and compensated back to the input

signal, thus relieving the drift. Simulation results show that proposed

transcoder obtains averagely 96.4% time saving comparing with the re-

encoding method, which is 2.1 times faster than the representative H.

Liu’s work [ICME, 2009]. Besides, the quality loss at same bit-rate for

proposed method is 0.1-0.5 dB less than H. Liu’s work.

In Chapter 4, an SVC to AVC homogeneous transcoder with quality

scalability is proposed based on quantization-domain motion compensa-

tion and intra prediction. P. Assuncao’s work [ICASSP, 1996] proposed a

single loop transcoding architecture which is widely used in later works.

In proposed transcoder, transform operations are totally removed and

quantized coefficients are used directly, resulting in greatly reduced com-

plexity. For motion compensation, the predictor is approximated by the

weighted sum of overlapped macroblocks. The weight is proportional to

the overlapped area. For intra prediction, the predictor is approximated



by the weighted sum of neighboring macroblocks. The weight is decided

by how many pixels of the macroblock are used for intra prediction. Sim-

ulation results show that proposed transcoder obtains averagely 98.1%

time saving comparing with re-encoding method, which is 6.5 times faster

than the implementation based on single loop. The quality loss at same

bit-rate is averagely 0.71 dB.

In Chapter 5, an SVC to AVC heterogeneous transcoder with qual-

ity scalability is proposed based on paired mode mapping and MV es-

timation & refinement. Conventional methods use homogeneous in-

put/output coding structure as shown in Chapter 4 with great time sav-

ing. However, the coding efficiency drops a lot. This chapter proposes

a heterogeneous transcoder to improve the coding efficiency. Output

AVC stream is encoded by IPPP coding structure with multiple reference

frames. To reduce the dramatically increased complexity, paired mode

mapping method is utilized for the corresponding frame. Not only the

input SVC mode but also the most similar mode is examined. The most

similar mode pairs are defined according to the intra mode directions.

For the non-corresponding reference frame, the MV is derived based on

estimation and refinement. Firstly the MV is estimated by conjunction

of other known MVs. Then the estimated MV is refined within the

neighboring blocks around the reference block. Simulation results show

that proposed transcoder obtains averagely 94.3% time saving compar-

ing with the re-encoding method. The quality loss at same bit-rate for

proposed transcoder is only 0.048 dB, while homogeneous transcoding

has a quality loss of 0.33 dB.

In Chapter 6, the overall dissertation is summarized and the future

work is described. With the intention to enable communication between

SVC and AVC videoconferencing systems, four works on low-complexity

SVC/AVC transcoding for spatial and quality scalability are presented in

this dissertation. 82.7%-98.1% time saving is obtained comparing with

the re-encoding method. The works in the dissertation is expected to

play an important role in a hybrid videoconferencing application.
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Chapter 1

Introduction

1.1 Videoconferencing

The term videoconferencing is rooted in two Latin words: videre, or “I see,” and

conferre, or “to bring together.” Videoconferencing enables people to share visual

information to overcome distance as a barrier to collaborative work. It allows real-

time exchange of digitized video images and sounds between conference participants

at two or more separate sites. Videoconferencing has been an important tool for

companies and other organizations. Popular videoconferencing manufactures in-

clude Polycom, Radvision, Lifesize and Vidyo.

Video communications bring together multiple persons or multiple groups into

single multi-site meetings. They link two people through dissimilar computers,

videophones, or other communications-enabled devices. Video communications oc-

cur as point-to-point and multipoint events. Point-to-point videoconferencing links

participants in two sites; multipoint videoconferencing links more than two sites.

The device that links three or more locations in a single conference is a multipoint

control unit (MCU). MCU is in charge of bit-stream adaptation such as bit-rate

reduction and Hollywood square generation.

Due to the large size of uncompressed video, video compression technology be-

comes a key component of videoconferencing. In nowadays the video coding stan-

dards used in videoconferencing usually include H.261, H.263, MPEG-1, MPEG-2,

H.264/AVC and H.264/SVC. Among them, AVC is currently most poplar, and SVC

1



1. INTRODUCTION

Figure 1.1: Timeline for video coding standards

is going to be the next generation video compression standard used in videoconfer-

encing.

1.2 AVC and SVC

There are mainly two organizations in charge of the development of international

video coding standards. One is the ITU-T Video Coding Experts Group (VCEG),

and the other one is ISO/IEC Moving Picture Experts Group (MPEG). The video

coding standard timeline is shown in Figure 1.1. Several coding standards were/are

being developed jointly by VCEG and MPEG, including the popular H.264/AVC

coding standard.

The Scalable Video Coding extension of the H.264/AVC standard provides the

ability to adapt to diverse client capabilities and requirements, which enables trans-

mission of one bitstream containing multiple subset bitstreams [1, 2]. These subset

streams are organized in layered structure and can be extracted adaptively accord-

ing to user requirements. SVC provides 3 kinds of scalabilities: spatial (resolution)

scalability, temporal (frame rate) scalability and quality (SNR, Signal-to-Noise Ra-

tio) scalability. It is a good solution for video broadcasting and video conferencing

which involve multiple terminals with different processing capabilities and network
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conditions. Performance evaluations of SVC and its key technologies can be found

in [3, 4, 5, 6, 7].

1.3 Transcoding

Though SVC achieves good coding efficiency benefitting from the inter-layer predic-

tions [6], it is impossible for every existing or under-developing system to support

SVC codec. There are a lot of legacy systems or terminals which do not support

SVC standard, and newly developed ones may choose another coding standard due

to the system characteristic limitations. These systems or terminals are potential

participants in a future video conferencing application. In order to communicate

with such kind of user ends, transcoding is needed for SVC-based systems. Now

let’s assume a multiparty video conferencing scenario, as shown in Figure 1.2. Part

A is a new video conferencing system based on SVC standard, and part C is a per-

sonal pda user with limited network bandwidth who supports only AVC codec for

processing small size frames. Part B is a legacy multipoint control unit (MCU) [8]

based system which also supports only H.264/AVC standard. Assume that a desk-

top PC in B sends a frame to a mobile in A, or a notebook PC in A sends a frame to

a pda in C, the receivers may be unable to decode or even receive. Thus, transcoding

between AVC and SVC is needed. Note that B probably can not transcode between

AVC and SVC since SVC is later standardized than AVC. Therefore, as a solution

to provide backward compatibility, the gateway for system B should integrate the

functionality of transcoding between AVC and SVC.

A simple and straightforward solution for transcoding is the cascaded re-encoding

architecture [9], which fully decodes the input bitstream and then re-encodes. It usu-

ally requires high computational cost. In earlier works on transcoding, the majority

of interest focused on 2 directions: homogeneous transcoding (same coding standard

for input & output bitstreams) [9] and heterogeneous transcoding (different coding

standards for input & output bitstreams) [10, 11]. Though SVC has a layered

structure, the AVC/SVC transcoding is more of a homogeneous transcoding due to

SVC’s AVC-compatible single layer encoding, except for the inter-layer predictions.

Most conventional works focus on single layer transcoding for bit-rate reduction

[12, 14, 15, 16, 17, 18], spatial/temporal resolution reduction [18, 19, 20, 27, 33], CBR
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1. INTRODUCTION

Figure 1.2: A hybrid video conferencing scenario

(constant bit-rate) and VBR (variable bit-rate) conversion, error-resilience transcod-

ing and so on [9]. Newly developed works include AVC/SVC temporal transcoding

[38], quality transcoding [23, 24, 25, 26], and SVC-to-AVC spatial transcoding [30].

AVC-to-SVC spatial transcoding has not been fully investigated in existing litera-

tures except for [39] which integrates some existing techniques and achieves about

2/3 time reduction. However, the PSNR (Peak Signal-to-Noise Ratio) drops about 1

dB at the same bit-rate compared with the re-encoding method for many cases, due

to the introduced inter-layer prediction, non-optimal mode decision and proportional

MV scaling.

1.4 Problem & Target

Since the cascaded re-encoding approach requires great computation, faster transcod-

ing method is needed. This dissertation is focused on low-complexity SVC/AVC

transcoding. To enable two-way communication between SVC and AVC systems,

this dissertation targets both SVC to AVC and AVC to SVC transcoding. Targeted

scalability includes spatial and quality. Temporal scalability is not used in video-

conferencing because backward prediction will cause delay. Besides, SVC quality

scalability uses fixed hierarchical coding structure with low coding efficiency. De-

pending on whether AVC uses same coding structure or not, there are two kinds of

transcoding approaches for SVC to AVC quality transcoding - homogeneous and het-
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erogeneous transcoding. Roughly for all works over 90% time reduction is achieved

in this dissertation, without significant coding efficiency loss. Details will be de-

scribed in following chapters.

1.5 Dissertation Organization

This dissertation is focused on low-complexity transcoding between SVC and AVC

formats based on data reuse and data approximation methodologies. ata exploita-

tion means to skip unnecessary processing by utilizing the input data such as mode,

motion vector (MV) and residue. Data approximation means to remove compu-

tationally heavy components and approximate them with less computation. Drift

problem is incurred due to the approximation and it is constrained by techniques

like compensation or prevention schemes. The dissertation contents are organized

as follows.

In Chapter 2, a low-complexity AVC to VC transcoder with spatial scalability

is presented based on coarse-level mode-mapping (CLMM). Different from the con-

ventional deterministic mode mapping methods, a novel mode-mapping strategy is

proposed at a “coarser” level based on the context of the co-located area in input

AVC frame. Three sub-schemes for mode mapping are proposed by allowing more

than one candidate. With CLMM as the key technology, the whole AVC to SVC

spatial transcoder is composed by following steps. First, mode skipping schemes are

performed, including motion estimation (ME) skipping and probability-based mode

control. ME skipping scheme skips the mode which is unlikely to be selected. After

that mode control is applied to further reduce the amount of modes by recording

the mode percentage profiles. Second, mode mapping is performed based on CLMM

schemes. The resulting candidate partitions are examined and the best one is cho-

sen. Finally, motion vector (MV) refinement is applied in order to further reduce the

complexity. Motion search is performed in a relatively small range for homogeneous

region.

In Chapter 3, a low-complexity SVC to AVC transcoder with spatial scalability

is proposed based on hybrid-domain transcoding with drift compensation. Conven-

tional transcoding approaches are based on either pure pixel- or pure frequency-

domain. In proposed transcoder, MBs are classified into two types and data reuse
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methods are applied accordingly in different domains. In the pixel domain, only

mode and motion informations are reused. In the frequency domain, residual in-

formation is also reused. This means a lack of encoding loop in the transcoder,

resulting in unsynchronized predictors and causing drift problem. Compensation

techniques are proposed for I frame and P frame accordingly. In I frame, a rate-

distortion metric considering the importance of edge pixels is proposed. The intra

prediction accuracy is improved in I frame, and thus ensure better quality of follow-

ing P frames. In P frames, accumulated drift error is calculated and added back to

the input signal.

In Chapter 4, a frequency-domain SVC to AVC homogeneous transcoder with

quality scalability is proposed based on quantization-domain motion compensation

and intra prediction. Transform operations are totally removed, resulting in ex-

tremely fast transcoding. Approximation schemes for both motion compensation

and intra prediction are proposed. However, drift problem occurs due to the unsyn-

chronized MCP loops. To constrain the drift error, the “KEY” pictures with lowest

temporal layer id are transcoded using drift-free transcoding. Thus drift propagation

is limited within every two KEY pictures.

In Chapter 5, a mode-mapping and MV conjunction based SVC to AVC transcoder

with quality scalability is proposed. Comparing with the scheme in Chapter 4, bet-

ter coding efficiency is obtained. The key proposal is the realization of mode/motion

reuse for heterogeneous coding structures. The input SVC bitstream is hierarchical-

P structured while AVC encoded bitstream is IPPP structured with multiple refer-

ence frames. First, the SVC mode is mapped to AVC encoder by proposed map-

ping strategy. Then the MV information is reused to estimate the MV of non-

corresponding reference frame. Finally, an all zero block (AZB) check is performed

to early terminate the encoding process.

In Chapter 6, the overall dissertation is summarized and future work is described.

Four works were done targeting at low-complexity transcoding between SVC and

AVC. Proposed works achieves 89.6%-97.4% time saving without significant coding

efficiency loss, and this research is expected to play an important role in a hybrid

videoconferencing application.
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Chapter 2

Coarse level mode mapping based

AVC to SVC spatial transcoding

2.1 Introduction

For reduced resolution transcoding, [19, 20, 27, 33] proposed approaches in the

DCT(Discrete Cosine Transform)-domain, which basically achieve larger time re-

duction compared with pixel-domain approaches. However, drift problem occurs

and should be compensated, which needs additional calculation effort and decreases

the overall gain. The resultant PSNR drops a lot, averagely about 0.5-0.9 dB for

[19], 0.3-0.4 dB for [20], 0.7-1.6 dB for [33] and 0.5-1.5 dB for [27]. Since in video

conferencing systems, the quality is usually expected to remain as much as possi-

ble, these DCT-domain approaches are not suitable. [18] and [29] are pixel-domain

transcoding methods. In [18] the authors utilize 4-to-1 MV mapping with refine-

ment which involves no sub-macroblocks (H.263), and the complexity reduction is

claimed to be 23% averagely with approximately 0.7 dB PSNR loss. [29] presents a

mode-mapping based downscaling transcoding method. Though refinement through

an MV-based block merging scheme is possible, the PSNR still drops about 1-4 dB

according to the gap of R-D curves in simulations due to the underlying proportional

mapping.

This chapter investigates AVC-to-SVC spatial transcoding and proposes a coarse-

level mode-mapping based low-complexity transcoding architecture for video confer-

encing. For SVC lower-layer encoding, an ME skipping scheme based on the mode
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distribution of input AVC stream is adopted for saving unnecessary ME calcula-

tions. The search range for ME skipping scheme is determined through an adaptive

way. A following probability-profile based mode control method is applied for fur-

ther mode skipping. Then, for non-skippable MBs, 3 coarse-level mode-mapping

methods are presented with different tradeoff between coding efficiency and com-

putational complexity, and the adaptive usage of these methods are also explained.

Finally, MV refinement is introduced for further time reduction after mode decision.

For SVC top-layer encoding, 2 schemes with different focus on quality or bit-rate

are discussed.

This chapter is organized as follows. Section 2.2 analyzes the reference model, i.e.

re-encoding method. Overall architecture and algorithms are described in Section

2.3, and Section 2.4 & 2.5 explain the proposed methods in detail for lower layers

and top layer respectively. Experimental results are given in Section 2.6, followed

by conclusions in Section 2.7.

2.2 Reference model analysis

The cascaded pixel-domain re-encoding architecture for AVC-to-SVC spatial transcod-

ing [39] is selected as the starting point of proposed transcoder and serves as a

reference model. 3 procedures are involved: input AVC bitstream decoding, down-

sampling and SVC encoding (with adaptive inter-layer predictions). Table 2.1 shows

the time cost distribution in re-encoding model for 8 test sequences which will be

specified in Section 2.6. As expected, the most time-consuming part is the SVC

encoding procedure, which involves motion estimations. AVC decoding and down-

sampling procedures are trivial in computation cost compared with SVC encoding.

Complexity reduction in SVC encoding is necessary on the road towards low-delay

transcoding for video conferencing. Reduction in top layer is simple since R-D (Rate-

Distortion) optimized information from AVC bitstream is available. The follows

paragraph discusses the possible solutions for time reduction in reduced-resolution

transcoding.

Though more general and statistical analysis is preferred, we only give some

representative data to show the trend of motion data correlation between original

frame and reduced-resolution frame. Table 2.2 shows the mode percentage difference
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Table 2.1: Computational complexity distribution (QP = 20).

Sequence AVC decoding Downsampling SVC encoding

akiyo 2.29% 1.89% 95.82%

panzoom2 2.45% 1.63% 95.92%

vidyo1 2.16% 1.71% 96.13%

vidyo3 2.17% 1.63% 96.20%

bus 2.42% 1.16% 96.42%

football 2.38% 1.19% 96.43%

flower garden 2.49% 1.13% 96.38%

cheer leaders 2.26% 0.92% 96.82%

for AVC frame and SVC downsized frame at a randomly selected frame in dyadic

transcoding. Here the INTER refers to non-SKIP inter modes, and it holds for the

rest of this chapter. It can be inferred from the table that AVC-coded frame and

corresponding downsized SVC-coded frame have similar mode distribution. There-

fore, mode information reuse is possible. Table 2.4 and Table 2.5 show the average

number of MBs within co-located region (4 MBs in total) in input AVC frame which

have the same mode or partition as SVC low-resolution MB. We can see that the

mode tends to be similar for co-located positions while the partition tends to be very

different. Based on this observation, the mode skipping schemes in Section 2.4.1 and

Section 2.4.2 are proposed. Besides, although the mode distributions are similar,

the MB partitions are usually loosely coupled as shown in Figure 2.1 which shows

an example for mode and partition comparison. Table 2.3 shows the percentage

difference for INTER partitions which contains large fluctuations for many cases.

Therefore, conventional methods based on proportional partition mapping is not

suitable. To address this problem, the mode mapping and MV refinement schemes

are proposed in Section 2.4.3 and Section 2.4.4.

2.3 Overall transcoding architecture

Figure 2.2 shows the proposed transcoder. The solid lined blocks stand for con-

ventional modules and the slashed blocks stand for proposed methods. Although

the proposed methods in following sections are applicable to multiple layers, here
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Table 2.2: Mode percentage difference (frame 37, QP = 20).

Sequence INTRA SKIP INTER

akiyo +0.0% +8.1% -8.1%

panzoom2 -1.0% +10.1% -9.1%

vidyo1 -0.2% -1.7% +1.9%

vidyo3 +0.2% -5.5% +5.3%

bus -2.3% +3.8% -1.5%

football -1.5% +2.8% -1.3%

flower garden -0.6% +5.2% -4.6%

cheer leaders -0.3% -4.8% +5.1%

Table 2.3: INTER partition percentage difference (frame 37, QP = 20).

Sequence 16× 16 16× 8 8× 16 8× 8

akiyo -7.7% -10.9% +10.2% +8.4%

panzoom2 -3.8% -7.6% -7.8% +19.2%

vidyo1 -8.8% +4.0% -1.6% +6.4%

vidyo3 -15.1% -1.7% -1.4% +18.2%

bus +0.1% -0.1% +4.5% -4.5%

football -12.9% -14.8% -11.4% +39.1%

flower garden -5.3% -2.2% -5.6% +13.1%

cheer leaders -8.8% -7.7% -4.2% +20.8%

for simplicity and clarity we only show the 2-layer structure. Both motion compen-

sation (MC) and downsampling are processed in pixel domain. The marks E, Q,

T, E1, E2 stand for entropy coding, quantization, transformation, top-layer entropy

coding and lower-layer entropy coding respectively.

For the lower-layer ME, 4 proposed schemes are applied - 2 mode skipping

schemes, 1 mode mapping scheme(incl. 3 sub-schemes) and 1 MV mapping scheme.

First, the ME skipping scheme is applied with the intention to skip unlikely mode

types which is described in Section 2.4.1. The following profile-based mode control

method (Section 2.4.2) is utilized if more than 2 candidate mode types remain after

ME skipping. Then, the coarse-level mode-mapping method is applied for INTER

MBs which are not skipped by previous steps. Section 2.4.3 presents 3 such kind

of methods and explains the adaptive usage of the 3 methods. And at last, MV

refinement is applied for further time reduction.
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(a) cif@AVC (b) qcif@SVC

Figure 2.1: Intuitive mode & partition comparison for akiyo sequence, frame 37.

(light grey: SKIP, dark grey: INTER (non-SKIP))

𝐴 is a switch which changes the top-layer strategy according to the network

condition. If the bandwidth is enough, the upper routine described in Section 2.5.1

with well-preserved top-layer quality will be selected. Otherwise, the lower routine

described in Section 2.5.2 will be adopted for lower bit-rate with degraded top-layer

quality.

2.4 Proposed lower-layer transcoding schemes

2.4.1 ME skipping scheme

Although downsampling methods cannot completely construct the relation between

high-resolution and low-resolution frames, we notice that there is a rough rule be-

tween them, that is the similar mode distribution. If the lower-layer MB is mode 𝑋

(INTER, INTRA or SKIP; no concern about sub-partitions), then the input AVC

frame co-located region (consisting of 𝛽2 MBs and 𝛽 is the scaling factor) is proba-

bly also mode 𝑋. This is usually the case except for some irregular MBs caused by

downsampling losses. Based on this rule, an ME skipping scheme is proposed.
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Table 2.4: Mode correlation for co-located MBs (frame 37, QP = 20).

I Sequence INTRA SKIP INTER

II

akiyo - 3.6 3.1

panzoom2 - 1.2 3.5

vidyo1 - 3.2 2.8

vidyo3 0.8 3.2 3.2

bus 2.0 1.0 3.7

football 3.4 0.8 3.1

flower garden - 3.0 3.8

cheer leaders 2.9 1.1 3.4

I: The mode of SVC low-resolution MB

II: The number of same-mode MBs within 4 co-located MBs

(”-” means no such a mode in low-resolution frame)

Table 2.5: Partition correlation for co-located MBs (frame 37, QP = 20).

I Sequence 16× 16 16× 8 8× 16 8× 8

II

akiyo 1.3 0.3 0.3 0.3

panzoom2 1.6 0.5 0.6 0.0

vidyo1 1.2 0.7 0.5 0.4

vidyo3 1.5 0.6 0.6 0.7

bus 1.8 0.6 0.6 0.0

football 1.8 0.5 0.9 0.0

flower garden 1.2 0.8 0.4 1.4

cheer leaders 0.9 0.5 0.7 0.9

I, II: same definition as Table 4

First an adaptive search range in high-resolution frame is defined. The lower

bound for the search range is 𝛽 × 𝛽 (co-located MBs). Assume that the top-layer

resolution is 𝑀 ×𝑁 , then the upper bound is set to 𝑈 ×𝑈 according to Eq.(2.1) &

(2.2).

𝑆𝑅 𝑊𝑖𝑑𝑡ℎ = 𝑟𝑜𝑢𝑛𝑑

(√
𝑀

16
× 𝑁

16
× 𝛼

)
(2.1)

𝑈 = 𝛽 × 𝑟𝑜𝑢𝑛𝑑

(
𝑆𝑅 𝑊𝑖𝑑𝑡ℎ

𝛽

)
(2.2)

The round(.) operator calculates the nearest integer for the parameter. 𝛼 is the
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Figure 2.2: Proposed transcoder. (Encap.: Encapsulation, IL Pred.: Inter-Layer

Prediction)

percentage of MBs in search range over entire frame. Eq.(2.1) calculates the search

range width measured in terms of MBs, and Eq.(2.2) maps the value to multiples of

scaling factor in order to make the search range symmetrical to co-located region.

Too large 𝛼 decreases overall time reduction and too small value will lead to non-

statistical result. Through vast experiments over different sequences, we found that

generally 0.04 gave good performance. In dyadic transcoding (𝛽 = 2), the upper

bound is 4×4 for CIF size, 6×6 for VGA size and 12×12 for 720p size when 𝛼 is

set to 0.04. Figure 2.3 shows an example for VGA sequence. The grey region shows

the co-located MBs and the numbers mean the search order (from 1 to 36 with

increasing distance to center - decreasing relevance to lower-layer MB).

The search range is adapted MB by MB between lower bound and upper bound

according to the homogeneity of previous MB. If the search range of previous MB

contains only one type of mode, it is considered smoothed and the current MB will

decrease the search range by [-2, -2] (e.g. 6×6 -> 4×4). Otherwise, it is considered
detailed and the search range will be enlarged by [+2, +2]. Of course, the search

range will not across the boundaries.

Then check the modes of these MBs in the search range in predefined order. If

SKIP, INTER or INTRA exists, estimate this mode respectively. On the contrary,

if some mode does not exist in the search range, then skip the estimation for this

mode. This scheme works efficiently when some mode is concentrated in limited

areas, which means the other modes may be skipped by proposed scheme.
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Figure 2.3: Search range and search order in VGA sequence.

2.4.2 Probability-profile based mode decision control

If more than 2 modes out of SKIP, INTER and INTRA are not skipped by the

method in Section 2.4.1, a scheme for further mode selection is adopted by main-

taining a profile of mode percentages for high-resolution frame. This method tries

to “catch up with” the percentage profile of high-resolution frame.

Assume that we are processing an MB in lower layer. Let 𝑁
′
𝑋 be the number of

mode 𝑋 in high-resolution frame up to current co-located MBs, 𝑁
′′
𝑋 be the lower-

layer number of mode 𝑋 over all previous MBs. Δ𝑁 is the maximum allowed

difference between high-resolution frame and scaled lower layer in terms of MBs and

Δ�̂� is the actual difference as shown in Eq.(2.3). 𝛽 is the scaling factor and 𝑀𝑋

calculated by Eq.(2.4) is a signed measurement for the lower-layer deviation from

top layer, ranged from -1 to 1. 𝑃
′′
𝑋 denotes the probability of mode 𝑋 for current

MB in lower layer and Eq.(2.5) maps its range to [0, 1]. Δ𝑁 is typically set to 20 in

our dyadic experiments which means the maximum allowed deviation for lower-layer

is 5 MBs (20/22).

Δ�̂� = 𝑁
′
𝑋 − 𝛽2 ×𝑁

′′
𝑋 (2.3)

𝑀𝑋 =

⎧⎨
⎩

−1 , Δ�̂� ≤ −Δ𝑁

1 , Δ�̂� ≥ Δ𝑁

Δ�̂�/Δ𝑁 , otherwise

(2.4)
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𝑃
′′
𝑋 =

𝑀𝑋 + 1

2
(2.5)

For each existing mode, a lottery function based on the estimated probability

𝑃
′′
𝑋 is applied to judge whether to skip that mode. If all the modes are skipped, the

mode with largest probability will be selected.

Figure 2.4 shows an example for INTER mode. The horizontal axis denotes

the lower-layer MB number and the vertical axis is the percentage of INTER-coded

MBs. The straight line shows the profile for high-resolution frame and the dotted

line shows the profile for lower layer by proposed method. It can be seen that the

mode distribution is well mirrored.

Figure 2.4: INTER (non-SKIP) mode profile for akiyo sequence, frame 37.

2.4.3 Coarse-level mode-mapping methods

Although there is a similar mode distribution rule between high-resolution and low-

resolution frames, this is not the case for partitions and MVs of INTER MBs. They

have rarely proportional relations. Therefore, lower layer should not be mapped by

scaling partition and MV directly [29]. Instead, we find another coarse-level rule
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that if lower-layer MB has few details, AVC co-located MBs usually also have few

details. On the contrary, if lower-layer MB has many details, AVC co-located MBs

probably also have many details (but not have to be proportional). Based on this

rule, 3 mode mapping methods for INTER estimation with different tradeoff between

coding efficiency and complexity are explained in the following paragraphs, and an

adaptive usage is proposed to achieve an optimal combination of the 3 methods.

Figure 2.5: Direct mapping method.

The first method is the direct-mapping method, which is a 4-to-1 mapping as

shown in Figure 2.5. This method first checks the co-located MBs to see if 8×8
mode (no concern about sub-partitions) exists. If it exists, stop the procedure

and estimate 8×8 (incl. sub-partitions) only. Otherwise, continue to check 8×16,
16×8 and 16×16 similarly. If no mode is selected at last, all INTER modes will be
estimated.

Candidate-mapping method is the second approach which performs ME for can-

didate modes only. This method selects co-located MBs’ modes as candidates for

lower-layer encoding, as shown in Figure 2.6. It checks 8×8, 8×16, 16×8 and 16×16
sequentially in co-located MBs. If some mode exists, it will be added to estimation

list. Otherwise, it will not be added. When the procedure finishes, only the modes

in estimation list will be estimated. If no mode exists in the estimation list at last,

all INTER modes will be estimated.

Another method is the priority-mapping method, which performs ME based on

priority. The priory is defined as: 8×8 > {8×16, 16×8} > 16×16. This is because
the complexity and uncertainty of detailed MB is larger than smooth one. This

method checks from 8×8 to 16×16 as shown in Figure 2.7. If some mode exists,
estimate all modes with larger (or equal) priority. Similarly, if no INTER mode

exists at last, all modes will be estimated.

16



2.4 Proposed lower-layer transcoding schemes

Figure 2.6: Candidate mapping method.

Figure 2.7: Priority mapping method.

These methods reuse the AVC stream information at a coarser level which in-

volves no sub-partitions due to the irregularity of sub-partitions. Table 2.6 in Section

2.6 shows that the direct mapping method has the largest complexity reduction while

priority mapping method achieves the best coding efficiency, and candidate mapping

method performs moderately.

In proposed transcoder, they are combined adaptively according to the homo-

geneity of current search range. 3 levels are defined: level 1 with less than 1/3 SKIP

or INTER 16×16 modes in current search range, level 2 with less than 2/3 but
more than 1/3 SKIP or INTER 16×16 modes, level 3 with more than 2/3 SKIP or
INTER 16×16 modes. Level 1 is the most detailed, so the most accurate priority-
mapping method is adopted. Level 2 is moderately detailed and candidate-mapping

method is selected. Direct-mapping method is used in level 3 which is the least

detailed.
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2.4.4 MV refinement scheme

Some conventional works focused on MV refinement based on nearly whole-frame

MV mapping [19, 31], which turned out to be inaccurate and caused efficiency

loss. However, MV refinement is expected to be more efficient in homogeneous area

compared with detailed area since less MVs are involved. Detailed area which leads

to more MVs will increase the complexity and uncertainty for MV mapping. In

proposed transcoder, MV refinement is only applied for MBs whose co-located MBs

are all SKIP or INTER 16×16. Before applying the MV refinement another check

is executed - the MV diversity of co-located MBs. Eq.(2.6) calculates the arithmetic

average MV among co-located MBs. 𝛽 is the scaling factor and 𝑀𝑉𝑖 𝑥 & 𝑀𝑉𝑖 𝑦

represent the horizontal and vertical components for 𝑖𝑡ℎ MB respectively. Eq.(2.7)

calculates the diversities of horizontal and vertical MV components by summing the

absolute difference (SAD) between the MVs of co-located MBs and the average MV.

{
𝑀𝑉 𝑥 = 1

𝛽2

∑𝛽2−1
𝑖=0 𝑀𝑉𝑖 𝑥

𝑀𝑉 𝑦 = 1
𝛽2

∑𝛽2−1
𝑖=0 𝑀𝑉𝑖 𝑦

(2.6)

{
𝑆𝐴𝐷𝑥 =

∑𝛽2−1
𝑖=0 ∣𝑀𝑉𝑖 𝑥−𝑀𝑉 𝑥∣

𝑆𝐴𝐷𝑦 =
∑𝛽2−1

𝑖=0 ∣𝑀𝑉𝑖 𝑦 −𝑀𝑉 𝑦∣ (2.7)

Then the SAD values are compared with pre-defined thresholds, as shown in

Eq.(2.8). If Eq.(2.8) holds, the MV refinement is applicable. Otherwise, it will

not be performed. Smaller thresholds will constrict the applicable rate while larger

thresholds will result in worse coding efficiency. In our experiments, the thresholds

𝑇ℎ𝑥 and 𝑇ℎ𝑦 are both set to 4 since small thresholds give no harm anyhow.

{
𝑆𝐴𝐷𝑥 ≤ 𝑇ℎ𝑥

𝑆𝐴𝐷𝑦 ≤ 𝑇ℎ𝑦

(2.8)

{
𝑀𝑉 𝑠𝑐𝑎𝑙𝑒𝑑 𝑥 = 1

𝛽
𝑀𝑉 𝑥

𝑀𝑉 𝑠𝑐𝑎𝑙𝑒𝑑 𝑦 = 1
𝛽
𝑀𝑉 𝑦

(2.9)

If the MV refinement is feasible, INTER 16×16 is chosen as the lower-layer MB
mode. The scaled average MV calculated by Eq.(2.9) will be used for lower-layer

ME, and it is used as the starting point for motion search with a much smaller search

18



2.5 Proposed top-layer transcoding schemes

Table 2.6: Performance comparison of proposed transcoder (lower-layer).

Sequence
direct candidate priority adaptive

C1 C2 C3 C1 C2 C3 C1 C2 C3 C1 C2 C3

akiyo +6.45 -0.34 -71.4 +5.21 -0.28 -70.2 +2.38 -0.13 -68.3 +3.50 -0.17 -70.0

panzoom2 +8.54 -0.42 -66.9 +6.82 -0.33 -63.7 +3.34 -0.16 -62.0 +3.40 -0.16 -63.7

vidyo1 +11.50 -0.46 -73.6 +7.13 -0.29 -72.2 +4.46 -0.19 -70.6 +5.14 -0.21 -72.1

vidyo3 +8.51 -0.39 -73.6 +4.45 -0.21 -72.0 +2.92 -0.14 -70.3 +3.28 -0.17 -72.7

bus +6.75 -0.43 -44.5 +3.28 -0.22 -37.2 +2.46 -0.16 -32.8 +2.71 -0.18 -34.7

football +5.72 -0.34 -37.4 +4.56 -0.27 -33.4 +3.69 -0.22 -29.1 +3.89 -0.23 -32.4

flower garden +5.70 -0.36 -56.3 +4.05 -0.26 -50.7 +3.55 -0.24 -46.9 +3.75 -0.25 -49.4

cheer leaders +4.35 -0.35 -35.1 +3.42 -0.27 -29.5 +2.58 -0.20 -22.1 +2.85 -0.22 -24.0

Criterions: C1: BDBR(%), C2: BDPSNR(dB), C3: Δ𝑡𝑖𝑚𝑒(%)

Table 2.7: Performance comparison of proposed transcoder (top-layer).
Sequence Direct Encapsulation Inter-Layer Prediction

Δ bit-rate (%) Δ Y-PSNR (dB) Δ time(%) Δ bit-rate (%) Δ Y-PSNR (dB) Δ time(%)

akiyo +7.49 +1.510 -96.4 +1.11 -0.078 -85.9

panzoom2 +11.60 +1.488 -97.9 +0.98 -0.063 -84.0

vidyo1 +8.97 +1.364 -97.4 +0.64 -0.160 -86.9

vidyo3 +5.41 +1.419 -97.6 +1.52 -0.133 -87.1

bus +7.94 +1.577 -96.5 +3.60 -0.087 -77.1

football +4.10 +1.555 -96.6 +0.65 -0.115 -81.5

flower garden +8.05 +1.653 -94.6 +1.13 -0.085 -77.8

cheer leaders +4.34 +1.477 -97.5 +0.38 -0.170 -80.3

range compared to original search window. In our experiments, the refinement search

range is selected as [-2, +2] for both horizontal and vertical components.

2.5 Proposed top-layer transcoding schemes

2.5.1 Direct encapsulation

One approach for top-layer transcoding is to transmit the top-layer bit-rates di-

rectly without full decoding and re-encoding. The top-layer AVC bitstream is first

VLC (Variable Length Coding) decoded and then VLC re-coded using SVC en-

coder. There is no quality loss since no quantization is needed. After the VLC

re-coding, the top-layer bitstream is multiplexed with lower-layer bitstream which

is generated using proposed lower-layer schemes. This behaviour is actually very

similar to simulcast transmission except that the final bitstream formats are differ-

ent. In simulcast, the bitstreams are transmitted as 2 AVC streams while in direct

encapsulation method the bitstreams are multiplexed into SVC format. [6] points

out that the SVC coding tools are less efficient for spatial scalability especially for

simple and slow-motion scenes, which is often the case in video conferencing appli-

cations. Therefore, direct encapsulation is recommended for video conferencing if

the bandwidth is sufficient.
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Table 2.8: Overall performance of proposed transcoder (top-layer + lower-layer).

Sequence Direct Encapsulation Inter-Layer Prediction

Δ bit-rate (%) Δ time(%) Δ bit-rate (%) Δ time(%)

akiyo +6.69 -91.1 +1.59 -82.7

panzoom2 +9.96 -91.1 +1.46 -79.9

vidyo1 +8.20 -92.3 +1.54 -84.0

vidyo3 +4.98 -92.6 +1.87 -84.1

bus +6.89 -90.3 +3.42 -72.9

football +4.06 -90.2 +1.30 -76.6

flower garden +7.19 -90.1 +1.65 -75.0

cheer leaders +4.04 -90.2 +0.87 -74.7

2.5.2 Inter-layer prediction utilization

As another choice, the inter-layer predictions can be utilized when the bandwidth

is crucial. In direct encapsulation method, R-D costs for different modes which the

inter-layer predictions need can not be obtained since there is no ME performed in

top layer. As shown in Figure 2.2, we only re-calculate the R-D cost according to the

mode and MV got from the AVC bitstream, which have been R-D optimized already.

It should be noticed that the source sequence can not be obtained on the transcoder

side, so we use the decoded sequence instead as the input for R-D cost calculation

in SVC encoder, just like the re-encoding method. The inter-layer motion and intra

predictions act the same as original SVC encoder while residual prediction is only

performed for the corresponding mode and MV got from AVC frame.

Although the transcoder processing speed decreases a little, the overall complex-

ity is still kept very low since ME is not performed. The drawback for this scheme

is the degraded quality due to a second-time quantization loss. It is recommended

for bandwidth-crucial applications.

2.6 Experimental results

In this section, proposed methods are applied to some sequences and the results

are shown. All experiments are performed on an Intel Core 2 (2.67GHz) computer

with 2.0GB RAM and software implementation is based on JM (Joint Model) 17.2

20



2.6 Experimental results

and JSVM (Joint Scalable Video Model) 9.18. JSVM’s AVC compatible decoder

and down-converter are used for AVC decoding and downsampling processes re-

spectively. 8 sequences are examined with 2-layer dyadic spatial scalability. Akiyo,

panzoom2, football and bus are CIF to QCIF transcoding at 30 fps; flower garden

and cheer leaders are VGA to QVGA transcoding at 30 fps; vidyo1 and vidyo3 are

720p to 360p (640×360) transcoding at 60 fps. Akiyo, panzoom2, vidyo1 and vidyo3
are sequences similar to video-conferencing scenes with still background, slow mo-

tions or camera motions, while the other 4 are complex and detailed ones. For each

sequence 150 frames are tested with the GOP structure of IPPP. The search range

is 16 for CIF-to-QCIF transcoding and 32 for the rest. In experiments the QPs

(Quantization Parameter) for AVC encoder and transcoder are set to same values,

and QPs are selected as 20, 24, 28 and 32. Other parameters are carefully selected

to insure the comparability between proposed transcoder and the reference model.

Table 2.6 shows the lower layer gains for the 3 methods as well as the adaptive

usage, compared with re-encoding model. The methods in Section 2.4.1, 2.4.2 and

2.4.4 are applied and mode-mapping method is switched between the 4 methods

described in Section 2.4.3. It can be seen that adaptive method achieves almost

the same time reduction as candidate method, while obtaining comparable coding

efficiency to priority method. It should be noticed that proposed adaptive method

achieves 69.6% time reduction averagely for the top 4 sequences, which are video-

conferencing similar scenes. For the following 4 sequences, the time reduction is

only 35.1% averagely.

Table 2.7 shows the top-layer results for the 2 top-layer methods. The adaptive

method in Sec.4.3 is selected as lower-layer transcoding method along with other

schemes (Section 2.4.1, 2.4.2 & 2.4.3). The bit-rate data contains only top-layer

bit-rate and the lower-layer bit-rate is not included. To fairly compare the top layer

quality, the Y-PSNR between original sequence (user side, encoded by AVC and sent

to transcoder) and the reconstructed sequence after transcoding are calculated, since

it’s meaningless to calculate the Y-PSNR between decoded sequence (transcoder

side, decoded and used as SVC encoder input) and reconstructed sequence which is

identical to the original one in case of direct encapsulation.

Table 5.4 shows the overall results. The lower-layer scheme is fixed - Section

2.4.1, 2.4.2, 2.4.4 and adaptive method in Section 2.4.3. Both the overall bit-rate
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increments and overall time reductions are shown for the 2 top-layer methods.

The direct encapsulation method gains averagely 91% overall time reduction for

tested sequences with 6.69% overall bit-rate increase and 1.34 dB top-layer quality

increment. The time reduction for top 4 sequences is 1.6% larger than the lower

4 sequences. The merit for this method is the significant time reduction and the

well-preserved top-layer quality since there is no second-time encoding.

By contrast, the ILP approach keeps the overall bit-rate low while still obtaining

78.7% overall time reduction averagely. It decreases the bit-rate increment to 1.71%.

The time reduction for lower 4 sequences decreases by 7.9% compared with top 4

sequences. It is suitable for applications with limited network bandwidth. The main

drawback is the degraded top-layer quality due to re-quantization loss which is a

little worse than re-encoding method.

Figure 2.6 shows the top-layer R-D curves for re-encoding method and proposed

transcoder with 2 different top-layer methods (Section 2.5.1 & Section 2.5.2). The X-

axis shows the overall bit-rate since in ILP the lower-layer bit-rate is required for top-

layer decoding. It would be unfair if we only compare the top-layer bit-rates. The

Y-axis shows the Y-PSNR for top layer. We can see that the direct encapsulation

method achieves best coding efficiency while ILP method is slightly worse than re-

encoding method. Direct encapsulation method achieves higher quality and lower

complexity compared with re-encoding method, while the overall bit-rate increases.

The degree of quality increment is much higher than bit-rate increase, resulting in

higher coding efficiency. ILP method achieves lower complexity compared with re-

encoding method, however, the quality degrades a little and the bit-rate increases a

little, causing the coding efficiency to decrease.

2.7 Conclusions

This chapter proposes a low-complexity AVC to SVC spatial transcoder based on

coarse-level mode mapping for video conferencing systems. For lower layer (with

reduced picture size) transcoding, 2 mode skipping methods are first applied as

described in Section 2.4.1 and Section 2.4.2. Then a coarse level mode-mapping

method is applied which adaptively selects different sub-schemes described in Sec-

tion 2.4.3, followed by an MV refinement scheme for special cases for further time
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(a) akiyo (b) panzoom2

(c) vidyo1 (d) vidyo3

(e) bus (f) football

(g) flower garden (h) cheer leaders

Figure 2.8: R-D curves comparison for top layer.
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reduction. And for the top layer (with identical picture size to AVC frame), 2

schemes are possible according to the network condition. Section 2.5.1 depicts the

direct encapsulation method which is suitable when the bandwidth is sufficient, and

Section 2.5.2 shows another approach which utilizes the inter-layer predictions of

SVC for reducing the bit-rate. Simulation results show that direct encapsulation

method achieves significant time reduction with much higher coding efficiency than

re-encoding method, since no second-time quantization is involved. The ILP method

achieves lower bit-rate than direction encapsulation when the QP is the same, while

the time reduction reduces by 12.3% averagely. The coding performance of ILP

method is slightly worse than re-encoding method.
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Chapter 3

Drift compensated hybrid-domain

SVC to AVC spatial transcoding

3.1 Introduction

Due to the continuous progress in video coding standards, transcoding has been

an important task for bitstream adaptation or communication between different

standards. A straightforward transcoding solution is the full re-encoding method. It

fully decodes the input bitstream and then re-encodes the decoded pictures, con-

suming intensive computations. In previous works on transcoding, how to reduce

the complexity without significant efficiency loss is usually the most concerned is-

sue. Basic transcoding approaches are explained in [9, 32] for bit-rate reduction,

resolution reduction, format conversion and so on. These transcoding techniques

mainly fall into two categories, i.e., pixel-domain transcoding and transform-domain

transcoding. The pixel-domain approaches carry out the main transcoding opera-

tions (motion compensation, downsampling, etc.) on decoded pictures. Represen-

tative works based on pixel-domain transcoding include [10, 12, 18, 19, 29]. The

transform-domain approaches carry out the main operations directly on transform

coefficients. Representative works based on transform-domain transcoding include

[13, 14, 16, 20, 33, 34, 35]. Generally the transform-domain transcoding achieves

more time reduction, but less coding efficiency than the pixel-domain transcoding

due to the drift problem.
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SVC standard provides an SVC-to-AVC rewriting scheme [36]. However, it only

supports quality scalability. It cannot be applied to spatial scalability because up-

sampling of quantized coefficients would be required, which is very difficult. Recent

representative works on SVC/AVC transcoding support the SVC scalability in terms

of temporal [37, 38], quality [23, 24, 25, 26] and spatial [30, 39, 40]. In literatures

[23, 24, 25, 26] the authors propose a fast AVC-to-SVC quality transcoding method

based on transform-domain approaches and achieve more than 99% time reduction

compared with the full re-encoding method. For AVC-to-SVC temporal transcod-

ing, the pixel-domain methods give good performance in both time reduction and

coding efficiency [37, 38], since large portion of the motion data can be reused di-

rectly. A pixel-domain AVC-to-SVC spatial transcoder is described in [39] which is

mainly based on motion data adaptation and refinement. In [40] we further proposed

a fast and efficient AVC to SVC transcoding architecture based on pixel-domain

mode-mapping. SVC-to-AVC temporal transcoding is very nature by simple syntax

adaptations. SVC-to-AVC quality transcoding is not an urgent issue since bitstream

rewriting can be used instead of transcoding by constraining the SVC terminals

to support this functionality. In [30], a pixel-domain fast mode decision method is

proposed for SVC-to-AVC spatial transcoding. The original motion data from the

input SVC bitstream are utilized to speed up the AVC encoder mode decision pro-

cess. MBs are classified into three types and treated with different mode-mapping

strategies. Only the deduced modes need to be estimated, and the reference pictures

& MVs are both reused. This work achieves averagely 94.4% time reduction and

slightly higher coding efficiency compared with the full re-encoding method.

In this chapter, a fast SVC-to-AVC spatial transcoder is proposed. Coding ef-

ficiency is improved comparing with reference [30]. The input to our transcoder

is SVC-encoded bitstream with multiple resolution layers, and the output is AVC-

encoded bitstream with highest resolution. The target device to install our transcoder

is usually a specific router or gateway in a videoconferencing system. This chapter

proposes a hybrid-domain transcoding architecture by combining the pixel-domain

transcoding and transform-domain transcoding. The input SVC MBs are classified

according to their mode types and processed in different domain. Drift is caused by

proposed transcoder, which is solved by compensation techniques.
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Figure 3.1: SVC coding structure with spatial scalability.

The rest of this chapter is organized as follows. Section 3.2 briefly describes the

SVC standard and the related coding modes. Section 3.3 explains the details of pro-

posed hybrid-domain transcoder, and the resulted drift problem is solved in Section

3.4. Section 3.5 shows the overall transcoding structure with drift compensation.

Simulation results are given in Section 3.6, and conclusions are drawn in Section

3.7.

3.2 Scalable Video Coding

3.2.1 Inter-layer Predictions

SVC adopts a layered coding structure. Figure 3.1 shows an example of SVC coding

structure with 3 spatial layers, defined by the standard. Each layer corresponds to

one particular spatial resolution. The coding tools within each layer is identical to

AVC, but a new tool named inter-layer prediction is introduced between layers. The

inter-layer predictions try to reduce the higher-layer bit-rate by exploring the lower-

layer information. There are three kinds of inter-layer predictions, i.e., inter-layer

intra, residual and motion predictions. These inter-layer predictions will be denoted
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as IL Intra, IL Residual and IL Motion predictions hereafter.

IL Intra prediction predicts the higher-layer signal using the upsampled lower-

layer reconstructed signal. The lower layer is usually called the “reference layer

(RL)” and higher layer is called “enhancement layer (EL)”. The RL is encoded first,

and then the RL reconstructed signal is upsampled and used as the predictor for EL

signal. The residual is transmitted after transform, quantization and entropy coding.

IL Residual prediction tries to predict the residual data generated by normal INTER

prediction. The upsampled RL reconstructed residual is used as the predictor. The

resulted second residual is transmitted after transform, quantization and entropy

coding. IL Motion prediction tries to reduce the size of motion data for INTER

coded MBs, such as coding mode and MV. The upsampled RL mode and MV are

utilized to predict the EL motion data. For more details, the reader is referred to

[1].

3.2.2 Coding modes in SVC

Besides the three inter-layer predictions explained in previous section, SVC also in-

herits the conventional AVC modes (INTRA and INTER). The IL Intra prediction is

totally independent from the AVC INTRA or INTER modes, while the IL Residual

and IL Motion predictions are additional refinements based on AVC INTER mode.

Thus the coding modes in SVC are shown in Table 3.1. It is also possible that

IL Residual and IL Motion both exist for an INTER MB. In such case, it is con-

sidered as IL Residual. For short, “INTER with IL Residual” and “INTER with

IL Motion” will be denoted as IL Residual and IL Motion hereafter.

Table 3.1: Coding modes in SVC

Inherited modes Newly introduced modes

INTRA
IL Intra

INTER without ILP
INTER with IL Residual

INTER with IL Motion
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Figure 3.2: Different transcoding domains.

3.3 Hybrid-domain SVC-to-AVC Transcoding

In this section, a hybrid-domain transcoding architecture is proposed for SVC-to-

AVC spatial transcoding. The transcoding approaches in the pixel domain and the

transform domain are explained respectively.

3.3.1 Hybrid-domain transcoding

As mentioned in the Introduction section, the transcoding domains mainly include

the pixel domain and the transform domain. The pixel domain is also called “spa-

tial domain” in some literatures. The transform domain is also called “frequency

domain”, “DCT (discrete cosine transform) domain” or “compressed domain” some-

times. The following discussion is based on the popular hybrid DPCM/DCT (DPCM

- differential pulse-code modulation) coding structure [41], which includes motion

compensation, DCT transform, quantization and entropy coding.

The transform domain is further divided into two types, i.e., unquantized trans-

form domain and quantized transform domain. Together with the pixel domain, the

three kinds of domains are shown in Figure 3.2. Here the marks 𝐸, 𝑄, 𝑇 stand for

entropy coding, quantization and DCT transform respectively. The superscript “−1”
represents the inverse process. The “𝑂𝑃𝑠” stands for the main transcoding opera-

tions, such as motion compensation, downsampling, logo/watermark insertion, and

so on. The top sub-figure in Figure 3.2 shows the pixel-domain transcoding, which
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Figure 3.3: Hybrid-domain transcoding

operates after inverse transform and before forward transform. The full re-encoding

method is a special case of the pixel-domain transcoding. Most pixel-domain ap-

proaches try to utilize the motion data from the input bitstream to accelerate the

encoding process. The transform domain is divided into unquantized and quan-

tized transform domains, shown as the middle and bottom sub-figures in Figure

3.2. Most conventional works on transform domain fall into the “unquantized trans-

form domain” category. In quantized transform-domain transcoding there is no re-

quantization, and quantized transform coefficients are used directly.

In this chapter, we propose a hybrid-domain transcoding architecture by com-

bining the pixel-domain and quantized transform-domain transcoding. Conventional

methods adopt pixel-domain or unquantized transform-domain transcoding, which

dequantizes the input bitstream and then re-quantizes it. This will cause coding

efficiency loss for every MB. Our transcoder divides the MBs into 2 groups. For one

group, pixel-domain transcoding is applied. For the other group, transform-domain

transcoding is utilized, which has lower complexity and higher coding efficiency since

there is no re-quantization loss.

In Figure 3.3 the AVC-type MBs and INTER with IL Motion MBs are processed

in quantized transform domain. The residual generation of these MBs in SVC en-

coding is identical to AVC encoding, therefore the residual could be reused in the

form of quantized transform coefficients. Thus the re-quantization loss is avoided and

transcoding time is reduced. On the contrary, the residuals of IL Intra and INTER

with IL Residual MBs are generated in a different way comparing with AVC encod-

ing. The residuals cannot be reused. For these MBs the pixel-domain transcoding is

applied. Details are explained in following subsections.
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3.3.2 Pixel-domain transcoding

Figure 3.4 shows a more intuitive version of proposed transcoder. If the input MBs

are coded with IL Intra mode or INTER mode with IL Residual prediction (the

shadowed MBs), a mode mapping based fast re-encoding method is applied. The

mode decision in AVC encoding process is accelerated by deducing the mode from

the input SVC bitstream. Exhaustive motion estimation is not needed and thus the

transcoding time is saved greatly. The following paragraphs describe the proposed

mode mapping method for IL Intra and INTER mode with IL Residual prediction,

respectively.

Figure 3.4: Transcoding in pixel domain and quantized transform domain.

The IL Intra prediction directly uses the lower-layer reconstructed MB for pre-

diction, implying a high correlation between enhancement layer and reference layer.

IL Intra prediction is an special coding mode in SVC which is independent from

conventional INTER or INTRA modes. No INTER partition or INTRA prediction

direction information is transmitted in enhancement layer except a signal which

means that IL Intra prediction is used. In our transcoder, the reference-layer IN-

TRA prediction partition along with the INTRA prediction direction are used as

the AVC encoding mode.

For the IL Residual predicted MB, the mode mapping depends on whether

IL Motion prediction is used. If it is used, the enhancement layer transmits no mode

information except MV difference if it exists. The enhancement-layer INTER parti-

tion and MVs are reconstructed from the reference layer, i.e., upsampled reference-

layer partition and MVs. If some MV difference is transmitted in enhancement layer,
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it is added back to the upsampled reference-layer MV. The final reconstructed IN-

TER partition and MVs are directly used as the AVC encoding mode. If IL Motion

prediction is not used, mode information is transmitted in the enhancement layer.

Also, reference layer transmits the mode information which is independent from

the enhancement layer. The enhancement-layer mode together with the upsampled

reference-layer mode are provided as candidate modes for AVC encoding. Through

rate-distortion optimization, better one will be selected as the final mode.

Figure 3.5 shows the accuracy ratio for proposed mode mapping method. The

full re-encoding method is selected as the ground truth. If the predicted mode is the

same as the mode encoded by the full re-encoding method, it is considered accurate.

The average accuracy for IL Intra and IL Residual are 86% and 79% respectively.

The impact on coding efficiency loss is expected to be very small.
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Figure 3.5: Accuracy ratio for mode mapping. (akiyo sequence, 2 spatial layers, 150

frames)

However, through experiments we find that if the MVs are reused as it is for

IL Residual predicted MBs, the coding efficiency drops a lot. Instead of using the

MVs directly, a further motion search is applied after the mode mapping in pro-

posed transcoder. As shown in Figure 3.6, the end-point of the input SVC bitstream

(reconstructed) MV is set as the center of the refined search area, and the search

range is greatly reduced. In our experiments, the refined search range is selected as

[-2,+2] for both horizontal and vertical directions.
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Figure 3.6: MV refinement.

The overall pixel-domain transcoding scheme is shown in Figure 3.7. The previ-

ously described mode mapping methods are first applied according to the MB type.

Then for IL Residual predicted MBs, the MV refinement scheme is applied.

Figure 3.7: Pixel-domain transcoding.

3.3.3 Quantized transform-domain transcoding

In Figure 3.4, if the MBs are coded with AVC-type modes or INTER mode with

IL Motion prediction (the unshadowed MBs), the SVC MB data are copied directly
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Figure 3.8: Quantized transform-domain transcoding.

into the the AVC MB. The residual is copied in the form of quantized transform

coefficients. The motion data and other side information are also copied directly.

Figure 3.8 shows the transcoding path in the quantized transform domain, where

“Ref.” stands for the reference picture buffer. The quantized residual and motion

data are extracted after entropy decoding in SVC decoding. They are copied into

AVC encoding at the position before entropy coding. Thus, there is no quality loss

for the residual data since it is not re-quantized. The operations between point a

and point b are not performed. Thus transcoding time is greatly reduced. The full

SVC decoding path is still remained for two purposes. First, it is needed to decode

other MB which uses the current MB as a reference in SVC decoding. Second, the

decoded MB is stored into the AVC reference picture buffer for predictions in AVC

encoding.

3.4 Drift Compensation

The proposed hybrid-domain transcoding introduces a so-called “drift” problem. In

this section, the drift problem in the proposed transcoder is analyzed and solved

with compensation techniques.

3.4.1 Drift Analysis

In the transcoding field, “drift” refers to the error accumulation through continu-

ous P-pictures. It is usually caused by the mismatched prediction signals between

34



3.4 Drift Compensation

encoder and decoder. The prediction errors are accumulated through INTER pre-

dictions and become larger and larger. We know that in motion-compensated video

coding, the MB is predicted by a similar MB, as shown in Equation (3.1). The

resulted residual is then quantized and transmitted. At the decoder side, the de-

quantized residual signal is added back to the prediction, as shown in Equation

(3.2). Here only the lossy quantization operations are shown and other non-lossy

operations are omitted. In AVC coding standard, the “𝑃𝑟𝑒𝑑𝑖𝑐𝑡𝑖𝑜𝑛′′ is kept exactly

the same for encoder and decoder by a reconstruction loop at the encoder. Combine

the two equations we get Equation (3.3), which shows that the encoding error is

only the residual quantization error, denoted as Δ𝑄 𝐸𝑅𝑅. Residual quantization

error does not accumulate through INTER predictions.

𝑅𝑒𝑠𝑖𝑑𝑢𝑎𝑙 = 𝑂𝑟𝑖𝑔𝑛𝑎𝑙 𝑀𝐵 − 𝑃𝑟𝑒𝑑𝑖𝑐𝑡𝑖𝑜𝑛 (3.1)

𝐷𝑒𝑐𝑜𝑑𝑒𝑑 𝑀𝐵 = 𝑄−1[𝑄(𝑅𝑒𝑠𝑖𝑑𝑢𝑎𝑙)] + 𝑃𝑟𝑒𝑑𝑖𝑐𝑡𝑖𝑜𝑛 (3.2)

𝑂𝑟𝑖𝑔𝑛𝑎𝑙 𝑀𝐵 −𝐷𝑒𝑐𝑜𝑑𝑒𝑑 𝑀𝐵 = 𝑅𝑒𝑠𝑖𝑑𝑢𝑎𝑙

−𝑄−1[𝑄(𝑅𝑒𝑠𝑖𝑑𝑢𝑎𝑙)] = Δ𝑄 𝐸𝑅𝑅 (3.3)

In the proposed transcoder, the quantized-transform-domain transcoding insures

that the residual is directly copied without quantization. The residual quantization

error in quantized transform domain is zero. However, the mode and MV are also

reused. The correct prediction MB based on this MV should be the decoded MB

in SVC decoding (left “Ref” in Figure 3.8). A mismatch would occur if the pre-

diction MB is coded in the pixel domain, which re-encodes this MB with certain

quantization loss. On the other hand, the MBs processed in quantized transform

domain are not reconstructed in AVC encoding. Instead, the decoded MBs in SVC

decoding are used as AVC encoding references. They could be different and cause

a prediction error, denoted as Δ𝑃 𝐸𝑅𝑅. Equations (3.4)-(3.6) show the encoding

errors in proposed transcoder. The “𝑃𝑟𝑒𝑑𝑖𝑐𝑡𝑖𝑜𝑛” and “𝑃𝑟𝑒𝑑𝑖𝑐𝑡𝑖𝑜𝑛
′
” stand for pre-

diction signals at AVC encoder (transcoder side) and AVC decoder (receiver side)

respectively. The errors consist of two parts, i.e. prediction error and quantization

error. Our proposed transcoder decreases the quantization error but introduces the
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prediction error. Prediction error can be accumulated through INTER predictions,

as shown in Figure 3.9. The accumulated prediction errors cause great distortion

and even visual artifacts with a large GOP (group of pictures) size.

Δ𝑃 𝐸𝑅𝑅 = 𝑃𝑟𝑒𝑑𝑖𝑐𝑡𝑖𝑜𝑛− 𝑃𝑟𝑒𝑑𝑖𝑐𝑡𝑖𝑜𝑛
′

(3.4)

Δ𝑄 𝐸𝑅𝑅 = 𝑅𝑒𝑠𝑖𝑑𝑢𝑎𝑙 −𝑄−1[𝑄(𝑅𝑒𝑠𝑖𝑑𝑢𝑎𝑙)] (3.5)

𝑂𝑟𝑖𝑔𝑛𝑎𝑙 𝑀𝐵 −𝐷𝑒𝑐𝑜𝑑𝑒𝑑 𝑀𝐵 = Δ𝑃 𝐸𝑅𝑅

+Δ𝑄 𝐸𝑅𝑅 (3.6)

To solve the drift problem, we deal with 2 aspects. First, the quality of I frame is

important since I frame is the first reference frame of a video sequence. A new RDO

criterion is proposed for I frame to improve the quality. Second, for the following

P frames, we compensate the drift error frame by frame. Details are explained in

following subsections.

3.4.2 Drift Compensation in I frame

I frame includes two kinds of modes, that is, IL Intra and (conventional) INTRA.

IL Intra is processed in pixel domain and INTRA is processed in quantized transform

domain. According to the analysis in previous section, the INTRA MBs processed in

quantized transform domain is the source of the drift. In this section, a prediction-

pixel based RDO (PPRDO) method is proposed for IL Intra MBs in I frame, to

Figure 3.9: Drift problem in proposed transcoder.
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Figure 3.10: Prediction pixels. Figure 3.11: Error Compensation.

improve the accuracy of INTRA MBs. Instead of using the conventional RDO met-

ric, we propose a weighted RD (rate-distortion) calculation metric to consider the

importance of pixels which might be used for predictions of following INTRA MBs.

The shadowed pixels in the left figure of Figure 3.10 show the neighboring pixels

used for INTRA 16x16 prediction, and the right figure shows the 31 pixels in an MB

which might be used for predictions of following MBs. The RD cost is calculated as

shown in Equations (3.7)-(3.9). The set 𝐴 in Equation (3.7) and set 𝐵 in Equation

(3.8) represent the indexes of right-most column pixels and the rest 15 bottom-line

pixels in the right figure of Figure 3.10, respectively. Equation (3.9) calculates the

RD cost by combining the overall distortion with prediction-pixel distortion.

𝐴 = {15 + 𝑗 ∗ 16∣𝑗 = 0, 1, ..., 15} (3.7)

𝐵 = {16 ∗ 15 + 𝑘 − 1∣𝑘 = 1, ..., 15} (3.8)

𝑅𝐷 𝐶𝑂𝑆𝑇 = (1− 𝜙) ∗𝐷𝑖𝑠𝑡(𝑎𝑙𝑙 𝑝𝑖𝑥𝑒𝑙𝑠)

+𝜙 ∗ 𝑠 ∗𝐷𝑖𝑠𝑡(𝐴 ∪ 𝐵) + 𝜆 ∗𝑅 (3.9)

Here 𝐷𝑖𝑠𝑡(𝑋) calculates the distortion for pixels in set 𝑋. 𝜙 denotes the weight

ratio of prediction pixels and the value of 𝜙 is in the range of [0,1]. Equation (3.9) is

equivalent to standard RD calculation when 𝜙 equals 0, and only the distortion of

prediction pixels is considered when 𝜙 is equal to 1. Via the comprehensive experi-

ments, we set 𝜙 to a fixed value: 0.5, which generally achieves good results. 𝑠 is a

scaling factor due to the unequal pixel numbers of 𝑎𝑙𝑙 𝑝𝑖𝑥𝑒𝑙 set (16x16) and 𝐴 ∪ 𝐵
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set (31), which is set to 8 (≈ 16x16/31). 𝜆 is the Lagrangian parameter and 𝑅 is the

number of bits for current MB, defined by the standard. Though the above state-

ment illustrates the INTRA 16x16 case, it can be easily extended to INTRA 4x4 by

updating the prediction-pixel sets and the scaling factor 𝑠.

In the proposed transcoder, 𝑅𝐷 𝐶𝑂𝑆𝑇 in Equation (3.9) is used as the RD

optimization criterion for IL Intra MBs in I frame. The coding efficiency of these

MBs may probably drop a little. But the following conventional INTRA MBs will

have higher quality, and hence decrease the drift.

3.4.3 Drift Compensation in P frame

As analyzed in Section 3.4.1, INTER predictions causes drift. In P frame there

are three kinds of modes using INTER prediction, i.e., INTER without ILP, INTER

with IL Residual and INTER with IL Motion. For these MBs an error compensation

(EC) method is proposed.

In proposed scheme, MCP (motion-compensated prediction) loop is executed

twice. In the first loop, the switch is connected to connector 𝐴 and 𝐷𝑒𝑐𝑛 is the input.

𝐷𝑒𝑐
′
𝑛 is generated during the first loop, and it is used as the input to the second

loop by connecting the switch to connector 𝐵. The dotted rectangular part in Figure

3.11 illustrates the error compensation method. This method is performed after AVC

encoding, i.e., after the reconstruction MB 𝑅𝑒𝑐𝑛 is generated. The accumulated error

is first calculated and then compensated. 𝐷𝑒𝑐𝑛 represents the decoded MB by SVC

decoding. The error between 𝑅𝑒𝑐𝑛 and 𝐷𝑒𝑐𝑛 is calculated by Equation (3.10). The

resulted error is then added back to 𝐷𝑒𝑐𝑛, as calculated in Equation (3.11). At

last, the calculated signal 𝐷𝑒𝑐
′
𝑛 is motion compensated, transformed, quantized and

entropy coded. Note that at this time motion estimation is not performed. The

calculated mode and MV by AVC encoder is reused and therefore no heavy burden

is introduced.

𝐸𝑛 = 𝐷𝑒𝑐𝑛 −𝑅𝑒𝑐𝑛 (3.10)

𝐷𝑒𝑐
′
𝑛 = 2 ∗𝐷𝑒𝑐𝑛 −𝑅𝑒𝑐𝑛 (3.11)
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Figure 3.12: Overall transcoding architecture.

3.5 Overall Transcoding Architecture

Combining all the methods described in Section 3.3 and Section 3.4, Figure 3.12

shows the overall proposed transcoding architecture. The upper part shows the

pixel-domain transcoding, and the lower part shows the quantized-transform-domain

transcoding as described in Section 3.3. The drift compensation methods explained

in Section 3.4 are also integrated. In the first loop of the 2-loop procedure, the

switches are connected to 𝐴𝑖(𝑖 = 1, 2) connectors. 𝐵𝑖 connectors are connected at

the second loop. The dashed line stands for data transfer, and the PPRDO criterion

is considered a kind of data transfer here.

3.6 Simulation Results

In this section, the proposed transcoder is applied to several representative sequences

and the results are shown. Software implementation is based on the SVC reference

software JSVM (Joint Scalable Video Model). Eight sequences are examined with 2-

layer dyadic spatial scalability. Akiyo, panzoom2, football and bus are CIF & QCIF

resolutions at 30 fps; flower garden and cheer leaders are VGA & QVGA resolutions

at 30 fps; vidyo1 and vidyo3 are 720p & 360p (640360) resolutions at 60 fps. For

each sequence 150 frames are tested with the GOP structure of IPPP (only the first
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frame is coded as I picture). In our experiments, the QPs (quantization parameters)

for input SVC encoder and transcoder are set to the same value, which are selected

as 20, 24, 28 and 32. The main parameters are shown in Table 3.2. All experiments

are performed on an Intel Core 2 (2.67GHz) computer with 2.0GB RAM.

Table 3.2: Experimental configurations

Parameters SVC encoding AVC encoding

Software Version JSVM 9.18 JSVM 9.18

AVCMode 0 1

FramesToBeEncoded 150 150

SymbolMode CABAC CABAC

Enable8x8Transform disabled disabled

CodingStructure IPPP IPPP

NumRefFrames 1 1

SearchMode 4 (FastSearch) 4 (FastSearch)

SearchRange
16 for CIF/QCIF, 16 for CIF,

32 for the rest 32 for the rest

Quantization Parameter 20/24/28/32 20/24/28/32

Loop Filter enabled enabled

NumLayers 2 (scaling factor = 2) -

Inter-layer Prediction 2 (adaptive) -

AVCRewriteFlag 0 (disabled) -

Table 3.3 shows the time saving of reference work [30] and the proposed transcoder,

compared with the re-encoding method. Our proposed transcoder achieves averagely

96.4% time reduction relative to the re-encoding method. The speed-up compared

with the re-encoding method and [30] are 28 times and 2 times averagely. For CIF

sequences, the processing speed is almost real-time based on our pure software im-

plementation. Besides, the upper four sequences in Table 3.3 are videoconferencing-

like sequences which are simple and slow. The other four sequences are complex

and fast sequences. The proposed transcoder gains more time saving for the upper

four sequences than the lower four sequences. It saves averagely 98.1% time for the

upper sequences, 3.4% larger than the lower four sequences. Proposed transcoder

gains more time reduction for AVC type and IL Motion coded MBs since they are
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transmitted directly in the quantized transform domain. Table 3.4 shows the mode

ratio of different test sequences. It shows that for videoconferencing sequences, much

more MBs are coded in AVC type or IL Motion modes which results in more time

reduction. Therefore, our proposed transcoder is expected to be suitable for video-

conferencing applications. With non-optimized pure software implementation on an

desktop PC, only 14 to 312 ms (milliseconds) is needed to transcode one frame. For

videoconferencing applications the minimum acceptable delay is usually 200 ms [44],

including the network transmission time. With software optimization, more power-

ful processing unit and certain hardware support, usually over 10 times speed-up is

possible. Thus, acceptable delay can be achieved by proposed transcoder for even

720p resolution.

Table 3.3: Time saving comparison. (“360p”: 640x360)

Sequence
Re-encoding Reference [30] Proposed transcoder

time (s) time (s) time saving time (s) time saving time/frame (ms)

akiyo (cif+qcif) 163.2 8.6 94.7% 2.1 98.7 14.0

panzoom2 (cif+qcif) 181.7 13.4 92.6% 4.4 97.6 29.3

vidyo1 (720p+“360p”) 1626.2 110.6 93.2% 29.3 98.2 195.3

vidyo3 (720p+“360p”) 1645.4 85.6 94.8% 33.0 98.0 220

bus (cif+qcif) 197.3 15.6 92.1% 12.2 93.8 81.3

football (cif+qcif) 206.9 19.4 90.6% 11.6 94.4 74.7

flower garden (vga+qvga) 619.3 55.7 91.0% 21.7 96.5 144.7

cheer leaders (vga+qvga) 766.7 74.4 90.3% 46.8 93.9 312.0

Average - - 92.4% - 96.4 -

To show the effectiveness of our proposed drift compensation scheme, subjective

comparisons are shown in Figure 3.13 & 3.14. The upper figures show the results

when drift compensation is off, and lower figures show the results when drift com-

pensation is on. These subjective comparisons show that the drift error is invisible

with our drift compensation scheme on.

To illustrate the coding efficiency, RD curves are shown in Figure 3.15. The re-

sults of four methods are shown, i.e., direct encoding, proposed transcoder, reference

work [30] and the re-encoding method. All the PSNR calculation is using the original

sequence (at the sender side) as the calculation reference. The “direct encoding”

method means to encode the original sequence directly, and then the encoded bit-

stream is decoded by an SVC decoder. The scenario for this method is that the

original sequence is encoded at the sender side, and then the encoded bitstream is

transmitted to the receiver client without transcoding. The receiver side is supposed
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Table 3.4: MB mode type ratio.

Sequence Group I (%) Group II (%)

akiyo 89.2 10.8

panzoom2 83.6 16.4

vidyo1 91.1 8.9

vidyo3 90.3 9.6

bus 57.5 42.5

football 71.7 28.3

flower garden 65.0 35.0

cheer leaders 49.2 50.8

Group I: AVC type & IL motion, Group II: IL Residual & IL Intra

to support SVC decoding. “Direct encoding” method is the ideal case which would

not happen if the client doesn’t support SVC decoding. The other three methods

are real solutions for SVC-to-AVC spatial transcoding. Figure 3.15 shows the com-

parison. The direct encoding method achieves the highest coding efficiency than the

other three methods, since it is the ideal case. The re-encoding method achieves

the worst coding efficiency. The gap between ideal direct encoding method and the

re-encoding method is about 1-2 dB. Reference work [30] is slightly better than the

re-encoding method, about 0.1-0.2 dB higher. The proposed method additionally

gains about 0.1-0.5 dB than the referece work [30].

As explained in Section 3.4, the trade-off in quantized-transform-domain transcod-

ing is between the quantization error and the prediction error. Our method elim-

inates the quantization error for quantized-transform-domain MBs and introduces

the prediction error. In an extreme case, if the input SVC bitstream consists of all

pixel-domain MBs (i.e. no quantized-transform-domain processing), the resulted

coding efficiency should be a little worst (due to fast mode decision) than the re-

encoding method. In another extreme case, if the input SVC bitstream consists of

all quantized-transform-domain MBs, the resulted coding efficiency should be ex-

actly the same the “direct encoding”. That is to say, the proposed transcoder favors

quantized-transform-domain MBs (AVC type or IL Motion). As shown in Figure

3.15, our performance for the eight sequences is better than the re-encoding method,

which means in common cases the coding efficiency gain by eliminating quantization

error can overwhelm the loss by prediction error.

Fast mode decision (FMD) methods for H.264/AVC could be an alternative
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(a) frame 3, DC off (b) frame 10, DC off (c) frame 30, DC off

(d) frame 3, DC on (e) frame 10, DC on (f) frame 30, DC on

Figure 3.13: Subjective comparisons. (akiyo sequence, DC: drift compensation)

approach for fast SVC-to-AVC transcoding. However, they generally decrease the

coding efficiency and do not gain as much time reduction as our work, because the

input bitstream information is not explored. Therefore, comparisons are not shown

here. Representative FMD results can be found in [42, 43].

3.7 Conclusions

This chapter proposes a low-complexity SVC-to-AVC spatial transcoder based on a

hybrid-domain architecture. The input bitstream MBs are transcoded in different

domains according to their mode types. Transcoding approaches in the pixel domain

and the quantized transform domain are explained. A drift problem is introduced

by the proposed hybrid-domain transcoding architecture. The cause of the drift is

analyzed and the drift problem is solved by compensation techniques. Experiments

show that the proposed transcoder can speed up 28 times the re-encoding method

with even higher coding efficiency. The proposed transcoder is expected to play an

importance role in a hybrid videoconferencing application.
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(a) frame 5, DC off (b) frame 15, DC off (c) frame 40, DC off

(d) frame 5, DC on (e) frame 15, DC on (f) frame 40, DC on

Figure 3.14: Subjective comparisons. (bus sequence, DC: drift compensation)
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(a) akiyo (b) panzoom2

(c) vidyo1 (d) vidyo3

(e) bus (f) football

(g) flower garden (h) cheer leaders

Figure 3.15: RD curves comparison.
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Chapter 4

Drift constrained

frequency-domain SVC to AVC

quality homogeneous transcoding

4.1 Introduction

For single layer transcoding, many works have been done. Literatures [10, 12, 18,

19, 29, 31, 45, 46] are based on the motion reuse (MR) transcoding architecture,

as shown in Figure 4.1. The modes and motion vectors (MVs) of input bitstream

are utilized and refined to accelerate the motion estimation (ME) process of en-

coder. Motion reuse for bit-rate reduction transcoding is examined in [12, 18]. In

[18, 19, 29], mode and MV mapping strategies are proposed for resolution reduc-

tion transcoding in the context of different coding standards. The authors of [31]

propose an MV refinement scheme for frame-rate reduction transcoding. Literatures

[10, 45, 46] further analyze motion reuse for heterogeneous transcoding (format con-

version). All these works are based on the motion reuse architecture, which only

accelerates the ME part of the re-encoding method. The speed-up is restricted by

existence of all other components such as DCT transforms. In [47] the authors

merge the decoder and encoder MCP (motion-compensated prediction) loops under

the assumption that motion data are the same for decoder and encoder, referred as

Single-Loop (SL) transcoding architecture (Figure 4.2). This architecture is free of
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Figure 4.1: Motion reuse (MR) transcoding architecture. (𝐸: entropy coding, 𝑄𝑖(𝑖 =

1, 2): quantization, 𝑇 : DCT transform, 𝑅𝑒𝑓.: reference picture buffer, 𝑀𝐸: motion

estimation, superscript “-1”: inverse process.)

Figure 4.2: Single-loop (SL) transcoding architecture.

drift (error propagation), and one inverse transform and one picture buffer are re-

duced. [33, 48, 49, 50] are extensions based on SL architecture. A further accelerated

transcoding architecture is proposed by [51], namely Simplified Single-Loop (SSL)

transcoding architecture (Figure 4.3). Transforms are totally removed and motion

compensation is directly performed on DCT transform coefficients (denoted as MC-

DCT). MC-DCT needs floating-point matrix multiplication which is quite costly

and diminishes the speed gain. Matrix approximation is possible for acceleration

but introduces drift. Another common known architecture is the open-loop (OL)

transcoding architecture (Figure 4.4), for which the drift problem is quite severe.

The later three architectures (SL,SSL,OL) are often referred as frequency-domain

(or DCT-domain, transform-domain) transcoding methods since there is no trans-

form operations on the main route. Relatively, the re-encoding and MR architectures

are usually mentioned as pixel-domain transcoding methods.

Transcoding between SVC and AVC has not been thoroughly investigated yet. In
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Figure 4.3: Simplified single-loop (SSL) transcoding architecture.

Figure 4.4: Open-loop (OL) transcoding architecture.

[23] the authors propose a fast AVC-to-SVC quality transcoding method based on SL

and OL architecture and achieve significant time reduction compared with the full

re-encoding method. MR architecture based solutions for AVC-to-SVC temporal

transcoding are described in [37, 38]. Motion data adaptation and refinement for

AVC-to-SVC spatial transcoding is proposed in [39, 40] based on MR architecture.

The authors of [30] propose a fast mode decision method for SVC-to-AVC spatial

transcoding, also based on MR architecture.

In this chapter, an ultra-low-delay SVC-to-AVC MGS transcoding architecture

is proposed. Significant speed-up is achieved by proposed three fast transcoding

methods for MBs (macroblocks) with different coding modes in non-KEY pictures.

KEY pictures are transcoded with drift-free single-layer architecture by reusing the

base layer motion data. Thus drift will not propagate beyond KEY pictures.

The rest of this chapter is organized as follows. Section 4.2 describes the MGS

scalability in SVC. Section 4.3 shows the overall architecture for proposed frequency-

domain transcoding. Non-KEY picture and KEY picture transcoding are explained

in Section 4.4 and Section 4.5 respectively. Section 4.6 gives the simulation results

and conclusions are drawn in Section 4.7.
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Figure 4.5: Coefficients partitioning.

4.2 MGS scalability in SVC

MGS includes two main features, i.e., coefficients partitioning and KEY picture con-

cept. Coefficients partitioning allows to distribute the transform coefficients among

several NALUs (Network Abstraction Layer Units). Figure 4.5 shows an example of

coefficient partitioning. The left 4x4 matrix represents transform coefficients after

4x4 transform, and the numbers are zigzag scanning indices. These coefficients are

divided into three groups, and each group corresponds to one NALU containing co-

efficients from 𝑠𝑐𝑎𝑛 𝑖𝑑𝑥 𝑠𝑡𝑎𝑟𝑡 to 𝑠𝑐𝑎𝑛 𝑖𝑑𝑥 𝑒𝑛𝑑. Up to 16 NALUs are possible, and

by discarding several of them flexible packet-based quality scalability is provided. In

transcoding, it is very easy to parse the input NALUs and reassemble the transform

coefficients.

Another feature is the KEY picture concept, which is based on hierarchical pre-

diction structure. Figure 4.6 shows a hierarchical-P prediction structure for MGS

encoding defined by standard (highly delayed B pictures are rarely used in video-

conferencing [44]). 𝑇𝐼𝐷 represents the temporal layer ID. Grey-colored pictures are

KEY pictures (𝑇𝐼𝐷 = 0), which only use other KEY pictures for prediction. Base

layer KEY picture is predicted from previous base layer KEY picture and MGS

layer KEY picture is predicted from current base layer picture. Non-KEY picture

(𝑇𝐼𝐷 > 0) is predicted by the MGS layer of nearest previous picture with smaller

TID. Such prediction structure can constrain the drift due to discarded packets

within a GOP (Group Of Pictures).
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Figure 4.6: Hierarchical-P with KEY pictures. (GOPSize = 4)

4.3 Overall proposed transcoding method

4.3.1 Analysis of coding modes in SVC

SVC introduces inter-layer prediction (ILP) schemes while inheriting the AVC coding

modes (INTER and INTRA). Three kinds of ILPs are introduced to explore the

correlation between base layer (BL) and enhancement layer (EL) in SVC encoding.

They are inter-layer residual, inter-layer intra and inter-layer motion predictions.

These inter-layer predictions will be denoted as IL Residual, IL Intra and IL Motion

predictions hereafter.

IL Intra prediction predicts the original enhancement layer input picture using

the upsampled base layer reconstructed picture. IL Intra prediction only occurs when

the co-located position in base layer is coded with constrained INTRA prediction

(see [53]). The base layer reconstructed picture is upsampled and used as the predic-

tor for enhancement layer input picture. The resulted residual is transmitted after

transform, quantization and entropy coding. IL Residual prediction tries to predict

the residual data generated by INTER prediction. The first residual generated by

normal INTER prediction is predicted by the upsampled base layer reconstructed

residual signal, and the resulted second residual is transmitted after transform, quan-

tization and entropy coding. IL Motion prediction tries to reduce the size of motion

data for INTER coded MBs. The upsampled base layer mode and MV information

is utilized to predict the enhancement layer motion data. More descriptions about

ILPs can be found in [1].
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Figure 4.7: Proposed transcoding method.

The IL Intra prediction is totally independent from the AVC INTRA or INTER

modes, while the IL Residual and IL Motion predictions are additional refinements

based on AVC INTER mode. Thus the coding modes in SVC are shown in Table 1.

It is also possible that IL Residual and IL Motion both exist for an INTER MB. In

such case, it is considered as IL Residual. For short, “INTER with IL Residual” and

“INTER with IL Motion” will be denoted as IL Residual and IL Motion hereafter.

Table 4.1: Coding modes in SVC

Inherited modes Newly introduced modes

INTRA
IL Intra

INTER without ILP
INTER with IL Residual

INTER with IL Motion
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4.3.2 Proposed transcoding method

Figure 4.7 shows the overall proposed SVC-to-AVC MGS transcoding method. The

input MGS layer frames are first divided into KEY pictures and non-KEY pictures.

Non-KEY pictures are further divided according to MB types and transcoded in

“quantization domain”, which will be described in Section 4.4 and can be consid-

ered as a special case of “frequency domain”. IL Residual MBs in non-KEY pictures

will be transcoded by a quantization-domain single-loop architecture (Section 4.4.1).

IL Intra MBs are transcoded with a quantization-domain intra prediction architec-

ture (Section 4.4.2). And finally, other type MBs are transcoded by quantization-

domain copy method (Section 4.3). KEY pictures are transcoded by the drift-free

single-loop based BL-copy architecture (Section 4.5). Details of proposed schemes

are explained in Section 4.4 and 4.5.

4.4 Non-KEY picture transcoding

The hierarchical prediction structure is maintained for non-KEY picture transcod-

ing, and predictions will not beyond GOP boundaries. MBs in non-KEY pictures

are transcoded differently according to their mode types.

4.4.1 Quantization-domain single-loop transcoding for IL R

esidual MBs

In this subsection, a special frequency-domain single-loop transcoding architecture

is derived for IL Residual transcoding. Let’s start from the drift-free SL architecture

as shown in Figure 4.2. Two signals 𝑠𝑛 and 𝑡𝑛 corresponding to the input and output

signals of the MCP loop are shown. The relation between them is shown in (4.1).

𝑡𝑛 = 𝑄2(𝑠𝑛 + 𝑇 (𝑀𝐶(𝑇−1(𝑠𝑛−1 −𝑄−1
2 (𝑡𝑛−1))))) (4.1)

Here the 𝑀𝐶(.) represents the motion compensation operation corresponding to

the bottom addition symbol in Figure 4.2. By assuming a distributive property for

quantization (which is actually not true; same implication for following “assuming”),

Equation (4.1) is modified to Equation (4.2).

𝑡𝑛 = 𝑄2(𝑠𝑛) +𝑄2(𝑇 (𝑀𝐶(𝑇−1(𝑠𝑛−1 −𝑄−1
2 (𝑡𝑛−1))))) (4.2)
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Figure 4.8: Quantization-domain single-loop (QDSL) transcoding architecture.

Then by assuming a commutative property between DCT transform and motion

compensation, Equation (4.2) is further modified to Equation (4.3), also based on

the fact that DCT transform is a lossless operation.

𝑡𝑛 = 𝑄2(𝑠𝑛) +𝑄2(𝑀𝐶(𝑠𝑛−1 −𝑄−1
2 (𝑡𝑛−1))) (4.3)

By assuming the commutative property between quantization and motion compen-

sation, Equation (4.3) is changed to Equation (4.4).

𝑡𝑛 = 𝑄2(𝑠𝑛) +𝑀𝐶(𝑄2(𝑠𝑛−1 −𝑄−1
2 (𝑡𝑛−1))) (4.4)

Finally, by applying the previously assumed distributive property of quantization

operation, Equation (4.5) is obtained.

𝑡𝑛 = 𝑄2(𝑠𝑛) +𝑀𝐶(𝑄2(𝑠𝑛−1)− 𝑡𝑛−1) (4.5)

Note that the second term of Equation (4.5) implies a motion compensation on

quantized transform coefficients, while in SL and SSL architectures motion compen-

sation is performed on pixel values and unquantized transform coefficients. The first

term is easily obtained by quantizing the input signal 𝑠𝑛. A corresponding archi-

tecture based on Equation (4.5) for IL Residual transcoding is shown in Figure 4.8.

This architecture is named “quantization-domain” single-loop (QDSL) transcoding

to emphasize the difference from existing frequency-domain architectures. Proposed

QDSL architecture eliminates DCT transforms and further reduces one inverse quan-

tization component comparing with the SSL architecture.

Figure 4.9 illustrates the motion compensation method in quantization domain.

𝑀𝐵𝑐𝑢𝑟 is the current MB to be coded and 𝑀𝐵𝑟𝑒𝑓 is the reference MB. Dotted lines
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are aligned MB boundaries. If the motion vector points to an intersection of dotted

lines, e.g. the intersection near the word “𝑀𝐵1”, then the prediction signal can

be easily decided as the quantized transform coefficients of 𝑀𝐵1. When the MV

does not point to an intersection, the prediction is composed by weighted sum of

several related MBs. 𝑀𝐵𝑖(𝑖 = 1..4) are MBs overrode by 𝑀𝐵𝑟𝑒𝑓 . The right sub-

figure in Figure 4.9 enlarges the overrode area consisting of 4 regions. The areas of

these regions are denoted by 𝐴𝑟𝑒𝑎𝑖(𝑖 = 1..4). Let 𝐶𝑜𝑒𝑓𝑓(𝑀𝐵𝑖) be the quantized

coefficients matrix of 𝑀𝐵𝑖. The prediction signal is generated by Equation (4.6).

Partition or sub-partition motion compensation is done in a similar way.

Figure 4.9: Quantization-domain MC.

𝑃𝑅𝐸𝐷 =

∑4
𝑖=1[𝐴𝑟𝑒𝑎𝑖 × 𝐶𝑜𝑒𝑓𝑓(𝑀𝐵𝑖)]

𝐴𝑟𝑒𝑎1 + 𝐴𝑟𝑒𝑎2 + 𝐴𝑟𝑒𝑎3 + 𝐴𝑟𝑒𝑎4
(4.6)

The false assumptions and MC approximations introduce errors which might

propagate through inter predictions, namely “drift” in transcoding field. However,

this drift problem is diminished by drift-free transcoding of KEY pictures (at GOP

boundaries). Frames within a GOP do not use frame outside this GOP as a reference,

and thus error propagation will be constrained within GOPs. Details of KEY picture

transcoding are explained in Section 4.5.

4.4.2 Quantization-domain intra prediction for IL Intra MBs

Similar to the derivation in previous subsection, Equation (4.7) can be obtained

for Figure 4.2 in the context of intra prediction. Here the 𝐼 𝑃𝑅𝐸𝐷(.) is the intra
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prediction operation. The second term implies quantization-domain intra prediction

(QDIP). Figure 4.10 gives the corresponding transcoding architecture. Since IL Intra

does not transmit intra prediction mode information in EL, the BL motion data is

reused.

Figure 4.10: Quantization-domain intra prediction (QDIP) transcoding architecture.

𝑡𝑛 = 𝑄2(𝑠𝑛) + 𝐼 𝑃𝑅𝐸𝐷(𝑄2(𝑠𝑛−1)− 𝑡𝑛−1) (4.7)

In the pixel domain, neighboring pixels are used to form an intra prediction.

But in quantization-domain where coefficients are concentrated in upper-left cor-

ner, extracting corresponding coefficients for those neighboring pixels is difficult. In

proposed transcoder, QDIP is accomplished by approximating the prediction sig-

nal using neighboring 4x4 blocks. Figure 4.11 shows the intra 16x16 prediction in

quantization domain. In the top-left sub-figure, 𝐵𝑖(𝑖 = 1..8) are the neighboring 4x4

blocks containing quantized coefficients. When intra 16x16 prediction mode is verti-

cal or horizontal, the prediction is formed by extending neighboring blocks along the

prediction direction, shown as the bottom-left and top-right sub-figures. For other

modes (DC/plane), the prediction shown as bottom-right sub-figure is formed by

averaging the vertical and horizontal predictions. 𝐵𝑖𝑗(𝑖 = 1..4, 𝑗 = 5..8) is defined in

Equation (4.8).

𝐵𝑖𝑗 = (𝐵𝑖 +𝐵𝑗)/2 (4.8)

Intra 4x4 predictions are processed as Figure 4.13. 𝐵𝑐𝑢𝑟 is the current 4x4 block

to be predicted and 𝐵𝑖(𝑖 = 1..4) are neighboring blocks. (𝑋,𝐴..𝐿) are positions used

for intra prediction in pixel domain. For mode 0, 1 or 8, the pixels used for intra
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Figure 4.11: Intra 16x16 prediction.

Figure 4.12: Intra 4x4 mode 3 prediction.

4x4 prediction belong to one particular neighboring block. This block is selected

to approximate the prediction signal. For mode 2 which uses the mean value of

(𝐴..𝐵, 𝐼..𝐿), the average of 𝐵2 and 𝐵4 is selected as the prediction. For the rest

modes, a weighted average of neighboring blocks is formed as the prediction. The

weight depends on how much one block contributes to the prediction signal. For

example, Figure 4.12 shows the mode 3 prediction (each square corresponds to

one pixel position), where there are totally 7 predictor values. Table 4.2 shows

the corresponding positions using these predictors. Function 𝐶𝑜𝑛(.) represents the

contribution of block 𝐵𝑖 to each predictor. It equals the sum of weights of 𝐵𝑖 pixels

used for the predictor, multiplied by the number of blocks using this predictor. For

example, in mode 3 the predictor (𝐶+2𝐷+𝐸)/4 uses 𝐶,𝐷 in 𝐵2 and their weights
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Table 4.2: Mode 3-7 predictions.

mode 3

Pixel no. 1 2,3 4,5,6 7,8,9,10 11,12,13 14,15 16 - - -

Predictor 𝐴+2𝐵+𝐶
4

𝐵+2𝐶+𝐷
4

𝐶+2𝐷+𝐸
4

𝐷+2𝐸+𝐹
4

𝐸+2𝐹+𝐺
4

𝐹+2𝐺+𝐻
4

𝐺+2𝐻+𝐻
4

- - -

Con(𝐵2) 1 2 9/4 1 0 0 0 - - -

Con(𝐵3) 0 0 3/4 3 3 2 1 - - -

mode 4

Pixel no. 7 6,13 2,8,14 1,5,12,16 3,9,15 4,11 10 - - -

Predictor 𝐵+2𝐶+𝐷
4

𝐴+2𝐵+𝐶
4

𝑋+2𝐴+𝐵
4

𝐴+2𝑋+𝐼
4

𝑋+2𝐼+𝐽
4

𝐼+2𝐽+𝐾
4

𝐽+2𝐾+𝐿
4

- - -

Con(𝐵1) 0 0 3/4 2 3/4 0 0 - - -

Con(𝐵2) 1 2 9/4 1 0 0 0 - - -

Con(𝐵4) 0 0 0 1 9/4 2 1 - - -

mode 5

Pixel no. 1,9 2,12 6,14 7 3,11 5,15 8,16 13 4 10

Predictor 𝑋+𝐴
2

𝐴+𝐵
2

𝐵+𝐶
2

𝐶+𝐷
2

𝐼+2𝑋+𝐴
4

𝑋+2𝐴+𝐵
4

𝐴+2𝐵+𝐶
4

𝐵+2𝐶+𝐷
4

𝑋+2𝐼+𝐽
4

𝐼+2𝐽+𝐾
4

Con(𝐵1) 1 0 0 0 1 1/2 0 0 1/4 0

Con(𝐵2) 1 2 2 1 1/2 3/2 2 1 0 0

Con(𝐵4) 0 0 0 0 1/2 0 0 0 3/4 1

mode 6

Pixel no. 1,8 2,13 6 7 3,12 5,14 4,15 9,16 10 11

Predictor 𝑋+𝐼
2

𝐼+2𝑋+𝐴
4

𝑋+2𝐴+𝐵
4

𝐴+2𝐵+𝐶
4

𝐼+𝐽
2

𝑋+2𝐼+𝐽
4

𝐽+𝐾
2

𝐼+2𝐽+𝐾
4

𝐾+𝐿
2

𝐽+2𝐾+𝐿
4

Con(𝐵1) 1 1 1/4 0 0 1/2 0 0 0 0

Con(𝐵2) 0 1/2 3/4 1 0 0 0 0 0 0

Con(𝐵4) 1 1/2 0 0 2 3/2 2 2 1 1

mode 7

Pixel no. 1 2,4 6,9 7,12 14 3 5,10 8,11 13,15 16

Predictor 𝐴+𝐵
2

𝐵+𝐶
2

𝐶+𝐷
2

𝐷+𝐸
2

𝐸+𝐹
2

𝐴+2𝐵+𝐶
4

𝐵+2𝐶+𝐷
4

𝐶+2𝐷+𝐸
4

𝐷+2𝐸+𝐹
4

𝐸+2𝐹+𝐺
4

Con(𝐵2) 1 2 2 1 0 1 2 3/2 1/2 0

Con(𝐵3) 0 0 0 1 1 0 0 1/2 3/2 1

are 1/4 & 2/4. Number of blocks using this predictor is 3 and thus the contribution

of 𝐵2 for this predictor is (1/4 + 2/4) × 3 = 9/4. The total contributions for 𝐵2

and 𝐵3 are 25/4 & 39/4, and thus the prediction is formed by (25/4×𝐵2 + 39/4×
𝐵3)/(25/4 + 39/4) = (25× 𝐵2 + 39× 𝐵3)/64. The predictions for other modes are

calculated similarly. The contributions for modes 3-7 are shown in Table 4.2, and

the final results are shown in Figure 4.13.

The proposed intra prediction approximations will introduce errors. However, as

explained in Section 4.1, these errors can be constrained within GOPs by drift-free

transcoding of KEY pictures (Section 4.5).

4.4.3 Quantization-domain copy for other MBs

For MBs with other coding modes (INTRA/INTER without ILP/IL Motion), a

quantization-domain copy (QDC) method is applied. Different from IL Residual or

IL Intra, for these modes the residual generation process in SVC is identical to

AVC encoding. The input MB is entropy decoded only, and the quantized residual

coefficients along with the motion data are copied into AVC bitstream directly. In

case of IL Motion, the motion data need to be reconstructed first, which is very

easy. Note that no re-quantization is performed here, and thus the residual is kept

accurate.
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Figure 4.13: Intra 4x4 prediction.

4.5 KEY picture transcoding

To constrain the propagation of errors caused by the false assumptions in QDSL

deduction and MC/intra prediction approximations , KEY pictures are transcoded

based on drift-free single-loop architecture. In hierarchical-P prediction structure,

MGS layer KEY pictures are predicted by base layer KEY pictures. However, after

transcoding the base layer pictures will be all discarded. Thus motion re-estimation

is necessary for these KEY pictures since a new reference picture must be selected.

In proposed transcoder, the previous MGS layer KEY picture is selected as the

reference picture (Figure 4.14). Two merits can be obtained by such selection. Firstly,

the prediction structure will remain as a single-layer hierarchical-P structure, by

which the temporal scalability is kept. Secondly, due to the high correlation between

MGS layer and base layer, the motion data from base layer prediction can be reused

for MGS layer.

The above discussion solves INTER MBs in MGS layer (INTER, IL Residual,

IL Motion). For IL Intra MB, the base layer prediction mode of current frame is

reused since there is no mode information transmitted in MGS layer. For INTRA

MB, the MGS layer mode is directly reused. The proposed single-loop based BL-

copy architecture is shown in Figure 4.15. The EL mode is checked to decide which

motion data to be utilized. Note that EL does not need inverse transform or motion

compensation. Partial decoding is also performed for BL decoding. Only MBs used

59



4. DRIFT CONSTRAINED FREQUENCY-DOMAIN SVC TO AVC
QUALITY HOMOGENEOUS TRANSCODING

Figure 4.14: Base layer copy.

Figure 4.15: Single-loop based BL-copy architecture.

for IL Residual and IL Intra predictions will be decoded. Besides, decoding of MBs

used for IL Residual prediction stops at position a since BL reconstruction signal is

not needed.

4.6 Simulation results

In this section, the proposed transcoder is applied to several publicly available se-

quences and the results are shown. Software implementation is based on the SVC

reference software JSVM (Joint Scalable Video Model). 12 sequences are encoded

with 3-layer MGS scalability, and then the encoded bitstreams are transcoded into

AVC format with highest MGS layer quality. 𝐴𝑘𝑖𝑦𝑜, 𝑝𝑎𝑛𝑧𝑜𝑜𝑚2, 𝑓𝑜𝑜𝑡𝑏𝑎𝑙𝑙 and 𝑏𝑢𝑠 are

CIF (352x288) sequences. 𝑐ℎ𝑒𝑒𝑟 𝑙𝑒𝑎𝑑𝑒𝑟𝑠 and 𝑓𝑙𝑜𝑤𝑒𝑟 𝑔𝑎𝑟𝑑𝑒𝑛 are VGA (640x480) se-
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quences. 𝑣𝑖𝑑𝑦𝑜1, 𝑣𝑖𝑑𝑦𝑜3, 𝑣𝑖𝑑𝑦𝑜4, 𝐹𝑜𝑢𝑟𝑃𝑒𝑜𝑝𝑙𝑒, 𝑝𝑎𝑟𝑘𝑟𝑢𝑛 and 𝑆𝑙𝑖𝑑𝑒𝐸𝑑𝑖𝑡𝑖𝑛𝑔 are 720p

(1280x720) sequences. For each sequence 150 frames are tested. In our experiments,

the QPs (quantization parameters) for input MGS bitstream encoding (SVC en-

coder) is set as 28 & 24 for base layer & MGS layer, and transcoder (AVC encoder)

QPs are selected as 20, 24, 28 and 32. The main configuration parameters are shown

in Table 4.3. All experiments are performed on an Intel Core 2 (2.67GHz) computer

with 2.0GB RAM.

Table 4.3: Experimental configurations

Parameters SVC encoding AVC encoding

Software Version JSVM 9.18 JSVM 9.18

AVCMode 0 1

FramesToBeEncoded 150 150

SymbolMode CABAC CABAC

Enable8x8Transform disabled disabled

CodingStructure Hierarchical-P Hierarchical-P

NumRefFrames 1 1

SearchMode 4 (FastSearch) 4 (FastSearch)

SearchRange
16 for CIF/VGA, 16 for CIF/VGA

32 for 720p 32 for 720p

Quantization Parameter 28 for BL, 24 for EL 20/24/28/32

Loop Filter enabled enabled

DisableBSlices 1 (B-slice disabled) 1 (B-slice disabled)

GOPSize 4 4

MGSVectorX(X=0,1,2) 3,3,10 -

InterLayerPred 2 (adaptive) -

AVCRewriteFlag 0 (disabled) -

Besides the proposed method, 4 methods are used for comparison - re-encoding,

motion reuse (MR), single loop (SL) and open loop (OL). The implementation of

re-encoding and OL methods are straightforward. The MR method is implemented

based on the mode mapping schemes in reference [40]. The SL method is imple-

mented based on reference [47].
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Table 4.4 shows the computational time comparisons. Three criteria are shown,

i.e., total transcoding time (C1), time saving (C2) and time per frame (C3). The

re-encoding method is selected as the comparison base, and the time saving for other

methods is calculated by comparing with re-encoding method. The bolded figures in

Table 4.4 show the time saving for our proposal relative to the re-encoding method,

as well as the processing time per frame. Time saving ranges from 96.3% up to

98.4%, and the average time saving is 97.4% corresponding to a 38.5 times speed-

up. Processing time per frame ranges from 490 ms down to 21 ms. Comparing with

MR and SL methods, proposed transcoder achieves averagely 11.2 and 4.8 times

speed-up respectively. OL method is about 3.3 times faster than proposed method.

Besides, the upper six sequences in Table 4.4 are videoconferencing-like sequences

with simple background, slow movement or PTZ (panning, tilting & zooming) cam-

era motions. The other six sequences are complex or fast sequences which rarely

appear in videoconferencing. The proposed transcoder gains more time saving for

the videoconferencing sequences than the other sequences. It saves averagely 98.1%

time for the upper 6 sequences and 96.7% time for the lower 6 sequences, i.e.,

proposed transcoder is 1.74 times faster for videoconferencing sequences than the

other sequences. The reason is that videoconferencing sequences usually contain

much AVC INTER coded MBs (without ILP) which will be copied directly (Section

4.4.3). With non-optimized pure software implementation on an desktop PC, down

to 21 ms and 247 ms delay can be achieved for videoconferencing sequences with CIF

and 720p resolutions respectively. For videoconferencing applications the minimum

acceptable delay is usually 200 ms [44], including the network transmission time.

With software optimization, more powerful processing unit and certain hardware

support, negligible single-digit delay can be achieved by proposed transcoder for

even 720p resolution.

Table 4.5 shows the BD (Bjøntegaard Delta [52]) performance for MR, SL, OL

& proposed method, all comparing with the re-encoding method. The two criteria

C4 & C5 are BDBR (BD bit-rate) & BDPSNR (BD peak signal-to-noise ratio) re-

spectively. The bolded figures in Table 4.5 show the coding efficiency performance of

proposed transcoder, resulting averagely 18.5% BDBR increase and 1.02 dB BDP-

SNR loss. This amount of coding efficiency loss is usually acceptable for transcoding

applications and does not introduce disturbing visual artifacts. This performance
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Table 4.4: Computational time comparisons.
Sequence

Re-encoding Motion Reuse Single Loop Open Loop Proposal

C1 C1 C2 C3 C1 C2 C3 C1 C2 C3 C1 C2 C3

akiyo 194.1 52.8 72.8 352 23.5 87.9 157 1.5 99.2 10 3.1 98.4 21

panzoom2 202.5 54.3 73.2 362 23.8 88.2 159 1.2 99.4 8 3.6 98.2 24

vidyo1 1942.4 563.9 71.0 3759 242.3 87.5 1615 14.2 99.3 94 3.9 97.9 266

vidyo3 1957.6 576.1 70.6 3840 244.4 87.5 1629 13.7 99.3 91 41.0 97.9 273

vidyo4 1948.1 570.0 70.7 3800 243.9 87.4 1626 14.7 99.2 98 42.2 97.8 281

FourPeople 1936.3 567.7 70.7 3784 247.7 87.2 1651 15.8 99.2 105 37.1 98.1 247

bus 230.3 62.3 72.9 415 26.2 88.6 175 1.9 99.1 13 6.9 97.0 46

football 239.8 74.5 69.0 497 33.2 86.2 221 2.0 99.2 13 8.8 96.3 59

cheer leaders 738.0 227.6 69.2 1517 97.6 86.8 651 6.9 99.1 46 25.2 96.6 168

flower garden 668.8 189.2 71.7 1261 80.3 88.0 535 5.7 99.1 38 20.3 97.0 135

parkrun 2209.3 666.5 69.8 4443 281.2 87.3 1875 18.3 99.2 122 73.5 96.7 490

SlideEditing 1940.2 572.7 70.5 3818 250.8 87.1 1672 17.5 99.1 117 65.9 96.6 439

average - - 71.0 - - 87.5 - - 99.2 - - 97.4 -

Criteria: C1: time(s), C2: time saving(%), C3: time/frame(ms)

is a little worse than the SL method while MR method has the best performance

among the 4 methods. OL method performs worst with mostly over 50% BDBR

increase and over 3 dB BDPSNR loss. Results in Table 4.5 show that proposed

transcoder performs better for videoconferencing sequences. The BDBR increase is

similar for top 6 sequences and lower 6 sequences, but the average BDPSNR loss

for videoconferencing sequences is only 0.71 dB while the average loss for other se-

quences is 1.33 dB. Similar to the computation time issue, the reason lies in the

large percentage of AVC INTER coded MBs which will be processed as specified in

Section 4.4.3. The quality for these MBs is well preserved. In order to give intuitive

comparisons, Figure 4.16 is provided which shows the R-D (rate-distortion) curves

for tested sequences. The results of 5 methods are shown, i.e., re-encoding, motion

reuse, single-loop, proposal and the open-loop methods. It is obvious that for all

sequences the re-encoding method performs best (topmost curve), following by MR,

SL and proposal curves sequentially with similar small gaps. OL method is much

worse than the other 4 methods, mostly 3 to 4 dB lower.

4.7 Conclusions

This chapter proposes an ultra-low-delay SVC-to-AVC MGS transcoder in frequency

domain. The KEY frames of input MGS bitstream are transcoded using a single-loop

based BL-copy transcoding architecture. Non-KEY frames are transcoded accord-

ing the MB mode types using very fast quantization-domain transcoding methods.

The resulted error is restricted within GOPs and no visual artifacts are introduced.
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(a) akiyo (b) panzoom2 (c) vidyo1

(d) vidyo3 (e) vidyo4 (f) FourPeople

(g) bus (h) football (i) cheer leaders

(j) flower garden (k) parkrun (l) SlideEditing

Figure 4.16: R-D curves comparison.
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Table 4.5: Coding efficiency comparisons.

Sequence
Motion Reuse Single Loop Open Loop Proposal

C4 C5 C4 C5 C4 C5 C4 C5

akiyo +4.8 -0.23 +9.9 -0.46 +282.6 -5.73 +16.3 −0.73

panzoom2 +4.5 -0.19 +8.1 -0.33 +173.9 -4.16 +14.9 −0.60

vidyo1 +6.1 -0.23 +11.8 -0.44 +190.7 -4.41 +24.4 −0.87

vidyo3 +4.2 -0.17 +9.8 -0.40 +174.6 -3.77 +19.9 −0.76

vidyo4 +6.8 -0.25 +10.4 -0.38 +158.8 -3.21 +18.7 −0.66

FourPeople +5.9 -0.26 +10.3 -0.43 +94.2 -2.78 +15.5 −0.62

bus +6.2 -0.42 +14.6 -0.91 +61.6 -3.66 +19.1 −1.19

football +7.5 -0.52 +13.5 -0.93 +73.9 -4.04 +25.4 −1.73

cheer leaders +6.2 -0.47 +10.4 -0.76 +63.8 -4.02 +17.4 −1.22

flower garden +7.2 -0.48 +12.9 -0.84 +120.5 -5.90 +19.8 −1.23

parkrun +4.6 -0.29 +10.2 -0.64 +109.5 -5.19 +17.3 −1.07

SlideEditing +4.3 -0.53 +7.0 -0.82 +49.2 -5.01 +13.8 −1.56

average +5.7 -0.34 +10.77 -0.61 +129.4 -4.32 +18.5 −1.02

Criteria: C4: BDBR(%), C5: BDPSNR(dB)

Simulation results show that proposed method gains 38.5 times speed-up compar-

ing with the re-encoding method with acceptable coding efficiency loss. Besides,

experiments show that proposed transcoder performs better for videoconferencing

sequences. The proposed transcoder is expected to play an importance role in a

hybrid videoconferencing application.
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Chapter 5

Mode mapping and MV

conjunction based SVC to AVC

quality heterogenous transcoding

5.1 Introduction

Recent representative works on SVC/AVC transcoding support the SVC scalability

in terms of temporal [37, 38], quality [23] and spatial [30, 39, 40]. For AVC-to-SVC

temporal transcoding, the pixel-domain methods give good performance in both time

reduction and coding efficiency [37, 38], since large portion of the motion data can

be reused directly. In literatures [23] the authors propose a fast AVC-to-SVC quality

transcoding method based on transform-domain approaches and achieve more than

99% time reduction compared with the full re-encoding method. A pixel-domain

AVC-to-SVC spatial transcoder is described in [39] which is mainly based on mo-

tion data adaptation and refinement. In [40] we further proposed a fast and effi-

cient AVC to SVC transcoding architecture based on pixel-domain mode-mapping.

SVC-to-AVC temporal transcoding is very nature by simple syntax adaptations. In

[30], a pixel-domain fast mode decision method is proposed for SVC-to-AVC spatial

transcoding. The original motion data from the input SVC bitstream are utilized to

speed up the AVC encoder mode decision process. Macroblocks (MBs) are classified

into three types and treated with different mode-mapping strategies. SVC-to-AVC

quality transcoding has not been thoroughly invested yet.
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Figure 5.1: Hierarchical-P SVC to hierarchical-P AVC transcoding.

In this chapter, we propose a 3-stage fast transcoding method for SVC to AVC

conversion with MGS scalability, targeting videoconferencing applications. In video-

conferencing, B-picture is rarely utilized due to its high latency. Instead, hierarchical-

P [44] structure is used for MGS-scalable SVC encoding. Mode and motion infor-

mation can be fully utilized if it is transcoded into AVC bitstream with the same

coding structure. However, the coding performance is very poor as will be revealed

in simulation section. To improve the coding efficiency, we transcode SVC bitstream

into IPPP structured AVC with multiple reference frames. In the first stage, mode

decision is accelerated by proposed SVC-to-AVC mode mapping scheme. In the sec-

ond stage, INTER motion estimation is accelerated by an optimized MV conjunction

method to construct the MV predictor, and the search range is reduced. In the last

stage, hadamard-based AZB detection is utilized for early termination of motion

estimation process.

The rest of this chapter is organized as follows. Section 5.2 shows the proposed 3-

stage transcoding method. Simulation results are given in Section 5.3 and conclusions

are drawn in Section 5.4.

5.2 Proposed 3-stage transcoder

Figure 5.1 & 5.2 shows two possible transcoding approaches depending on the en-

coded AVC coding structure. Both hierarchical-P coding structure and IPPP coding

structure are defined by the standard. Figure 5.1 shows the hierarchical-P transcod-
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Figure 5.2: Hierarchical-P SVC to IPPP AVC transcoding.

ing, and Figure 5.2 shows the IPPP transcoding. In hierarchical-P transcoding,

the AVC coding structure follows the same coding structure with SVC MGS layer.

Thus most of the input SVC mode/motion data are reusable, resulting in very fast

transcoding. However, the coding efficiency is much lower than IPPP transcod-

ing, which allows to achieve optimal result among multiple reference frames as

shown in Figure 5.2. The MGS layer of hierarchical-P structured SVC bitstream

is transcoded into IPPP structured AVC bitstream. To obtain higher coding ef-

ficiency, our transcoder is based on IPPP transcoding. It consists of 3 stages, as

explained in the following subsections.

5.2.1 SVC to AVC mode mapping

SVC introduces inter-layer predictions (ILP) while inheriting the conventional AVC

modes (INTER and INTRA). Three kinds of ILPs are used to explore the correlation

between layers, i.e., inter-layer residual, intra and motion predictions. These ILPs

will be denoted as IL Residual, IL Intra and IL Motion predictions hereafter.

IL Intra prediction predicts the original enhancement layer input picture using

the upsampled base layer reconstructed picture. IL Residual prediction predicts the

residual data generated by conventional INTER prediction. IL Motion prediction

tries to reduce the size of mode/motion data for INTER coded MBs. Detailed ex-

planations can be found in [1].

Among the three ILPs, IL Residual and IL Motion predictions are additional

refinements based on AVC INTER mode, while IL Intra prediction is totally inde-
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Figure 5.3: SVC to AVC mode mapping.

pendent from conventional AVC predictions. The coding modes in SVC are classified

into three groups, as shown in Table 5.1. Group A includes IL Intra only, for which

no mode/motion information is transmitted in MGS layer. Group B includes con-

ventional AVC INTRA mode only, for which intra partition and prediction mode

are transmitted. Group C includes conventional AVC INTER mode, IL Residual

and IL Motion predictions, for which inter partition and motion information are

transmitted.

Table 5.1: Group classification of SVC modes

Groups Included modes

G.A IL Intra

G.B INTRA

G.C INTER, IL Residual, IL Motion

These modes are mapped into AVC encoding process as shown in Figure 5.3,

and details are described in following paragraphs.

■ For group A: full motion estimation is executed since there is no mode/motion

information available to reuse.

■ For group B: since SVC follows the same INTRA coding process as AVC,
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Table 5.2: Most similar intra 4x4 directions
Intra 4x4 direction Most similar direction

DC -

vertical/vertical-right vertical-right/vertical

horizontal/horizontal-up horizontal-up/horizontal

diagonal down-left/vertical-left vertical-left/diagonal down-left

diagonal down-right/horizontal-down horizontal-down/diagonal down-right

the optimized intra partition and prediction mode are reused in AVC encoding.

To improve the accuracy, additional most similar mode are also examined if the

intra partition is 4x4 (except DC mode). As shown in Table 5.2, the pairs with

most similar directions are vertical/vertical-right, horizontal/horizontal-up, diagonal

down-left/vertical-left and diagonal down-right/horizontal-down.

■ For group C: similar to group B, the optimized inter partition and motion

vectors are reused for the corresponding reference picture. To improve the accu-

racy, motion vectors are used as the motion search start point, with a search range

of [-2,+2] for both x- and y-components. One special situation is that when the

current picture is a KEY picture, MGS layer pictures are not used as references. In

such case, the corresponding reference picture is set to be the MGS layer of previous

KEY picture, and the mode/motion data are set to the corresponding base layer

data.

5.2.2 Optimized MV conjunction

For group C modes in previous subsection, the partition/MV information is de-

duced from input SVC bitstream only for corresponding reference picture with

same coding structure. However, multiple reference pictures are used in proposed

transcoder. For the other reference pictures, an optimized MV conjunction scheme

is applied to construct the motion vectors. 16 MVs are deduced for each reference

picture, corresponding to the 16 4x4 blocks in current MB.

If the current picture is a KEY picture, the corresponding reference picture is

set to be the MGS previous KEY picture and mode/motion data are copied from

base layer. Thus for MGS layer every picture is “connected” with nearest previous
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KEY picture, as shown in Figure 5.4. For example, the frame 𝑖 is connected to 𝑖− 3
through 𝑖− 1.

Let frame 𝑖 in Figure 5.4 be the current picture to be coded. The current MB in

frame 𝑖 is first divided into 16 4x4 sized sub-blocks. For each MB in frame 𝑖, let the

𝑀𝑉 𝑗(𝑖,𝑖−1) be the MV of 4x4 sub-block 𝑗 (0 ≤ 𝑗 < 16) regarding reference picture

𝑖−1. The pointed location of𝑀𝑉 𝑗(𝑖,𝑖−1) in reference picture 𝑖−1 is checked, and the
MV of the block occupying this location is recorded as 𝑀𝑉 𝑗(𝑖−1,𝑖−3). If this block

contains no MV (INTRA or IL Intra coded), then zero MV is recorded. For each

sub-block 𝑗 (0 ≤ 𝑗 < 16), the MV regarding previous KEY picture (frame 𝑖 − 3)

𝑀𝑉 𝑗(𝑖,𝑖−3) is calculated by MV conjunction as Equation (5.1).

𝑀𝑉 𝑗(𝑖,𝑖−3) =𝑀𝑉 𝑗(𝑖,𝑖−1) +𝑀𝑉 𝑗(𝑖−1,𝑖−3) (5.1)

To calculate MVs for frame 𝑖 − 2, firstly MVs between frame 𝑖 and 𝑖 − 2 are

estimated as Equation (5.2). Then the 4x4 block pointed by 𝑀𝑉 𝑗
′
(𝑖,𝑖−2) is found.

Together with 8 surrounding 4x4 blocks, an optimization process is performed to

find the block which forms nearest MV with 𝑀𝑉 𝑗(𝑖,𝑖−3) by connecting frames 𝑖 and

𝑖−3 via 𝑖−2. Equation (5.3) shows the optimization problem statement. The optimal
4x4 sub-block 𝑘 is chosen to be the reference block in frame 𝑖− 2.

𝑀𝑉 𝑗
′
(𝑖,𝑖−2) =𝑀𝑉 𝑗(𝑖,𝑖−1) + 1/2×𝑀𝑉 𝑗(𝑖−1,𝑖−3) (5.2)

minimize
𝑘

∣𝑀𝑉 𝑗(𝑖,𝑖−3) −𝑀𝑉 𝑗
′
(𝑖,𝑖−2) −𝑀𝑉 𝑘(𝑖−2,𝑖−3)∣

subject to 0 ≤ 𝑘 < 9
(5.3)

Figure 5.4: MGS layer prediction structure.
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For frames 𝑖−4 and 𝑖−6, similar optimization is performed except the estimation
weight is adapted according to the frame distance with frame 𝑖. Equations (5.4) &

(5.5) show the estimations, and Equations (5.6) & (5.7) show the corresponding

optimization problem statement.

𝑀𝑉 𝑗
′
(𝑖,𝑖−4) =𝑀𝑉 𝑗(𝑖,𝑖−3) + 1/4×𝑀𝑉 𝑗(𝑖−3,𝑖−7) (5.4)

𝑀𝑉 𝑗
′
(𝑖,𝑖−6) =𝑀𝑉 𝑗(𝑖,𝑖−3) + 3/4×𝑀𝑉 𝑗(𝑖−3,𝑖−7) (5.5)

minimize
𝑘

∣𝑀𝑉 𝑗(𝑖,𝑖−3) +𝑀𝑉 𝑗(𝑖−3,𝑖−7) −𝑀𝑉 𝑗
′
(𝑖,𝑖−4)

−𝑀𝑉 𝑘(𝑖−4,𝑖−7)∣
subject to 0 ≤ 𝑘 < 9

(5.6)

minimize
𝑘

∣𝑀𝑉 𝑗(𝑖,𝑖−3) +𝑀𝑉 𝑗(𝑖−3,𝑖−7) −𝑀𝑉 𝑗
′
(𝑖,𝑖−6)

−𝑀𝑉 𝑘(𝑖−6,𝑖−7)∣
subject to 0 ≤ 𝑘 < 9

(5.7)

The frames 𝑖− 5 and 𝑖− 7 can be obtained easily by conjuncting other MVs, as
shown in Equations (5.8) & (5.9). Thus for each reference frame, MVs for all 4x4

sub-blocks can be obtained.

𝑀𝑉 𝑗(𝑖,𝑖−5) =𝑀𝑉 𝑗(𝑖,𝑖−4) +𝑀𝑉 𝑗(𝑖−4,𝑖−5) (5.8)

𝑀𝑉 𝑗(𝑖,𝑖−7) =𝑀𝑉 𝑗(𝑖,𝑖−3) +𝑀𝑉 𝑗(𝑖−3,𝑖−7) (5.9)

INTER prediction is then performed based on these MVs. All the INTER par-

titions are examined, and the MV for each sub-partition is formed by averaging the

4x4 block MVs within this sub-partition. Also a search range of [-2,+2] is applied

to refine the coding performance.

5.2.3 Hadamard-based early termination

In [54] we proposed a hadamard-transform based all zero block detection method

for AVC. It is utilized in our transcoder to early terminate motion estimation. The
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Figure 5.5: Overall proposed scheme.

hadamard transform coefficients are compared with a threshold. If all the coefficients

are smaller than the threshold, the block is considered to be an AZB. The threshold is

defined as Equation (10), where 𝑞𝑝 𝑟𝑒𝑚 = 𝑄𝑃%6, 𝑞𝑝 𝑏𝑖𝑡𝑠 = 𝑄𝑃/6+15, 𝑞𝑝 𝑐𝑜𝑛𝑠𝑡 =

(1 << 𝑞𝑝 𝑏𝑖𝑡𝑠)/6 and 𝑞𝑢𝑎𝑛𝑡 𝑐𝑜𝑒𝑓𝑓 is the scaling matrix defined by AVC standard.

𝑇ℎ =
2𝑞𝑝 𝑏𝑖𝑡𝑠 − 𝑞𝑝 𝑐𝑜𝑛𝑠𝑡

𝑞𝑢𝑎𝑛𝑡 𝑐𝑜𝑒𝑓 [𝑞𝑝 𝑟𝑒𝑚][0][0]
(5.10)

5.2.4 Overall scheme

Overall proposed scheme is shown in Figure 5.5. Depending on the mode of input

SVC bitstream MB, proposed sub-schemes are applied accordingly. Note that for

group C, actually multiple reference frames are examined at “𝑐𝑜𝑟𝑟𝑒𝑠𝑝𝑜𝑛𝑑𝑖𝑛𝑔 𝑟𝑒𝑓. 𝑓𝑟𝑎𝑚𝑒?”

phase. To better illustrate this matter, pseudo code of proposed scheme is shown as

Algorithm 1 for reference.
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Algorithm 1 Proposed transcoding scheme

if (mode == IL Intra) then

Full motion estimation;

else if (mode == INTRA) then

mode == DC ? DC : (paired modes);

else

Set search range = 2;

Set motion data = MGS layer data;

ME for corresponding reference frame

AZB check;

if (isAZB == true) then

return;

end if

for (rest reference frames) do

MV conjunction;

ME for current reference frame;

AZB check;

if (isAZB == true) then

return;

end if

end for

end if
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Table 5.3: Experimental configurations

Parameters SVC encoding AVC encoding

Software Version JSVM 9.18 JSVM 9.18

AVCMode 0 1

FramesToBeEncoded 150 150

SymbolMode CABAC CABAC

Enable8x8Transform disabled disabled

CodingStructure Hierarchical-P IPPP

NumRefFrames - 5

SearchMode 4 (FastSearch) 4 (FastSearch)

SearchRange
16 for CIF/VGA, 16 for CIF/VGA

32 for 720p 32 for 720p

SearchFunc hadamard hadamard

Quantization Parameter 28 for BL, 24 for EL 20/24/28/32

Loop Filter enabled enabled

DisableBSlices 1 (B-slice disabled) 1 (B-slice disabled)

GOPSize 4 4

MGSVectorX(X=0,1,2) 3,3,10 -

InterLayerPred 2 (adaptive) -

AVCRewriteFlag 0 (disabled) -

5.3 Simulation results

In this section, the proposed transcoder is applied to several publicly available se-

quences and the results are shown. Software implementation is based on the SVC ref-

erence software JSVM (Joint Scalable Video Model). 12 sequences are encoded with

3-layer MGS scalability, and the highest MGS layer is transcoded into AVC format.

𝐴𝑘𝑖𝑦𝑜, 𝑝𝑎𝑛𝑧𝑜𝑜𝑚2, 𝑓𝑜𝑜𝑡𝑏𝑎𝑙𝑙 and 𝑏𝑢𝑠 are CIF (352x288) sequences. 𝑐ℎ𝑒𝑒𝑟 𝑙𝑒𝑎𝑑𝑒𝑟𝑠 and

𝑓𝑙𝑜𝑤𝑒𝑟 𝑔𝑎𝑟𝑑𝑒𝑛 are VGA (640x480) sequences. 𝑣𝑖𝑑𝑦𝑜1, 𝑣𝑖𝑑𝑦𝑜3, 𝑣𝑖𝑑𝑦𝑜4, 𝐹𝑜𝑢𝑟𝑃𝑒𝑜𝑝𝑙𝑒,

𝑝𝑎𝑟𝑘𝑟𝑢𝑛 and 𝑆𝑙𝑖𝑑𝑒𝐸𝑑𝑖𝑡𝑖𝑛𝑔 are 720p (1280x720) sequences. For each sequence 150

frames are tested. In our experiments, the QPs (quantization parameters) for input

MGS bitstream encoding (SVC encoder) is set as 28 & 24 for base layer & MGS

layer, and transcoder (AVC encoder) QPs are selected as 20, 24, 28 and 32. The main

configuration parameters are shown in Table 5.3. All experiments are performed on

an Intel Core 2 (2.67GHz) computer with 2.0GB RAM.

76



5.3 Simulation results

Table 5.4: Performance comparison.

Sequence
Hierarchical-P transcoding Proposal

BDBR(%) BDPSNR(dB) Δ time(%) BDBR(%) BDPSNR(dB) Δ time(%)

akiyo +6.69 -0.41 -96.1 +0.59 -0.038 -94.7

panzoom2 +8.81 -0.44 -95.3 +1.09 -0.052 -93.2

vidyo1 +4.12 -0.22 -96.2 +0.47 -0.033 -94.5

vidyo3 +4.94 -0.35 -95.9 +0.59 -0.062 -93.4

vidyo4 +3.83 -0.23 -96.6 +0.49 -0.043 -95.7

FourPeople +4.65 -0.32 -95.6 +0.48 -0.057 -94.3

bus +21.29 -1.42 -87.3 +2.05 -0.131 -82.1

football +18.43 -1.07 -88.7 +1.88 -0.122 -80.5

flower garden +15.29 -0.72 -91.6 +1.79 -0.085 -88.3

cheer leaders +11.36 -0.67 -93.7 +1.28 -0.103 -89.5

parkrun +10.63 -0.61 -90.0 +1.67 -0.090 -84.3

SlideEditing +16.13 -0.97 -90.2 +1.47 -0.125 -85.0

average +10.51 -0.62 -93.1 +1.15 -0.078 -89.6

Table 5.4 shows the coding performance and time cost comparisons. Cascaded

decoder-encoder IPPP transcoding method is selected as the basis for comparison.

Besides our proposed transcoder, the hierarchical-P transcoding with full mode/motion

reuse are also examined. Bjøntegaard Delta are used as the coding performance

evaluation metric. The results show that proposed transcoder achieves very similar

coding efficiency to IPPP transcoding. Only 1.15% BDBR increase and 0.078 dB

BDPSNR decrease are found averagely, which is much better than the hierarchical-P

transcoding. Time saving of our proposal ranges from 80.5% up to 95.7%, and the

average time saving is 89.6% corresponding to a 9.6 times speed-up. Hierarchical-P

transcoding is 1.5 times faster than our proposal, but with significant coding effi-

ciency loss. Besides, the upper six sequences in Table 5.4 are videoconferencing-like

sequences with simple background, slow movement or PTZ (panning, tilting & zoom-

ing) camera motions. The other six sequences are complex or fast sequences which

rarely appear in videoconferencing. The proposed transcoder gains more time sav-

ing for the videoconferencing sequences than the other sequences. It saves averagely

94.3% time cost for the upper 6 sequences and only 85.0% for the lower 6 sequences,

i.e., proposed transcoder is 2.6 times faster for videoconferencing sequences than

the other sequences. The reason is that non-videoconferencing sequences contain

many details and large portion of INTRA modes which deteriorates the effect of our

proposed mode-mapping and MV conjunction schemes.

To illustrate the coding performance comparison intuitively, Figure 5.6 shows the
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R-D curves where the coding efficiency is improved a lot by our proposal comparing

with hierarchical-P transcoding. The R-D curves of proposed method are very near

the ideal case of re-encoding by cascaded decoder-encoder.

5.4 Conclusions

This chapter proposes a 3-stage SVC-to-AVC MGS transcoder. In the first stage,

mode decision is accelerated by proposed SVC-to-AVC mode mapping scheme. In

the second stage, INTER motion estimation is accelerated by an optimized motion

vector conjunction method to predict the MV with a reduced search range. In the

last stage, hadamard-based all zero block detection is utilized for early termination.

Results show that proposed transcoder achieves similar coding efficiency to optimal

result, and the time saving is averagely near 90%.
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(a) akiyo (b) panzoom2 (c) vidyo1

(d) vidyo3 (e) vidyo4 (f) FourPeople

(g) bus (h) football (i) flower garden

(j) cheer leaders (k) parkrun (l) SlideEditing

Figure 5.6: R-D curves comparison.
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Chapter 6

Conclusions and Future Works

In this dissertation, low-complexity transcoding techniques between H.264/SVC and

H.264/AVC are proposed. The targeting application is videoconferencing. The

target is to enable communication for hybrid videoconferencing scenarios with both

SVC and AVC systems. The proposals in this dissertation are expected to be ready

for industrial videoconferencing applications. The whole dissertation is divided into

4 main parts.

Firstly, a low-complexity H.264/AVC to H.264/SVC transcoder with spatial scal-

ability is proposed based on coarse-level mode-mapping (CLMM). A novel one-to-

many mode-mapping strategy is proposed at a coarser level based on the informa-

tion of co-located macroblock (MB) in base layer. The whole AVC to SVC spatial

transcoder is composed by following steps. First, mode skipping schemes are per-

formed, including motion estimation (ME) skipping and probability-based mode

control. Second, mode-mapping is performed based on CLMM schemes. Finally,

motion vector (MV) refinement is applied in order to further reduce the complexity.

Simulation results show that proposed SVC to AVC spatial transcoder achieves up

to 92.6% time saving with insignificant coding efficiency loss.

Secondly, a low-complexity H.264/SVC to H.264/AVC transcoder with spatial

scalability is proposed based on hybrid-domain transcoding with drift compensa-

tion. In proposed transcoder, MBs are classified into two types and optimal data

reuse methods are applied accordingly in different domains. In the pixel domain,

only mode and motion informations are reused. In the frequency domain, residual

information is also reused. This architecture results in unsynchronized predictors
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and causing drift problem. Compensation techniques are proposed for I frame and P

frame accordingly. Simulation results show that proposed transcoder achieves aver-

agely 96.4% time saving and 0.1-0.5 dB quality gain comparing with a representative

conventional work.

Thirdly, a frequency-domain H.264/SVC to H.264/AVC transcoder with quality

scalability is proposed targeting at ultra low delay. The key proposal is the approx-

imation scheme of motion compensated prediction (MCP) at quantized coefficients

level. Using the approximation, transform operations are avoided, resulting in ex-

tremely fast transcoding. To constrain the drift error, the KEY picture sequence

with lowest temporal layer id is transcoded using drift-free schemes. The time sav-

ing is 97.4% averagely, with a 21 ms and 247 ms delay for CIF and 720p sequences

respectively.

Finally, a mode-mapping and MV conjunction based H.264/SVC to H.264/AVC

transcoder with quality scalability is proposed. Comparing with the scheme in the

third part, better coding efficiency is obtained. The key proposal is the realization of

mode/motion reuse for heterogeneous coding structures. The input SVC bitstream

is hierarchical-P structured while AVC encoded bitstream is IPPP structured. Sim-

ulation results show that proposed transcoder achieves averagely 89.6% time saving

with only 0.078 dB quality loss.

Three main future works are remaining to be done. First, fast and efficient AVC

to SVC quality transcoding approaches will be examined. Second, after finishing

AVC to SVC quality transcoding, system integration will be completed by combining

all the works. Third, subjective evaluations are needed to verify the true visual

effects of each proposal for practical applications, and trade-off between complexity

and performance should be made based on not only objective but also subjective

measures.
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