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Abstract

The use of tablet devices is widely spreading due to an increasing demand for
mobile computing. These devices employ a multi-touch interface whose users can nav-
igate information by touching directly on the display; however, while the current inter-
face is suitable for navigating information, it is unsuitable for inputting information
such as diagrams and free-form note-taking. A promising technology to solve this prob-
lem is pen-based computing, which enables the use of a stylus on a device’s display.
Previous proposals about interaction techniques of pen-based computing enable to im-
plement extra functions like information retrieval. However, they can reduce the
learnability of the systems using the techniques because the techniques require users to
remember extra gestures besides paper-based handwriting interactions. In addition,
proposed recognition techniques of handwritten data mainly focused on visible hand-
written data while “invisible” handwritten data such as pressure and velocity have a
potential to extract effective information.

This thesis therefore proposes the new technologies in such digital handwriting
environments from two points of view: (1) the user interfaces of digital handwriting that
increases the learnability of the systems to detect user’s intentions, and (2) the data
analysis methods to extract effective information from invisible handwritten data. As
the study of the user interfaces, Part I focuses on document annotation on electronic
documents, such as information-appending and emphasizing contents by handwriting.
Part I first proposes the recognition model for handwritten annotation of electronic
documents to help users to annotate documents and to search documents towards in-
telligent user interfaces. The study found the proposed model can find user’s con-
tent-targeting intention for 95% precision, and estimate targeted contents for 70 to 88%
accuracy. Based on the recognition model, the rest of Part I proposes two applications.
The first is the “Intelligent Ink Annotation Framework,” supporting handwritten an-
notation of electronic documents. This framework enables improved availability of an-
notation data without users’ undue overhead. User study found proposed framework
was preferred to 75% of participants. The other is “EA Snippets,” which refers to the
thumbnails and text snippets of handwritten notebooks. The snippets are generated by
summarizing handwritten documents based on emphasis annotation by users. The user
study found proposed snippets improve search time 42% faster on average.

Part II focuses on the extraction of effective information from digital handwritten
data. Online handwritten data, which are obtained by computers, include additional
features—such as pressure and velocity—that cannot be obtained from paper-based

handwriting. Such data provide the potential to extract effective information. Part II
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describes two methods for extracting effective information from online handwritten
data. One method involves extracting the psychological state of students. Students’
psychological information is indispensable for teachers to know the understanding lev-
els of the students and to teach them appropriately based on their understanding. This
method detects the psychological state of students, such as frustration and the need for
help, from online handwritten data. The experiments showed proposed method detects
the frustration in 87% precision and 90% recall. The other method involves the estima-
tion of human memory levels. Rote learning, which is a memorization technique based
on repetition, such as the memorization of Chinese characters and English words by
Japanese students, is required to grasp the incompletely memorized items for efficient
memorization since learning completely memorized items wastes time. This method
estimates people’s degrees of human memory by using their online handwritten data to
determine the most effective rote learning system. The experiments showed proposed
model achieved the best performance with 0.69 F-value.

Finally, this thesis describes the conclusions of each part and discusses the future

direction of this research area.
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Introduction

1.1. Introduction

Both the mouse and keyboard have been adopted as the input devices of personal
computers from the advent of the Graphical User Interface (GUI) that consists of Win-
dows, Icons, Menus, and Pointer (WIMP). The mouse is mainly used for navigating in-
formation on personal computers, and the keyboard is used for inputting information.
On the other hand, the use of tablet devices has been widely spreading in recent years
since the demand of mobile computing is increasing. The investigator says the increases
in worldwide tablet shipments will outgrow increases in traditional Personal Computer
(PC) shipments!.

The input device for a tablet PC adopts a multi-touch interface by which users
can navigate information by touching directly on the display. In the multi-touch inter-
face on a tablet device, users navigate information by touching displayed objects and
input information by touching the keyboard displayed on the display; however, the in-
terface 1s unsuitable for inputting information such as diagrams and free-form
note-taking. A promising technology to solve this problem is pen-based computing,
which uses a pen for inputting information to a computer.

Previous fundamental research related to pen-based computing can be clas-
sified into two types. One is the recognition of handwritten data such as characters
[1] [2] [3], mathematics [4] [5] [6] and diagrams [7] [8] [9]. The other is an interac-
tion technique like using additional sensors [10] [11] [12] [13] and gestures [14] [15]
[16]. These studies enable 1) computers to understand what users write to comput-
ers, and 2) users to use handwriting on computers without impairing current GUI
functions.

While the above techniques can achieve effective functions such as information
retrieval and interactive document navigation, it reduces the learnability of the digital
handwriting interface than paper-based handwriting because it requires users more
complicate operation. For example, traditional handwriting annotation systems on
electronic documents, which are one of the common use cases of digital handwriting,
require users to indicate computers what users want to do like underlining content and
adding comments by using some interactive techniques mentioned above in 2) to recog-

nize annotation information. Part I of this thesis therefore proposes the interface that

L Gartner Says Worldwide Traditional PC, Tablet, Ultramobile and Mobile Phone Shipments to Grow
4.2 Percent in 2014, “http://www.gartner.com/newsroom/id/2791017.”
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helps users to perform digital handwriting to detect user’s intentions. Proposed
framework detects user’s intention of digital handwriting annotation automatically, and
then support user’s input to reduce learnability of the interface.

On the other hand, most of past recognition methods of digital handwritten data,
which is mentioned above in 1), are focused on visible handwriting data. In digital
handwriting environment, however, computers also obtain “invisible” handwritten data
like a pressure factor and velocity. These invisible handwritten data have a potential to
extract effective information like [17]. Therefore, Part II of this thesis also attempt to
extract effective information from invisible handwritten data in educational situations
that is frequently used in handwriting. The proposed techniques detect a psychological

state of students and estimate human memory level.

1.2. Contributions

This thesis proposes the technologies in a digital handwriting environment from
two points of view: (1) the user interfaces of digital handwriting that increases the
learnability of the systems to detect user’s intentions, and (2) the data analysis methods
to extract effective information from invisible handwritten data. The contributions are

described as follows:

® Part I: User Interfaces for Handwriting Annotation
1) Chapter 2: A Recognition Model for Handwritten Annotation
<~ Proposing the model that detects information-appending and con-
tent-targeting annotation.
< Helping users with annotation and improving availability on elec-
tronic documents.
2) Chapter 3: An Intelligent Ink Annotation Framework (ITA Framework)
< Proposing the application framework using the proposal in 1).
< Increasing the learnability of annotation systems to detect annota-
tion behavior automatically.
3) Chapter 4: Snippets for Handwritten Documents
< Proposing the application snippets using the proposal in 1).
< Summarizing handwritten documents based on emphasis annota-
tion.
< Improving the search performance of handwritten notebooks.
® Part [I: Data Analysis for Extractive Effective Information
1) Chapter 2: A Psychological State Detection of Students

2



< Extracting the psychological state of students such as frustration
and need help
< Decreasing the burden of teachers grasping the understanding of
students
2) Chapter 3: An Estimation of Human Memory Level
< Estimating the degree of human memory of the specific memorizing
item.

< Improving the efficiency of rote learning

1.2.1. User Interfaces for Handwriting Annotation (Part I)

Part 1 focuses on handwritten document annotation, such as infor-
mation-appending and emphasizing contents of electronic documents. First the recog-
nition model of handwritten annotation of electronic documents is proposed to help us-
ers both to annotate documents and to search documents towards intelligent user in-
terfaces. The applications of digital handwriting document annotation require the ac-
curate recognition of the user’s selected range on documents; however, there is no re-
search recognizing the strict user’s selected range of documents, while traditional heu-
ristic methods can recognize the rough user’s selected range. Therefore, the goal of Part
I is proposing the recognition model that uses the collected human annotation data.

In Part I two applications using the recognition model are also proposed. The first
is the “Intelligent Ink Annotation Framework,” supporting handwritten annotation of
electronic documents. Traditional handwriting annotation systems require users to
perform system-defined gestures and additional operations such as menu selection. The

framework enables improved availability of annotation data without users’ undue

(Chapter 3) (Chapter 4)

IIA Framework EA Snippets

Intelligent handwriting annotation Thumbnails of handwritten documents
framework for enhancing usability. for enhancing retrieval effectiveness.

(Chapter 2)
Recognition Model for Handwriting Annotation
Recognizing information-appending and content-targeting annotation

on electronic documents.

Figure 0.1 Architecture of Part I



overhead. The other is “EA Snippets,” which refers to the thumbnails and text snippets
of handwritten notebooks. While there is research about the snippets of images and Web
pages, the proposed methods of the research cannot be applied to handwritten data. The
proposed snippets are generated by summarizing handwritten documents based on
emphasis annotation by users and will improve the search performance of digital

handwritten notebooks.

1.2.2. Data Analysis for Extracting Effective Information (Part Il)

Part II focuses on the extraction of effective information from digital handwritten
data. Online handwritten data, which are obtained by computers, includes additional
features—such as pressure and velocity—that cannot be obtained from paper-based
handwriting. Such data provide the potential to extract effective information. Part II
proposes two methods for extracting effective information from online handwritten da-
ta.

One method involves extracting the psychological state of students. Students’
psychological information is indispensable for teachers both to know the understanding
levels of the students and to teach them suitably for their understanding; however, the
traditional studies did not try to detect such information from online handwritten data
although previous studies revealed the extraction of cognitive load from online hand-

written data. The proposed method detects the psychological state of students, such as

Online Handwritten Data

(Chapter 2)

Psychological State of Students
% Extracting the psychological state of students such as frustration
and the need for help for supporting teachers and ITS.

(Chapter 3)

Human Memory Level
a Estimating the degree of human memory of the specific

memorizing item for improving efficiency of rote learning.

Figure 0.2 Architecture of Part II



frustration and the need for help, from online handwritten data.

The other method involves the estimation of human memory levels. Rote learning,

which 1s a memorization technique based on repetition, such as the memorization of

Kanji and English words by Japanese students, is required to grasp the incompletely

memorized items for efficient memorization since learning completely memorized items

wastes time. The handwriting behavior of learners has the potential to improve the

estimation of human memory levels, whereas traditional research detects these levels

by using the results of recall tests and subjective evaluations. This method estimates

people’s degrees of human memory by using their online handwritten data to determine

the most effective rote learning system.

1.3. Outline of this Thesis

The remainder of this thesis is organized as follows:

® Partl

>

Chapter 1 describes the introduction of the user interfaces of digital

handwriting annotation.

» Chapter 2 describes the recognition model for handwriting annotation on
electronic documents.

> Chapter 3 describes Intelligent Ink Annotation Framework (IIA
Framework) using the recognition model.

» Chapter 4 describes the EA Snippets that show the thumbnails and text
snippets summarized by emphasis annotation using the recognition
model.

» Chapter 5 describes the conclusion of the part.

® Partll

» Chapter 1 describes the introduction of the data analysis for effective
information extraction.

» Chapter 2 describes the extraction of students’ psychological state

» Chapter 3 describes the estimation of human memory level

» Chapter 4 describes the conclusion of the part.






Part I.
User Interfaces for Digital
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Chapter 1. Introduction

This part focuses on the handwriting document annotation on electronic docu-
ments such as information-appending and content-targeting. Due to the development of
digital handwriting environment like tablet PC, we can annotate electronic documents
by handwriting as well as on paper-based document. While such development has a
potential to enhance the performance of information retrieval, there are two research
questions: (1) how annotation system is required to achieve the enhancement without
degrading usability, and (2) how information retrieval interface is required to achieve
the enhancement. This part proposes two kinds of applications to answer these ques-
tions followed by proposing the recognition model of user’s intention for handwriting
document annotation.

At first, Chapter 2 proposes the recognition model of handwritten annotation on
electronic documents to help users both to annotate documents and to search documents.
These applications require the accurate recognition of the user’s selected range on
documents. However, traditional heuristic methods recognize the rough user’s selected
range. Therefore, the part proposes the recognition model that uses the collected human
annotation data, and then recognizes accurate selected range on documents.

Based on the recognition model, the rest of this part describes two proposals. One

is the intelligent ink annotation framework supporting handwriting annotation on

electronic documents described in Chapter 3. Traditional handwriting annotation sys-
tem requires users to perform system-defined gesture and additional operations such as
menu-selection. The framework enables to improve availability of annotation data
without user’s undue overhead.

The other is the EA Snippets that show the thumbnails and text snippets of

handwritten notebooks described in Chapter 4. Previous studies generating the snip-

pets of images and web pages cannot be applied to handwritten data. The proposed
snippets are generated by summarizing handwritten documents based on the emphasis
annotation by users, and then improve search performance of digital handwritten

notebooks.



Chapter 2. Recognition Model for Handwriting

Annotation System

2.1. Introduction
Document annotation, such as appending information to books and printed
documents by readers, is important interaction between human and documents [18].
Especially, handwriting annotation, which represents information-appending or em-
phasizing contents like underline and enclosure by handwriting, is indispensable since
it is used in many situations such as document understanding, editing and proofing.
The process of document annotation can be divided into two steps:
1) Content-targeting
means the behavior such that a reader selects the range of contents to em-
phasize or append information.
2) Information-appending
means the behavior such that a reader writes information to append com-

ments and diagrams.

Content-targeting is like underlines and enclosures when we perform on pa-
per-based notebook. Information-appending is like writing text and diagrams.

On the other hand, we commonly perform content-targeting and infor-
mation-appending by using mouse and keyboard that are input devices of computer
instead of using a stylus in handwriting annotation on electronic documents [19]. It is
important to make a connection between appended information and selected range of
contents in this kind of annotation on electronic documents. This is because the con-
nection results in realizing the applications such as information retrieval and infor-
mation navigation [20].

There are some researches about an interface for handwriting document annota-
tion on electronic documents using the advantages of an electronic display [21] [22] [23]
[24] [25] since there is a study reporting the inefficiency of document annotation using a
keyboard and mouse compare with handwriting [26]. However, such researches related
to handwriting annotation on electronic documents revealed the problem about the
recognition of the target range on contents to emphasize and to append information to
make a connection between annotating or emphasizing information and the target

range of contents.
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This chapter therefore proposes the recognition model of handwriting annotation
on electronic documents. The proposed model recognizes the followings:

1) Divide handwritten  strokes into  content-targeting and  infor-

mation-appending.
2) Recognize the selected regions intended by handwritten annotations. i.e., the

selected range intended by underline.

The recognition model enables to make a connection between appending hand-
written information and indicated contents on electronic documents without additional

special operations by users.

2.2. Related Work

The recognition model proposed in this chapter aims at making a connection
between targeted contents by handwriting and appended handwritten comments on
electronic documents. This section initially describes investigational studies of hand-
writing annotation on paper-based documents to define what kind of annotation the
proposed model recognizes. Next section describes the studies mentioned to handwrit-
ing annotation on electronic documents to describe the position of the proposed recog-

nition model.

2.2.1. Handwriting Annotation for Paper-based Documents
Marshall et al. reported the investigation of handwriting annotation, “telegraphic”
and “explicit”, on the text [18]. The investigation was undertaken on university’s classes
of language, history, mathematics and chemistry.
1) Telegraphic
Notes like underline and enclosure on text; brackets (we call vertical), sym-
bol and arrows on margin.
2) Explicit
Notes like comments and translation on text; comments which cannot in-

clude on text.

On the other hand, Wang et al. [27] argue following two categories of annotation
functions:
1) Actionable
The annotation indicating editorial operation such as insert, delete, move

and replace.

11



2) Non-Actionable
The annotation for information-appending such as an explanatory note,

summarization, emphasis and comments.

2.2.2. Recognition of Handwriting Annotation on Electronic Documents

There are some researches related to the recognition of handwritten annotation
on electronic documents [28] [29] [27] [30] [31].

Schilit et al. [28] and Olsen et al. [29] proposed the method to generate captured
images around handwritten annotation on electronic documents in their system to de-
tect handwriting annotation. Schilit et al. [28] proposed the system of active reading on
electronic documents, then produced thumbnail images to extract around annotated
area on the document in their system. The thumbnail is produced by expanding the
bounding box of handwritten strokes simply to include their annotated contents. They
also mentioned the way extracting a search keyword underlined by a stylus. However,
they did not mention the detail of the method to recognize selected characters from a
handwritten stroke. Olsen et al. [29] proposed the system that enables to annotate
comments by handwriting on the various contents displayed by computer such as
emails and web browsers, and that accumulates the data. Their proposed system in-
cludes the method extracting annotated area on the document. The method achieved
extraction of annotated area according to their defined heuristic rule of searching an-
notated contents by image processing techniques.

On contrast, Wang et al. [27] described the method to recognize handwritten
annotation on free-form notebooks. They extracted the semantic features that have
relationships between handwritten annotation and elements of notebook contents, in
addition to the shape features described in the research by Fonseca et al. [32], then
recognized handwritten annotation using machine learning method. Wang et al. achieve
the detection of free-form handwritten annotation same on paper-based documents with
high accuracy by using the method.

In addition, there is the Reflow Problem so that the consistency of handwritten
annotation positions cannot be maintained with changing layouts of document contents
in handwriting annotation on electronic documents, which can be changed with layouts
dynamically. Bargeron et al. [33] mentioned the necessity to recognize the relationships
between handwritten annotation and selected contents of documents to propose the
framework to solve such problem. In the researches dealing with the Reflow Problem,
Golovchinsky et al. [30] and Shilman et al. [31] mentioned the recognition of handwrit-

ten annotation. Golovchinsky et al. [30] proposed the method to reallocate handwritten

12



annotation on electronic documents with the change of layouts. The method makes a
connection between the selected range of text on documents and handwritten annota-
tions by the heuristic method using location relationships between handwritten stroke
and content of document, according to the process defined per each type of handwritten
annotation. Shilman et al. [31] proposed the method to classify handwritten annotation
strokes into content-targeting, remarks and comments by using context features and
features compared with ideal shapes. They described the method solving Reflow Prob-
lem by using the results of recognition.

As previously noted, there are two approaches to detect content-targeting anno-
tations. One is heuristic approach [28] [29] [30], while the other is learning approach
using collected handwritten data [27] [31]. Proposed method adopts learning approach
using handwritten data to use shape features and semantic features mentioned in [27]
[31]. Furthermore, there are two approaches to recognize the selected range on docu-
ment contents. One is the approach of extracting the area images around handwritten
annotation [28] [29], while the other is the approach of making a connection between
actual selected contents and handwritten annotation [30] [31]. However, the method
which extracts captured images cannot make a connection between selected contents
and handwritten stroke. In addition, only [30] describes the method recognizing se-
lected range on electronic documents in researches about making a connection between
selected contents and handwritten strokes. The problem of the method is not consider-
ing human habits of handwriting annotation, and then the method cannot recognize

exact selected range of annotation.

2.3. Recognition Model of Handwriting Annotation
The related research about recognizing selected range intended by handwritten
annotation described in previous section has the problem not to achieve sufficient
recognition accuracy because their heuristic approach cannot be adapted to slippage by
human habits. This chapter therefore proposes the recognition model based on hand-
written data collected by participants. The input and output data of proposed recogni-
tion model are described below:
® Input data
1) On-line handwritten stroke
The trajectory coordinates of pen tips from pen contacting with the
screen to a stylus away from display.
2) Electronic document source

The document source which can be obtained the size and location of
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Figure 2.1 Processing flow of the proposed recognition model

characters like PDF and HTML documents.
® Output data
1) Classification result of handwritten stroke
The recognition result that a handwritten stroke is classified into con-
tent-targeting and information-appending.
2) The selected range on document contents
The recognition result of selected range intended by content-targeting

annotation.

“Content-targeting” represents the handwritten strokes which selects the range
of contents on electronic documents like underline and enclosure. “Infor-
mation-appending” represents the handwritten strokes except for content-targeting like
handwritten comments.

Figure 2.1 shows the process flow of proposed recognition model mentioned above.
First, the proposed recognition model extracts the elements, which are the components

of documents such as text and picture, from electronic documents. This chapter calls
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this “document element.” In addition, the text data in document elements is grouped on

a row-by-row basis. Besides, all of the inputted handwritten strokes are initially as-

sumed as content-targeting strokes, and then the strokes classified into three types of

content-targeting annotation. After that, the model classifies handwritten strokes as

content-targeting or information-appending by using the location information of docu-

ment elements and classification information of content-targeting. Selected region of

contents is estimated from the handwritten strokes classified as content-targeting. The

terms and its definitions are described in Table 2.1. The definitions of symbols in this

section are described in Table 2.2. The detail of the recognition model is described as

below.
Table 2.1 Terms and definitions in this chapter
Terms Definitions
Content-targeting The handwritten strokes which selects the range of con-
tents on electronic documents like underline, enclosure
and vertical
Information-appending The handwritten strokes except for content-targeting like
handwritten comments
Document element The components of documents such as text and picture
Table 2.2 Definitions of symbols
Sympols Definitions
t; The bounding box of a document element which is occurred in the ith
element in the target document data
d; Connection distance between the document elements t; and t;,,
S Threshold of dividing document elements into text line
D The median of d
w The average width of ¢t

Wstroke' Hstroke

The width and height of the bounding box in the handwritten stroke

Ltroke The length of the handwritten stroke
Dre The relative point from annotation start/end point to the gravity point
of the bounding box
AD Annotation distance
AD¢pyes The threshold value of AD to detect content-targeting
trarget The document element which indicates the start/end element of con-

tent-targeting
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2.3.1. Recognition Target Annotations

The types of annotation in proposed recognition model are infor-
mation-appending and content-targeting on documents, such in Active Reading [34] [20]
that is annotation to understand reading documents. The proposed model regards these
annotation processes as repeating content-targeting which indicate the range of content
on documents, and information-appending which appends comments on documents. The
method classifies handwritten annotation as content-targeting and infor-
mation-appending, and then estimates the range of selected contents by con-
tent-targeting annotation.

Proposed model recognizes following four types of content-targeting.

1)  Underline

2) Enclosure (single-line)

3) Enclosure (multi-line)

4) Vertical

Content-targeting corresponds to Telegraphic category in Marshall’s proposed
classification and Non-Actionable category in Wang’s proposed classification described
in 2.2.1. Actionable category in Wang’s proposed classification represents editing op-
eration to documents but not information-appending in proposed model. Hence, the
proposed recognition model excludes the recognition type since the category should be
discussed in specific application systems like operating menu and recognizing gesture.
Figure 2.2 shows the kind of detection targets of content-targeting annotation.

Moreover, Marshall [18], Wang et al. [35] [27] and Schilit et al. [28] treated re-

marks (arrows, callout) as elements of handwriting annotation. The remark, which
connects information-appending annotation and the annotated content on documents,
corresponds to make a connection between content-targeting and infor-
mation-appending. The remark is used with content-targeting annotation represented
in Figure 2.2 when we indicate the range of content-targeting behavior clearly. Conse-
quently, proposed model recognizes the remark as information-appending behavior not

as content-targeting behavior.
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Figure 2.3 Grouped document objects (Green line)

The recognition model further classifies content-targeting stroke into following
two types of content-targeting
1) Per document element
® Underline
® Single-line enclosure
2) Per text line
® Multi-line enclosure

® Vertical

The proposed model is designed to enable to append recognizable annotation

types out of these annotations since there are other types of annotations in some cases.
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2.3.2. Document Elements Extraction and Grouping

The proposed model initially obtains document elements from electronic docu-
ments. The model uses the size and location of bounding boxes enclosing document el-
ements as input data. The bounding box is extracted to recognize the bounding box of
the character’s font. The bounding box of a document element which is occurred in the
ith element in the target document data, is represented as t;.

On the other hand, the document elements are grouped into lines after obtaining
the bounding box of a document element to handle the recognition of content-targeting
per line. Specifically, the model organizes document elements to calculate the connec-
tion distance d between the document elements that is adjacent to each other in order
of appearance in the document file sequence. d; represents the distance between the
center of the right side in t;_; and the center of the left side in t; (see Figure 2.4).

The document elements are organized into lines to divide elements if the d is
over than the following threshold S

sS=D+2w @)
where D represents the median of d in t € T, and W represents the average

width of t € T. Figure 2.3 shows the example result of line grouping.

2.3.3. Content-targeting Annotation Classification by Shape Features
Content-targeting strokes are classified into three kinds of categories by using

features per stroke and decision tree. Following two features are used as shape features.
1) Aspect ratio

Hstroke (2)
Wstroke

Document Element \

t?l—l >

Figure 2.4 Document elements and connection distance
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Figure 2.5 Features of a handwriting stroke

2) Density

Lgtroke (3)

Wstroke + Hstroke

Witroke and Hgiroxe represent the width and the height of the bounding box in a
handwritten stroke. Ly, ok represents the length of a handwritten stroke (see Figure
2.5). p; in Figure 2.5 represents coordinates which is occurred ith in a set P 3 p; (1 <
i < N). Lgroke represents the length of the handwritten strokes calculated by the sum

of the distance between p as follows.

N
Z |pi — Di-1l (4)
i=2

Note that the proposed method assumes all the handwritten strokes as con-
tent-targeting in this step although the final output of the proposed method classify
annotation strokes into content-targeting and information-appending. The classification
of content-targeting and information-appending is described in the next section.

The model classifies handwritten strokes into underline, enclosure and vertical
using these features. This step regards single-line enclosure and multi-line enclosure as
same group. This is due to difficulty of discrimination among them when using shape
features. Thus, these two types of annotation are classified in the next step. The method
in this step uses decision tree in “mvpart” package of R to classify handwritten strokes

into the kind of content-targeting.

1 CRAN - Package mvpart, http://cran.r-project.org/web/packages/mvpart/index.html
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2.3.4. Classification of Content-Targeting and Information-Appending

This step detects content-targeting annotation from all input handwritten
strokes using both the assumed types of contents selection obtained in 2.3.3 and the
document element information obtained in 0. Proposed model identifies con-
tent-targeting stroke using the annotation distance defined in this section. The distance
1s defined using collected patterns of human annotation based on the assumption that
human error follows a normal distribution. The model can accept to the type of con-
tent-targeting out of defining in this chapter by defining annotation start/end point
described in this section.

The proposed recognition model first estimates the range of selected region by
detecting start/end document elements on electronic documents. The method estimates
each start and end elements using the relationships between handwritten stroke and
document elements to assume all input stroke as content-targeting. This section defines
start and end corresponding point to each type of content-targeting annotation de-
scribed in 2.3.3, then uses this and the relative coordinates calculated by the location to
document elements for identifying features. Figure 2.6 describes annotation start and
end point, and Table 2.3 represents the definition of annotation start and end point.
Note that the bounding box mentioned in Table 2.3 represents the bounding box en-
closing a handwriting stroke.

Table 2.3 Definitions of annotation start/end point

Types of Content-targeting

Start Point a

End Point a

Underline

The center point on left

side of the bounding box

The center point on right
side of the bounding box

Single-line Enclosure

The center point on left

side of the bounding box

The center point on right

side of the bounding box

Vertical

The center point on upper

side of the bounding box

The center point on lower

side of the bounding box

Multi-line Enclosure

The top-left point of the

bounding box

The bottom-right point of
the bounding box
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Figure 2.6 Document elements and annotation start/end point

22



In the beginning, the proposed model calculates the relative point from annota-
tion start/end point to the gravity point of the bounding box in document elements ac-
cording to the assumption of content-targeting categories. Note that the width and the
height of the bounding box in document elements are normalized to 1 to prevent from
varying the relative point by changing the size of the document elements. This can be
represented as the following equation.

Py, = <gx — Gx Gy — “y> ()
e Wobj ’ Hobj

g represents the gravity point in t. a represents the annotation start/end point
defined in Table 2.3. W,,; and H,,; represents the width and the height of t.

Next, the model identifies content-targeting strokes by using the normal distri-
bution of the relative point. Specifically, the method determines whether the handwrit-
ten stroke represents content-targeting or not by using defined distance from the center
of normal distribution in the relative points to annotation start/end point of handwrit-
ten stroke. This section calls the distance as Annotation Distance (AD). AD is defined

based on Mahalanobis distance as follows:

(prcx - ‘ux)z 4 (prcy - .uy)z B 2p <(prcx - #x) (prcy - HJ’)) )

2 2 2
p 072 o 0.0,y

1
AD(a,t) = =

p, 02, af, Ly, Hy represent a correlation coefficient, variances and averages in
bivariate normal distribution model.

The method calculates AD in annotation start/end points each document ele-
ments, and then regard input stroke as content-targeting if the both minimum AD val-
ues are within 99% of confidence interval in the normal distribution. The threshold
value of AD (called AD,p,.s) is calculated as follows since the square value of the Ma-
halanobis distance in the bivariate normal distribution follows the chi-square distribu-
tion with degrees of freedom 2.

ADhyes = x2(2,0.01)~9.2103 Y

The method detects content-targeting annotation by the above process. Fur-
thermore, the handwritten stroke which is classified as enclosure in 2.3.3 calculates two
types of AD; single-line enclosure and multi-line enclosure, then decides the category of

content-targeting based on the following conditions in Table 2.4.
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Table 2.4 Conditions and results if strokes are classified as enclosure

Conditions Results

Both single-line and multi-line enclosure | The stroke is recognized as multi-line en-
assumption are detected as con- | closure, and then the method finally de-
tent-targeting cides whether the stroke represents single

line or not (see 2.3.5).

Either single-line or multi-line enclosure | The stroke is recognized as the detected
assumption are detected as con- | type.

tent-targeting

Neither single-line and multi-line enclo- | The stroke is recognized as infor-

sure assumption are detected as con- | mation-appending.

tent-targeting

2.3.5. Selected Range Estimation by Content-Targeting

The selected range of contents is estimated from the handwritten strokes that are
recognized as content-targeting. The document element t;4.4. Which indicates the
minimum AD value is calculated as follows.

trarget = arg mtin AD(a,t) ®

The start/end document elements of selected by content-targeting annotation are
calculated from the equation (8). Incidentally, the single-line enclosure was recognized
as multi-line enclosure at 2.3.3. It is recognized as actual single-line enclosure if the
recognized start and end document elements exist in same line in this step, and then
the selected range of the documents is estimated again.

According to the above methods, computers can recognize handwritten annota-

tion information.
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Figure 2.7 A screen capture of developed experiment system
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Figure 2.8 Example of indicated annotation range

2.4. Evaluation
This section describes the evaluation experiment on the following point:
® accuracy of selected range of contents by leave-one -out cross validation in a
participant unit,
accuracy comparison with traditional heuristic method [30]
recognition accuracy of the data that information-appending and con-

tent-targeting stroke are mixed.

2.4.1. Evaluation Environment

The system collecting handwritten annotation is developed to conduct the evalu-
ation. The device using in the evaluation is Sony VAIO Duo 11!. The software develop-
ing environment is Windows Store App in Windows 8.1. Figure 2.7 shows the screen
capture of the developed collecting system. Participants can perform handwriting an-
notation on the HTML documents by using the system. Navigation mode and writing
mode are implemented in the system. The navigation mode accepts scrolling documents
by touching the display. On the other hand, the writing mode accepts handwriting an-
notation on contents with a non-scrollable. This mode only accepts handwriting and

erasing.

1 Sony VAIO Duo 11, “http://www.sony.jp/vaio/products/VD21/.”
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Figure 2.9 Heatmaps of handwritten annotation coordinates
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The experiment provided the collecting system and the HTML documents printed
on paper to participants. The collecting system used the fonts consisted by a propor-
tional font in alphabets and a moonscape font in Japanese characters. The HTML
documents printed on paper included some highlighted range of text (see Figure 2.8),
and then participants selected the text highlighted on the paper-based documents by
using a stylus on the collecting system. The size of the font highlighted on the paper was
either 15.06 pixels or 13.26 pixels. Moreover, participants were orally instructed to the
kinds of annotation such as underline, enclosure and vertical, and confirmed the kinds
of annotation by reading the documents presenting the examples of annotation as well
as instructed the method using the collecting system. Participants are also instructed to

write content-targeting annotation by single stroke.

2.4.2. Parameter Estimation

This section describes the estimation of the proposed model parameters. In the
beginning, the data of content-targeting annotation using the parameter estimation was
collected from the participants. 26 students (men: 19, women: 7) belonging to the
Waseda university are invited to the experiment. The collecting experiment distributed
the paper-based documents highlighted the parts of the text to participants, and in-
structed them to perform specific content-targeting annotation on the electronic docu-
ments indicated by the text highlighted on the paper-based documents. The number of
the places of content-targeting annotation is 10. Participants performed con-
tent-targeting annotation 3 times per the one place. The kinds of annotation are under-
line, single-line enclosure, multi-line enclosure and vertical. As a consequence, the ex-
periment collected 10 * 3 * 4 = 120 content-targeting annotation per a participant.

The damaged data due to the defect of the collecting system was excluded in the
parameter estimation. In addition, the annotation data which was annotated on the
clearly different position from the instruction was also excluded. In other words, the
collected annotation data was excluded if the AD from the annotation start and end
point is over 100. The excluded data is 2.2 % of the total collected data (the defect of the
collecting system: 1.3%, the incorrect annotation: 0.9%). The number of annotations
using the experiment is 775 strokes in underline, 772 strokes in single-line enclosure,
732 strokes in multi-line enclosure and 772 strokes in vertical. Table 2.5 shows the

summary of collected data.
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Figure 2.10 Distributions of annotation relative coordinates
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Table 2.5 Number of collected data in parameter estimation

Descriptions Numbers

Annotation places 10
Annotation types 4
Repeat 3
Participants 26
Removed 69
Total 3051

The parameter estimation of proposed model and the evaluation of the recogni-
tion accuracy were conducted using the collected annotation data mentioned above.
Figure 2.9 shows heat maps of content-targeting annotation coordinates as one of the
collected example. The parameters of proposed model were calculated by fitting to the
normal distributions using these collected data. Table 2.6 shows the parameters of the
model calculated by collected data. In addition, Figure 2.10 shows the relative coordi-
nates of collected data and its normal distributions. Note that these parameters are

normalized by the size of the document element in 2.3.4 not to depend on the size of

characters.
Table 2.6 Model parameters calculated by collected data
p o3 oy Iy Hy

Underline | Start —0.124 0.110 0.015 0.491 —0.403

End 0.036 0.176 0.015 —0.637 —0.403
Single-line | Start 0.077 0.097 0.011 0.751 0.049
enclosure | End 0.173 0.633 0.011 —0.729 0.049
Vertical Start —0.028 0.783 0.063 1.761 0.561

End 0.227 0.489 0.088 1.619 —0.530
Multi-line | Start 0.171 0.646 0.083 1.787 0.982
enclosure | End —0.004 0.750 0.162 1.834 —0.778

2.4.3. Recognition Accuracy of Content-targeting

In addition to the parameter estimation, this section describes the evaluation of
the recognition accuracy of proposed model using the collected data in 2.4.2. In the be-
ginning, this section describes the classification accuracy of content-targeting annota-

tion using shape features described in 2.3.3. Figure 2.11 shows the visualization of
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Figure 2.11 Distribution of features used in annotation classification

shape features collected from participants. The figure represents that these shape fea-

tures, which are the aspect ratio and density, are effective for the classification. The

estimated threshold values of the decision tree are as follows:
® Threshold of density: 1.3050
® Threshold of aspect ratio: 1.3263

Table 2.7 shows the results of the classification. The table represents that pro-

posed model can classify annotation strokes into three types of content-targeting an-

notations: underline, vertical and enclosure.

Table 2.7 Annotation classification result by decision tree

Collected data
Underline Vertical Enclosure
Classification Underline 775 0 9
results Vertical 0 772 0
Enclosure 0 0 1495
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In the next, the experiments evaluated the recognition accuracy of the selected
range on contents described in 2.3.5. The evaluation applied leave-one-subject-out
(LOSO) cross validation to calculate recognition accuracy without personalization. Ta-
ble 2.8 shows the recognition accuracy of selected range calculated by LOSO cross val-
idation where the accuracy is calculated by using the model parameters based on other

user’s annotation data.

Table 2.8 Recognition accuracy of selected range (selecting region annotation only)

No deviation Less than one No deviation
letter deviation (both)

Underline Start | 95.38% 98.72% 85.37%

End | 88.45% 97.95% (STD: 0.1027)
Single-line enclosure | Start | 88.56% 93.57% 77.25%

End | 80.46% 92.42% (STD: 0.1978)
Vertical Start | 94.48% 96.41% 91.14%

End | 93.20% 96.41% (STD: 0.0947)
Multi-line enclosure Start | 92.46% 95.71% 91.29%

End | 94.02% 95.58% (STD: 0.1454)

The table represents that the proposed recognition model can recognize the range
of contents indicated by multi-line enclosure and vertical, which select the range of the
contents on a line-by-line basis, with no deviation in over 91% of accuracy. In contrast,
the recognition accuracy of the selected range of contents indicated by underline and
single-line enclosure, which select the range on a character-by-character basis, de-
creases the recognition accuracy by 10-15% compare with that of the line-by-line basis.
In addition, there is the difference of the recognition accuracy in over 10% between the
selecting the range of the contents on a line-by-line basis and a character-by-character
basis. In other words, the results indicate that the recognition accuracy of the proposed
model enables to improve the accuracy if the one letter deviation is modified.

In this manner, the failures of the recognition are mainly caused by the one letter
deviation. The other failures of the recognition are the content-targeting annotations
that include much margin. The examples are the underline which the handwritten
stroke is written to margin beyond the end of the text line, the underline which is far
from the target text, the enclosure which includes much margin and also the vertical
which is far from the target text. Such annotations including much margin are caused if

there is much margin around the target contents.

32




b '-\ EE%%YE
L3

s S\ (FEEXTRR
-v;"f\ ZW) 1T HDHERE T2
2" nes, B 4

Z VERE L. [H

FEETX

FESXFRE (
] 1 —~DBERE T
&2, Bailc I

\,G\\g")

Figure 2.12 Examples of content-targeting and information-appending strokes written

by participants.

2.4.4. Recognition Accuracy of Classification

In addition to the evaluation of the recognition accuracy using the collected data
including content-targeting annotation only, this section evaluated the recognition ac-
curacy using the data including both content-targeting and information-appending an-
notation. The number of participants in this data collection was ten students in Waseda
University. The six students in the participants were also joining the data collection
described in 2.4.2. Participants were instructed to append information on each selected
annotation. There was no limitation of writing comments. The evaluation collected the
ten locations of the handwritten annotation in each four kinds of content-targeting an-
notation, that is, 4 * 10 = 40 content-targeting annotation and its appended information
per a participant were collected. Figure 2.12 shows the examples of infor-
mation-appending annotation collected in the experiments.

Table 2.9 shows the results of classification between content-targeting and in-
formation-appending. The misclassified data recognized as content-targeting tends to

close to document elements and intersect a bounding box of a document element.
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Table 2.9 Classification result between content-targeting and information-appending

Collected data

Content-targeting | Information-appending

Classification | Content-targeting 383 752

results Information-appending 17 5115

Furthermore, Table 2.10 shows the recognition accuracy of selected range using
the collected comment-mixed data by LOSO cross validation. Although the results show
that all of the recognition accuracy except multi-line enclosure tends to decrease a little

in comparison with Table 2.8, the result is almost same in Table 2.8.

Table 2.10 Recognition accuracy of selected range (comment-mixed data)

No deviation Less than one | No deviation
letter deviation | (both)

Underline Start 91.49% 93.62% 72.34%

End 75.53% 91.49% (STD: 0.1852)
Single-line enclosure | Start 92.00% 96.00% 68.00%

End 70.67% 90.67% (STD: 0.2402)
Vertical Start 90.63% 93.75% 82.29%

End 85.42% 93.75% (STD: 0.2008)
Multi-line enclosure Start 95.96% 100.0% 92.93%

end 95.96% 95.96% (STD: 0.0781)

2.5. Conclusion

This chapter described the recognition of handwriting annotation on electronic
documents. The recognition is important to improve the availability of annotated doc-
uments such as information retrieval. However, traditional heuristic recognition model
is unsuitable for the accurate recognition required to such applications.

The chapter therefore proposed the handwriting annotation recognition model
that can recognize the exact selected range on the contents by learning collected hand-
written annotation data. The experiments in which four typical types of con-
tent-targeting are applied to proposed model showed that the model can robustly rec-
ognize the annotation not depending on users. The proposed model can estimate se-
lected region for 70% on average in selection of characters and for 88% in the selection

of text lines. The rest of this part describes the applications using the proposed models.
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Chapter 3. Intelligent Ink Annotation Framework

3.1. Introduction

Annotation when reading a document significantly helps readers to understand
its contents and enhance accessibility [36]. Users annotate paper-based documents by
highlighting content and proving comments. However, over the past several years, with
the development of hardware that accepts stylus and touch input, researchers have
studied active reading systems that enable performing such annotation on electronic
documents as well [37] [25].

In comparison to paper-based annotation, softcopy annotation systems for elec-
tronic documents allow for efficient functions like information retrieval and interactive
navigation [37] [20]. They require users to perform gestures defined by themselves to
obtain annotation information in addition to common behaviors of paper-based docu-
ments, e.g., a non-dominant-hand posture [38] and Pen + Touch interaction [14]. How-
ever, this reduces the learnability of such a system.

Thus, recognizing the need to support such systems, this chapter propose an in-
telligent ink annotation framework that increases the learnability of an annotation
system by detecting users’ intentions from natural annotation behavior for paper-based
documents based on the model proposed in Chapter 2. This chapter focuses on the fun-
damental tasks of annotation, which are reading, targeting content and commenting.

This study used our framework to implement a prototype annotation system.
After that, this chapter describes user study wherein participants annotated electronic
documents using our prototype. Finally, the results of the study are analyzed to identify

future direction.

3.2. Implementation of Intelligent Ink Annotation Framework

Figure 3.1 represents an overview of our proposed framework. Our framework
recognizes user’s intentions from natural annotation behavior. By using detected user’s
intention, annotation systems can support user’s annotation depending on the detected
intention to use the annotation information for information retrieval or annota-
tion-based navigation.

In proposed framework, both an original document source and a user’s hand-
written stroke are required to detect user’s intention of annotation. Users can get a
feedback from the framework when a handwriting stroke has been finished, i.e., pen

away from a display. The output of the framework has three types of user’s intentions
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Figure 3.1 Intelligent ink annotation framework

required to annotation systems.

1) Reading
This state includes reading or navigating a document not using a pen.

2) Targeting Content
This task includes highlighting a range of content in a document, con-
tent-targeting to provide comments on specific content and extracting search
terms.

3) Commenting
This involves providing comments on specific content or in blank spaces of

documents.

To detect these types of user’s intentions and recognize selected content in “Tar-
geting Content” intention, our framework uses the recognition model of handwriting
annotation proposed in Chapter 2. The input strokes are classified into four types of
“Targeting Content” annotation. Then the framework determines user’s intention by

analyzing positional relationship between the handwriting stroke and document con-
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tent objects. In addition, the range of the targeted contents in a document is recognized
when the framework detects user’s intention as “Targeting Content.” The detail of each

function is described in the following sections.

3.2.1. User’s Intentions based on the Annotation Lifecycle

Our framework detects user’s intentions of annotation based on the Annotation
Lifecycle which is defined based on natural annotation behaviors on paper-based doc-
uments. Marshall investigates annotation on paper-based university-level textbooks by
students [18]. He reported telegraphic annotations such as underline and explicit an-
notations, 1.e., brief notes written between lines, were found within text field. On the
other hand, brackets and extended notes were found in marginal or blank space. Pro-
posed framework classifies these reported annotations into two major classes based on

the aspect of user’s intention required to extract annotation information. One is tar-

Writing a comment into
""""" - the blank space ofdocument;

. Reading

- - Finished to write a comment

Commenting

Writing targeting
contents annotation

Targeting
Contents Writing a comment related
Finished to emphasize contents to the targeted contents

Figure 3.2 Annotation Lifecycle for detecting user’s intentions of annotation
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geting content, and the other is commenting.

Figure 3.2 shows the annotation lifecycle defined for detecting user’s intentions of
annotation. When users read or navigate documents, our framework recognizes the
state as “Reading.” When users write targeting annotation like underline in this state,
the state is changed to “Targeting Content.” On the other hand, the state is changed to
“Commenting” when users write a comment into the blank space of documents. In
“Targeting Content” state, the state is moved to “Reading” when users just select con-
tents and write no comments, e.g., emphasizing contents. In contrast, the state is moved
to “Commenting” when users intend to add a comment involved in the selected contents.

Coordinates of a handwriting stroke and bounding boxes of characters in docu-
ments are used to detect each state of the Annotation Lifecycle. Our framework recog-
nizes the state as “Reading” when handwriting stroke is not entered. On the other hand,
a handwriting stroke is assumed as “Targeting Content,” and classified into the kind of
targeting content annotation (see Figure 3.3) by decision tree to use aspect ratio of the
bounding box and stroke density features when handwriting stroke is entered. Then,
the framework determines the assumption is correct or not, e.g., “Targeting Content” or
“Commenting,” by comparing the position of handwriting stroke with the bounding
boxes of characters in documents. Our collected handwriting annotation data, which is
collected from several participants before implementing our system, is used for the each

process.

3.2.2. Targeting Content Recognition

Marshall reported several types of annotations for targeting content; such as
underline, circles (called “enclosure”), brackets (called “vertical”) for the typical pa-
per-based annotation [18]. Moreover, Golovchinsky et al. categorized such annotations
into two categories: a part of the text within a line and selecting several lines [30]. Ac-
cording to these reports, our framework detects four types of targeting annotations (see
Figure 3.3). Underline and enclosure are detected as “Targeting Content” which speci-
fies the range of characters. On the other hand, multiline-enclosure and vertical are
detected as “Targeting Content” which specify the range of text lines. These ranges are
recognized by using coordinates of handwriting stroke, bounding boxes of characters in

document and our collected annotation data set.
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3.3. Prototype Implementation

A prototype annotation system have been developed using our proposed frame-
work running on Sony VAIO Duo 11. The resolution of the display is 1920*1080, and the
display accepts both multi-touch input and stylus input. The software development
environment is Windows store application on Windows8.1 (see Figure 3.4)

The prototype system shows a single page of PDF contents on the screen. Users
can change pages by swiping finger to left or right on the screen. In addition, the system
accepts handwriting by stylus input. Users can annotate documents by handwriting in

the following methods.

3.3.1. Intelligent Ink Annotation Framework Mode

The prototype system implemented two types of annotation mode. One is auto-
matic operation mode using our proposed framework. In this mode, the selected con-
tents are highlighted followed by opening a comment window to add comments, when
the system detects “Targeting Content.” When the system detects “Commenting,” the

system accepts writing with no other feedbacks (see Figure 3.4).

3.3.2. Manual Operation Mode

On the other hand, the system also implemented traditional manual operation
mode not using proposed framework to compare with proposed framework in the user
study. In this mode, users can switch between two types of functions by selecting but-
tons on the screen. One is selecting function which can only accept selecting range of the
contents. User can select contents by dragging pen just like selecting text by mouse (see
Figure 3.5). The other function is commenting mode which can only accepts writing

comments.

3.4. User Study

User study was conducted to compare usability between proposed intelligent ink
annotation framework and traditional manual operation. Four participants (A to D) who
are belonging to our laboratory were invited to our user study. They are bachelor and
master course students majoring in computer science. The profiles of participants are

shown in Figure 3.4.
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Table 1. Type of emphasis annotation and the number of occurences in collected data

Emphasis Annotation | Number of occurrences

Enclosing Words 345
Underlined Words 304
Colored Words 296

We also interviewed the students to confirm when such emphasis annotations were
performed. As a resull, we found the following three types of situations:

1. Emphasizing important words or equations
2. Highlighting titles or topics
3. Highlighting a summary of the contents

Furthermore, the participants slated that they also emphasize titles or topics in the
index area of the notebook instead of using emphasis annotations.

From the results of our survey, we found that the emphasized words indicate key-
words, topics, or a general summary. We therefore assumed that we can easily under-
stand a summary for extracting words and figures based on emphasis annotations and
the index area. In addition, our previous work [2] calculated emphasis strength, which
represents the importance of the emphasis annotation, each emphasis annotations in
Table 1 from the questionnaire survey. We also use the emphasis strength to calculate
the importance of handwritten objects.

4 Implementation JOM/"LM

In this paper, we proposed two types of snippets based on emphasis annotations: 1)
Image EA Snippets (see Fig. 1 (d)) and 2) Text EA Snippets (see Fig.2 ).

Our system detects both emphasis annotations and words in the title index area of
noteboo’ asi tati t ‘oulating emphasis

scores I : strength of the
author’s I /4479 QKT / ur system gene-
rates thy s authors.

4.1 A

To detect handwritten diagrams and emphasis annotations, our system classifies all
the input strokes into either text strokes or non-text strokes by applying an SVM. We
use the following four stroke features as inputs to SVM after reducing the noise of
handwritten strokes by using Gaussian filter:

1. Stroke length
2. Stroke curvature

Figure 3.4 Prototype annotation system
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Table 3.1 Profiles of participants

ID A B C D
Age 20s 20s 20s 30s
Sex Male Male Male Male
Nationality Japan Japan Japan Korea
Handedness Right Right Right Right

This study firstly introduced our prototype system in five minutes. After intro-
duction, participants were instructed to read a research paper using our proposed
framework at least 10 minutes. Then participants read the paper using manual opera-
tion mode not using the framework at least 10 minutes. The annotation behavior of
participants was recorded by a video camera. After finishing these procedures, we dis-
cussed the prototype system with participants.

This study could obtain some findings from the comments of participants and the
recorded videos. Three out of four participants (B, C and D) preferred the automatic
mode using our framework because the commenting and targeting functions were
switched automatically. In contrast, participant A preferred the manual operation mode
not using the framework because the intention recognition accuracy was too low to use.
Besides, the content-targeting by dragging stylus was acceptable. All the participants
mentioned the recognition accuracy. Accordingly, this study found the recognition ac-
curacy of user’s intention is important factor whether the system is acceptable or not.
Furthermore, participant B in addition to participant A said content-targeting by drag-
ging stylus, which was implemented in manual operation mode, is useful. The partici-
pants also said targeting content gesture by dragging stylus should be also recognized
as targeting content of proposed framework.

Moreover, participants A, B and C mentioned that the no system feedbacks while
in writing “Targeting Content” was uncomfortable. The prototype system displays the
highlight feedback only when the handwriting stroke is finished, i.e., pen up. For this
reason, it is conceivable that our framework makes user uncomfortable when recogniz-

ing “Targeting Content” followed by no feedbacks.

42



Figure 3.5 Targeting content by dragging a stylus

To summarize this user study, the result of user’s evaluation and the future
works to improve proposed framework are as follows:
® 3 out of 4 participants preferred the interface using proposed framework
® Finding points to improve proposed framework
» Recognition accuracy
The recognition accuracy of selected range on contents should be im-
proved to reduce the frustration of users.
»  Visual feedback
The visual feedback while writing “Targeting Content” can improve us-

ability of proposed framework.

3.5. Conclusion

This chapter proposed intelligent ink annotation framework that helps hand-
writing annotation on electronic documents by using the recognition model described in
Chapter 2. Our user study showed that our framework have a potential to reduce the
users’ burden of providing a system to annotation information. In addition, the study
reveals two problems. One is our framework is required to the high-accuracy annotation
recognition algorithm. Other is our framework needs to be equipped with an interactive

feedback mechanism when it recognizes “Targeting Content.”
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Chapter 4. EA Snippets: A Summary of Handwritten

Notebooks based on Emphasis Annotations

4.1. Introduction

Tablet and digital-pen devices that accept handwriting inputs have grown more
common, and they are used as alternatives to traditional paper-based notebooks [39].
When digital notebooks replace paper-based notebooks, handwritten data will be
changed from off-line to on-line formats. Off-line handwritten data, i.e., scanned data,
are similar to pixel-based images. On the other hand, on-line handwritten data obtained
by handwriting input devices, in addition to brushstroke coordinate information, in-
clude time-series data and pressure factors. As the number of on-line handwritten
documents increases, the ability to search for information from such documents should
be developed. One of the key ability in document search is how fast we can grasp the
summary of each listed document. When we search document, we find the desired
document effectively to scan through the summary list of documents called snippets,
which is possible to grasp the summary of documents without scanning the actual con-
tents. This chapter presents a new summarized view of on-line handwritten documents
which improve searching own or others handwritten documents, such as thumbnails
and summarized text required in search systems.

Displaying scaled thumbnails (scaled pictures of original content) is an effective
way to scan through lists of documents (e.g., thumbnails are effective for Web searches
[40] [41]). For example, Web image-retrieval services such as Google Images and Yahoo!
Image Search output scaled thumbnails in a list view of the search result pages. From
these thumbnails, users can see an outline of the original image. However, we cannot
use traditional scaled thumbnails to understand a summary of handwritten documents
since the text size is too small to read on small device screens.

In addition, text snippets, i.e., portions of original text, are commonly used in a
list view of search result pages. For instance, results from Google Web Search display
text snippets, which are constructed by extracting a series of words including the query
word. In handwritten documents, however, the accuracy of recognizing handwritten
characters is as low as around 92% [42] per a character, resulting in a difficulty in
adopting natural language processing to summarize handwritten documents.

To the best of our knowledge, no research has been conducted on navigational

views of handwritten documents, although some research does exist on search views of
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images and Web pages. Chapter 2 proposed the recognition model of “Content-targeting”
annotation including emphasis contents intention. Based on the concept of the model,
this chapter proposes handwritten-document views called EA Snippets based on natural
emphasis annotations, such as underlining and enclosures, and note based on natural
language processing by extracting content-targeting annotations. Two types of EA
Snippets are shown in this chapter:
® Image EA Snippets consisting of important words or graphs, where the text
is expanded for easier readability.
® Text EA Snippets consisting of both summarized text and a scaled thumbnail,
where summarized text consists of important words listed in order of im-
portance.
Furthermore, this chapter investigates the performance of these proposed view

types when users search for information in handwritten documents.

4.2. Related Work

This section refers to researches on thumbnails of images and Web pages, and
investigates a method to generate a thumbnail from important parts of a document,
which is same approach with proposed method, In addition, since classifying and
grouping handwritten objects is need to determine whether they are important or not,

researches classifying handwritten strokes are referred.

4.2.1. Thumbnails of Image and Web Pages

Proposed method generates emphasized thumbnails consisting of important
handwritten objects. However, to date there is no research concerning the generation of
thumbnails for handwritten documents. Consequently, this section looks to apply re-
search concerning thumbnails for images [43] [44] [45], and thumbnails for Web pages
[46] [47] [48] to generate proposed handwritten Image EA Snippets.

Several studies have investigated how to improve the thumbnails of pictures.
Amurtha et al. [43] proposed an intelligent automatic cropping technique for pictures.
Cropping is used to extract the rectangular area containing the attention objects. Prior
to shrinking an image, they used Regions of Interest (ROIs) to crop objects from images.
Their experiments showed that thumbnails efficiently increased the performance of
content-based image retrieval (CBIR). Suh et al. [45] proposed two automatic cropping
techniques; the first detects salient portions of images, while the other is a method of
automatic face detection. They generated thumbnails by cropping these detected areas.

Their user study shows that these methods resulted in small thumbnails that can be
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easily resizing method, called Seam Carving, which supports content-aware image
resizing. Seam Carving creates the energy map of an image, and then shrinks the image
by removing the minimum energy path from left to right, or from top to bottom. Because
Seam Carving does not discriminate between attention and other objects, as the image
shrinks the attention objects become distorted.

Other studies aimed in improving thumbnails of Web pages. Teevan et al. [47]
extracted title-texts, logo images, and salient images from Web pages, and produced
thumbnails by compiling these component pieces. Their experiments showed that in
re-finding tasks, their thumbnails enabled users to find Web pages faster than snippets
of text and traditional thumbnails. Woodruff et al. [48] proposed textually enhanced
thumbnails of Web pages. These enhanced thumbnails were created by enhancing
screenshots of Web pages with query words. In their study, participants searched faster
using the textually-enhanced thumbnails than when using the plain thumbnails and
text summaries. Lam et al. [46] proposed a thumbnail enhanced with readable text
fragments. In their user study, when participants used the proposed thumbnail inter-
face, they could find the area containing the target content in Web pages approximately
41% faster, and with 71% lower error rate, compared to traditional interfaces.

These related studies proposed methods for detecting important objects, and
producing as outputs summarized thumbnails of images and Web pages. This chapter
proposes a method to detect important objects in handwritten documents by detecting
emphasis annotations. Next, based on the results of previous related studies, our
method use the detected enhanced objects and summarize handwritten documents with

emphasized views.

4.2.2. Classification Methods of Handwritten Objects

Several methods that classify handwritten objects into text and non-text have
been proposed. There are three types of classifying methods that adopt features:

1) Using stroke features [49]

2) Using both stroke features and the context of strokes [50] [51]

3) Using stroke features and the features of a stroke group [52] [53] [54]

Willems et al. [49] proposed a text/non-text classification method that adopts 12
kinds of stroke feature, such as length and curvature. A stroke is defined as a sequence
of pen-down and pen-up actions. In addition to text/non-text classification, they applied
a method to classify non-text strokes using four kinds of shapes, lines, and arrows.

Other studies proposed text/mon-text classification methods that used note only
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stroke features, but also the context of strokes [50] [51]. In addition to using character-
istics of strokes, Bishop et al. [50] used information provided by relations between
strokes, such as the pen-up times between adjacent strokes in a time-series order, and
the pen-down or pen-up locations of adjacent strokes. By using a bi-partite hidden
Markov model (Bi-partite HMM), their system classified sequences of handwritten
strokes into text and graphics with 95% accuracy. On the other hand, Zhou et al. [51]
presented an approach for separating text and non-text handwritten strokes in on-line
handwritten Japanese documents, based on Markov random fields (MRFs) which effec-
tively utilize the spatial relationship between strokes. They used four features of the
relationship between two neighboring strokes: minimum distance between to strokes,
maximum and minimum distance between the endpoints of two strokes, and distance
between the centers of the bounding boxes of two strokes. Their approach successfully
classified handwritten stroke with 96.61% accuracy.

Several studies proposed the approach of stroke grouping [52] [53] [54]. Shilman
et al. [54] presented an integrated approach for parsing textual structures in freeform
notes. First, they grouped strokes by applying their layout analysis algorithm that uses
robust statistics. Next, each stroke group was classified into text or graphics by using
local and global stroke features, such as stroke length, curvature, and number of strokes
in the group. Mochida et al. [53] proposed a method for separating on-line handwritten
patterns into Japanese text, figures, and mathematical formulas. They applied a prob-
abilistic model employing stroke features, such as stroke crossings, and stroke densities.
To classify non-text strokes into figures and mathematical formulas, they grouped
strokes using the length of off-strokes, defined as the distance between pen-up to
pen-down. On the other hand, Ao et al. [52] proposed a method of structuralizing and
classifying raw digital ink into text and graphs using multiple hierarchies. They used a
link model [55] to group strokes, and classified the groups into text and graphs by suing
support vector machine (SVM).

These studies on processing handwritten data enable to group strokes, and clas-
sify strokes into text and non-text. To detect emphasis annotation of authors, such as
underlines and enclosing, proposed system references these methods to classify and

group strokes.
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Figure 4.1 Example of collected notebook
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4.3. Survey of Emphasis Annotations

In this section, we describe the survey on natural emphasis annotations used in
notebooks. First, some frequently used natural emphasis annotations, which are often
used in notebooks, are defined. Then the survey performed two investigations:

1) How often emphasis annotations are used in notebooks

2) Under which situations they are utilized.

The survey collected 278 handwritten pages from the notebooks of eight univer-
sity students in their 20s, studying such subjects as mathematics, physics, chemistry,
and programming for six months to 1 year (an example is shown in Figure 4.1). The
notebooks were written in Japanese, and our analysis shows that they include three
types of natural emphasis annotations:

1) Enclosing words

2) Underlined words

3) Colored words

The examples of these annotations are shown in Figure 4.2. In addition, the in-
vestigation found that emphasis annotations were performed 3.4 times per page on

average. Table 4.1 shows the number of occurrences for each emphasis annotation.

Table 4.1 Type of emphasis annotation and the number of occurrences in collected data

Emphasis Annotation Number of occurrences
Enclosing Words 345
Underlined Words 304
Colored Words 296

The survey also interviewed the students to confirm when such emphasis anno-
tations were performed. As a result, the following three types of situations were found.

1) Emphasizing important words or equations

2) Highlighting titles or topics

3) Highlighting a summary of the contents

Furthermore, the participants stated that they also emphasize titles or topics in

the index area of the notebook instead of using emphasis annotations.

49



o = — _ Y
74 Itv~ 1205 v I3 ARl
"o e

~ - ’j Fieg 7el 230~ - In'3 ﬂgﬂ ﬁft_.?l"i

1) Enclosing words

FahT o iy

ZE&;';G\ {Eﬁ.ft} :b\ﬁk

2) Underhned words

T3 &7 LN $ ) MnfBeid

' FE3 eHDty §4% (D8R
TFRYOH

3) Colored words

Figure 4.2 Examples of natural emphasis annotations

50



The results of our survey found that the emphasized words indicate keywords,
topics, or a general summary. Therefore, the findings are assumed that we can easily
understand a summary for extracting words and figures based on emphasis annotations
and the index area.

In addition, the questionnaire survey to calculate emphasis strength, which rep-
resents the importance of the emphasis annotations, was conducted. The additional
survey invited 19 computer science students, including the authors of the notebooks we
collected, all of whom were in their 20s. The participants were asked to assess the
magnitude of the strength of each emphasized expression in Table 4.1. All answers were
normalized to a unit scale by each participant and were perceived as the score. Fur-

thermore, we defined Emphasis Strength by the following equation:

Mean of the Score (9)
SD of the Score

Emphasis Strength =

Table 4.2 shows the Emphasized Strength of each emphasized annotation, based
on the results of the survey. Proposed method also uses the emphasis strength to cal-

culate the importance of handwritten objects.

Table 4.2 Emphasis Strength of each emphasis annotation

Emphasis Annotation | Emphasis Score
Enclosed Words 4.924
Underlined Words 2.551
Colored Words 2.423

Colored i e Vo SR OTRR (AR
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Original Scaled Image Proposed Image EA Snippets

Figure 4.3 Example of Image EA Snippets

51



B
FE
%

I‘

S il I 37

r{=

Ef

= “'j‘ T /S R e
s e i [ACRALE BORA

fi“**,... . HHman - BRRE

v 5 BRTVECY W BRE WS
5..::' l-klhfjll"-.:":hh. LT ﬁiﬁm
% or gl M il ) E I
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4.4. Implementation

This section proposes two types of emphasized view based on emphasis annota-
tions:

1) Image EA Snippets (see Figure 4.3)

2) Text EA Snippets (see Figure 4.4)

Proposed system detects both emphasis annotations and words in the title index
area of notebook. First, emphasis annotations are extracted, and emphasis scores are
calculated based on the Emphasis Strength described in 4.3. Emphasis scores represent
the strength of the author’s emphasis. Following the calculation of the emphasis scores,
the system generates Image EA Snippets and Text EA Snippets based on the emphasis
annotations of authors.

Figure 4.5 shows the procedure for calculating emphasis scores. First, all input
strokes are classified into either text or non-text strokes. From the text strokes, we ex-
tract words in the title index of notebook and colored words. From the non-text strokes,
the system extracts words in the title index of notebook and colored words. From the
non-text strokes, the system extracts enclosing words and underlined words. In addition,
non-text strokes are classified into emphasized strokes and graph strokes. After classi-
fication, our system organizes strokes into displaying units, which are groups as a unit
of display or hide, and for each group calculates the emphasized score based on the
emphasis strength. Finally, the system generates thumbnails containing magnified

words that can be read, or text snippets consisting of emphasized words.
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Figure 4.5 Procedure for calculating emphasis scores

4.4.1. Pre-processing

The on-line handwritten data obtained by the devices include the noise caused by
hand-shake and accidental errors. To minimize the influence of the noise, the methods
reduces the noise of handwritten strokes before classifying them. The pen locus of each
handwritten stroke is smoothed with a Gaussian filter. The variable Py represents

the pen locus coordinates after smoothing, and is given by:

 Pay APy + 6B, + 4Py ey + P
pnnew - 16 (10)

2<n<N-1)
where P, represents the coordinates of the nth pen locus of the stroke, and N is

the number of coordinates in the stroke.

4.4.2. Text/Non-text Classification
To detect handwritten diagrams and emphasis expressions, our system classifies
all input strokes into either text strokes or non-text strokes by applying an Support

Vector Machine (SVM). We use the following four stroke features as inputs to SVM after
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reducing the noise of handwritten strokes by using Gaussian Filter:
1) Stroke length

Z \/(xn+1 - xn)z + (yn+1 - yn)z (11)

2) Stroke curvature

N_—1< (xn—l - xn)(er-l - xn) + (yn—l - yn)(yn+1 - yn) )
" \/(xn—l — xn)2 + (yn—l — yn)z \/(xn+1 — xn)z + (yn+1 — yn)z
N-2

(12)

3) Long side of the stroke’s bounding box

max((xmax - xmin)J (ymax - ymin)) (13)
4) Number of other strokes crossed by the stroke being classified

Variables x, and y, are the nth x- and y-coordinates recorded in the stroke.
Variable N represents the total number of coordinates included in the stroke.

bles Xmax> Ymax> X¥min @nd Ymin are the maximum and minimum coordinate values in

the stroke.

4.4.3. Emphasizing/Graph Classification

After text/non-text classification, non-text strokes are further classified into
emphasis strokes and graph strokes. Emphasis strokes consist of both underlined and
enclosing strokes.

Here, a stroke is classified as an underlined stroke when the height of the
stroke’s bounding box located under the word’s bounding box, is within the height of the
word’s bounding box. Specifically, non-text strokes satisfying the following two condi-
tions are categorized as underlined:

1) Shape condition

{ZWWordAve < WStroke (14)
HWordAve > HStroke

2) Neighborhood character count condition
When two or more neighborhood characters satisfy the followingconditions:
min(Xs¢roke) < Xworag < Max(Xseroke)

YWordG - HWordAve < mln(YStroke)
maX(YStroke) < Yworac

(15)
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Variables Hyorgave and Wiyordave are the average height or width of the char-
acters in the page. Variables Hgy e and Wsioke are the height and width of the target
stroke. Variables Xgioke and Ysgoke are the sets of x- and y-coordinates of the target
stroke. Variables Xy,rqc and Yworag are the x- and y-coordinates of the median point
of the characters’ bounding box (see Figure 4.6).

Conversely, the enclosing stroke is extracted if its bounding box encloses the
word’s bounding box. Specifically, non-text strokes satisfying the following two condi-
tions are categorized as enclosing:

1) Shape condition

1 (16)

2VVWordAve < WStroke
2 HWordAve < HStroke

2) Comprehension character count condition
The bounding box of the target stroke contains the center point of character,
and the number of characters in the bounding box of the target stroke is
greater than or equal to
max <2' Sstroke ) (17
SwordAve
Variable Sgoke represents the bounding box area of the target stroke. Variable
Swordave 18 the average bounding box area of the characters in the page. Variable a is
the threshold of the character’s density, which we the method set to 6.0 to maximize

detecting accuracy (see Figure 4.7).

/\ WordG

- [ 0
Hy ordaave Stroke
/~

2 WWordAve

-

WS troke
Figure 4.6 Detecting an underline stroke
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4.4.4. Recognizing Emphasized Words

After emphasizing/graph classification, the method detects which part of the text
is emphasized by the author, and which patterns of emphasized expression are present
in the text. First, our system splits text strokes into character groups. We use .NET Ink
Analyzerl for the character grouping. After grouping, we detect underlined and en-
closed words by using the spatial relationships between character groups, and the un-
derlined and enclosing strokes we extracted from non-text strokes.

Underlined words are located above the underline stroke. Thus, our method de-
tects underlined words by extracting the words satisfying the following conditions:

min(XUnderline) < Xworac < maX(XUnderline)
min(YUnderline) < Yworac (18)

YWordG < maX(YUnderline) + EHWordAve

Variables Xyngertine @nd Yynderiine represent the sets of x-and y-coordinates of
the underline strokes we extracted from non-text strokes (see Figure 4.8).

Conversely, enclosed words are located within the area enclosed by the enclosing
stroke. Thus, our method detects enclosed words by extracting words whose median

points are within the bounding box of the enclosing stroke (see Figure 4.9).

1 Microsoft, NET Ink Analyzer,

http://msdn.microsoft.com/en-us/library/microsoft.ink.inkanalyzer(v=vs.80).aspx
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4.4.5. Stroke Grouping for Summarization
To avoid displaying handwritten strokes discretely, after detecting the emphasis
of the author, our system groups strokes by the kind of handwritten object. First, we
sequentially check strokes ordered in a time series. Two strokes adjacent in a time se-
ries are grouped together if the strokes satisfy the following conditions:
1) The distance between the x-coordinates of adjacent strokes is less than the
threshold value of 80 pixels.
2) The distance between the y-coordinates of adjacent strokes is less than the
threshold value of 60 pixels.
3) The type of emphasis of the adjacent strokes is the same.

The system selected threshold values that maximized detection accuracy. By us-
ing this method, the system organizes handwritten strokes by the kind of handwritten
object, such as a text line (same emphasis type) and a graph. After stroke grouping, the
system classifies groups into text and non-text groups. Groups containing more than
50% text-strokes are classified as text groups, and the remaining groups are classified
as non-text groups. In addition to stroke grouping, the system reduces the incorrect
recognition of text/mon-text classification. To reduce the number of strokes recognized
incorrectly as non-text strokes, the system changed all strokes in text groups into text

strokes.

A

3

E HWordAve
Y.

WU nderline

Figure 4.8 Detecting underlined words
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4.4.6. Calculating Emphasized Scores

When a word is classified as an emphasized word, we calculate its emphasis score,
indicating the importance of the word. The score is calculated based on the emphasis
strength, as shown in Table 4.2. Using these processes, the system computes the em-
phasis score of each group based on the intended emphasis of the author. In the next

section, we present a method for generating two types of EA Snippets.

4.4.7. Generating Image EA Snippets
Compared to traditional scaled thumbnails for images, we should take into ac-
count when used for handwritten documents:
1) The text in a scaled thumbnail is too small to read.
2) The amount of text, i.e., the amount of information, in a scaled thumbnail is
not reduced compared to the original data. Due to this, the cognitive load of

understanding contents is not reduced.

Therefore, this chapter proposes “Image EA Snippets” summarizing the intended
emphasis of authors. Our proposed method summarizes the contents of handwritten
data based on emphasis, such as underlines and enclosing, and increases the size of text
in the contents of the thumbnail. Figure 4.10 shows the process to generate Image EA

Snippets.
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By using the emphasis scores, the method generates thumbnails that improve
information retrieval in handwritten documents. First, our system groups handwritten
strokes, and calculate emphasis scores by applying proposed method (see Figure 4.10b).
Second, the number of text stroke groups is reduced by removing groups with emphasis
scores under a threshold (see Figure 4.10c). Note that non-text stroke groups, such as
diagrams, are not removed. The threshold he method uses is the maximum value sat-
isfying the following condition:

Nsg

Z Sgroup M) Bipres(M) < BSorg (19)

where Ng; represents the number of stroke groups, and Sgq,p (1) returns the area of
the bounding box of the nth stroke group. If the emphasis score of the nth stroke group
is more than the threshold, By, .s(n) returns one, otherwise it returns zero. The scaling
rate of the thumbnail is denoted by B, and the area of the original contents is denoted
by Sorg

Finally, the stroke groups are reallocated and expanded by using the Seam
Carving method [44]. Using this method, proposed method can scale down a handwrit-
ten document by removing blank spaces, removing contents below the threshold, and
maintaining the alignment of stroke groups. Figure 4.10d shows our proposed thumb-
nails scaled by the Seam Carving method. From this thumbnail, we can understand the

summary of the contents.

4.4.8. Generating Text EA Snippets

Proposed system detects important words, and scores important words based on
their importance. It is difficult for natural language processing methods to detect im-
portant words from handwritten documents, because handwritten recognition tech-
niques do not perform well. Thus, this section presents a method that uses the intended
emphasis of authors, and applies on-line handwritten recognition methods to generate
text snippets.

First, the method applies a handwritten recognition method to text stroke groups.
Specifically, the method uses the .NVet Ink Analyzer for handwritten recognition. Next,
the method sort text stroke groups by their emphasis scores, and clip at a maximum the
80 top-ranked words. Finally, the method displays scaled thumbnail to help users un-
derstand the layout and graphs of the contents in addition to the 80 top-ranked words.
Figure 4.4 shows proposed Text EA Snippets summarized by the intended emphasis of

the author. From the text snippet, we can understand the keywords in the contents.
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Figure 4.11 Collecting system of handwritten notebook

4.5. User Study

4.5.1. Collecting On-line Handwritten Data

Compared to traditional paper-based notebooks, digital notebooks enable us to
collect on-line handwritten data. This data, in addition to drawings representing
handwritten information, include a time series of strokes, pressure, and writing speed.
Using digital notebooks, we can analyze handwritten data in more detail. Proposed
method uses on-line handwritten data to detect the intended emphasis of authors.
Hence, this section describes an experimental system for Windows (using the pen tablet
WACOM Cintiq 12WX1) to collect on-line handwritten documents.

This system was developed in Visual C#, and accepts a pen tablet device to enter
inputs by handwriting. This study collected 42 pages (consisting of 38,416 handwritten
strokes) of on-line handwritten notebook data. Eleven university students majoring in
computer science were used as notebook authors. This study gave them a document
containing common topics and current events, and informed them about the important

words in the documents. Participants were instructed to create a note summarizing the

L Wacom Cintiq 12WX, http://wacom.jp/jp/products/cintiq/12wx/
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Figure 4.12 Examples of underline recognition error

screen capture of the collecting system.

4.5.2. Recognition of Emphasized Words

First, this study evaluated the recognition performance, i.e., precision and recall,
of our detection method for emphasized words. Here, words in the title index and col-

ored words were successfully detected from on-line handwritten data like color data and

written area.
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documents. Note that participants were not forced to follow any format, i.e., partici-
pants could emphasize important words using any emphasis expression they wanted,

and were allowed to use the notebook in any way they chose. Figure 4.11 shows the
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The study investigated 38,416 strokes contained in the handwritten documents
collected by using the collecting system. The manual classification of the documents
resulted in 16 enclosing and 72 underlines. Proposed method detected all enclosing in
the documents with no errors. Conversely, proposed system detected underlines with
85.71% precision rate, and 96.43% recall rate. Figure 4.12 shows examples of an under-
line recognition error. These results found that text written by hand above the ruled line
was falsely recognized as underline (see Figure 4.12a). In addition, some underlines
could not be detected, because the underline was located far from handwritten text (see

Figure 4.12b).

4.5.3. Search Performance

This section describes a user study to compare the search time required for
handwritten documents using both traditional thumbnails and proposed EA Snippets.
To measure the search performance, an evaluation application that shows various views
of handwritten documents and operates on various device types were developed. This
study used an iPhone 3GS, and a screen capture of the experimental system is shown in
Figure 4.13. In this study, the following four view types were compared:

1) Traditional Scaled Thumbnails, which are reduced versions of the original
image (see Figure 4.13a).

2) Traditional Head Text Snippet + Scaled Thumbnail, which are generated by
recognizing the first 80 characters of handwritten text in a document. Scaled
thumbnails are also presented (see Figure 4.13b).

3) Proposed Image EA Snippets, which are summarized based on their emphasis
scores (see Figure 4.13c).

4) Proposed Text EA Snippets + Scaled Thumbnails, which are also summarized

based on their emphasis scores (see Figure 4.13d).

On the same screen, four pages are displayed together for (1) and (3). On the
other hand, 2.5 pages are displayed for (2) and (4). The goal of this study is to verify
which thumbnails enable us to find information more easily.

This study conducted three types of evaluation. The first study performed the
comparison of the search time of four view types to answer the fill-in-blank question, on
condition that the keyword of the question is included in the proposed view. After the
first study, the additional studies in addition to the first study were also conducted be-
cause the first study leaves the two questions. One did not consider the situation in

which the users searched document by using proposed view which is not include the
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keyword of the question. The other question is that there is no consideration of docu-
ment's author, that is to say we did not consider the difference of the performance
searching in own documents or other's documents. This study conducted the two addi-
tional user studies to evaluate the questions. The questions that participants answered

are shown at Appendix.

Search by Keywords Related to Emphasized Word

First, this section evaluates the search performance by keywords related to em-
phasized word. This study invited twenty participants to participate in our user study,
including eleven who were authors of the collected handwritten documents. All partic-
ipants were university students in their 20s, two of them women. The user study was
performed using the four view types shown in Figure 4.13, and measured the time re-
quired to finish answering the questions from each view. In each experiment, all par-
ticipants were given twenty pages of handwritten documents each from the collected
data, along with five questions. All participants were given the same questions and
handwritten documents. The participants were required to answer the questions by
navigating using the views generated from the documents. The questions were
fill-in-the-blank types, and the answers were written directly on the original hand-
written documents provided (see Table 4.3). In addition, the keywords of each question

were indicated using emphasis annotations.

450

Proposed

K—H

400

350

300

250

200

Search Time (sec)

150

100

50

Experiment 1 Experiment 2 Experiment 3 Experiment 4
(Scaled Thumbnail) (Head Text (Emphasis (Emphasis Text
Snippet) Thumbnail) Snippet)

Figure 4.14 Results of search performance study
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Table 4.3 Example of the fill-in-the-blank questions used in the user study

Question Answer

Forward integration strategy means
that a trading company conducts ex-
pansion of trade to cooperate with Convenience store

distribute firms closer to consumers,

such as supermarkets and XXX.

Figure 4.14 shows the average search time and the standard error. In addition,
this study performed a Kruscal-Wallis test, and conducted a pairwise comparison of the
results. The results show that, on average, our proposed emphasized thumbnails result
in the best search time among the four view types. Compared with the traditional scaled
thumbnails, we found that proposed Image EA Snippets enable users to search 42%
faster (p < 0.001) on average. On the other hand, compared to traditional head text
snippets, proposed Text EA Snippets also enable users to search faster on average, alt-
hough the difference is not statistically significant (p > 0.1). Moreover, the results show
that proposed Image EA Snippets help users search faster than do proposed Text EA
Snippets (p < 0.0001).

Search by Keywords Not Related to Emphasized Word

For the above task, the users searched for answers based on the emphasized
keywords. In other words, the task did not consider situations in which the users
searched for information not based on the emphasized words. This section therefore
conducted another user study (N = 10) for searches not based on the emphasized key-
words (e.g., “Forward integration strategy” is replaced by the blank boxes in Table 4.3).
Herein, N is the number of subjects in this study. The results show that the proposed
Image EA Snippets enable users to search 24% faster on average than traditional scaled
thumbnails, although the difference is not statistically significant (p > 0.1), while pro-
posed Text EA Snippets enable only a 9% speed increase (p > 0.1). After this study, some
participants said that they could find the page if they can imagine the keyword from the
words which include in the snippet. From these results showed that our proposed view
is effective when we can imagine the information we want to know from the words or

graph showing in snippet.

Comparison of the User’s Own Notes and the Notes of Others

In addition, the study also investigated the difference between searching one’s
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own notes and the notes of others (N = 4). The results show that, using traditional
scaled thumbnails, the users found the answer 206% slower on average for notes other
than their own (p < 0.05). In contrast, there are no statistical differences between
searching one’s own notes or the notes of another student for emphasized thumbnails
and text snippets (p > 0.1). These result showed that our proposed view is effective for
navigating pages of handwritten documents to find information regardless of the au-

thors.

Discussion

After the user study, the study discussed with the participants proposed snippets.
Some of them said that they could not understand what was written in traditional
scaled thumbnails, because characters were too small to read. Conversely, they could
guess the contents in our proposed emphasized thumbnails, and proposed thumbnails
often helped them in searching for information in handwritten documents. Participants
also reported that if the exact search keyword was not included in the thumbnail, they
had trouble determining the contents of the thumbnail. On the other hand, some par-
ticipants reported that text snippets occasionally did not help them understand the
summary of the handwritten documents, because the accuracy of the handwritten
character recognition was low. In addition, some of them said that they often looked
scaled thumbnail only in the text snippet. This show the removal of these limitations

could improve the searching speed.

4.6. Conclusion

This chapter discussed the ineffectiveness of traditional thumbnails in infor-
mation retrieval when targeting handwritten documents, and presented a new ap-
proach, i.e., detecting natural emphasis annotation. This chapter proposed the use of
emphasized index summarized by emphasis annotations. The user study showed that
proposed Image EA Snippets enable users to search 42% faster on average compared
with the traditional scaled thumbnails. In addition, this chapter found that thumbnails
are more effective than text snippets for searching handwritten documents because

handwritten data are hard to recognize that results in defective structural analysis.
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Chapter 5. Conclusion

Document annotation such as writing comments by handwriting on paper-based
documents is indispensable interaction between human and documents. Currently, the
demand of handwriting annotation on electronic documents has been increasing due to
the replacement from paper-based documents to electronic documents. The handwriting
annotation on electronic documents requires the availability maximizing the advantage
of electronic documents on computers. However, the user interfaces of traditional re-
searches related to handwriting annotation have the problems either the lack of the
document availability or the lack of the learnability in the system. Therefore, this part
proposed the user interfaces for handwriting annotation on electronic documents to
both increase the learnability of the annotation system and enhance the availability of
electronic documents.

Chapter 2 proposed the recognition model of handwriting annotation on elec-
tronic documents. The recognition model generated by human annotation data achieved
improving the availability of documents to recognize the annotation selecting range on
contents while traditional research using heuristic model had difficulty to recognize the
exact selected rage. The study found the proposed model can find user’s con-
tent-targeting intention for 95% precision and 33% recall, and estimate targeted con-
tents for 70 to 88% accuracy.

Chapter 3 proposed the intelligent ink annotation framework that uses user’s
intention of document annotation based on the annotation recognition model proposed
in Chapter 2. Traditional ink annotation systems require users to perform sys-
tem-defined gestures to improve the availability of annotated documents. However, this
results in decreasing the learnability of the system. The chapter therefore proposed the
framework that can improve learnability of the annotation system without decreasing
the learnability. The user study revealed the recognition accuracy and visual feedbacks
are important to improve proposed framework in addition to find 75% of participants
preferred proposed framework.

Chapter 4 proposed the EA Snippets which improves the search performance of
handwritten documents based on the annotation recognition model proposed in Chapter
2. Snippets like the thumbnails that are the reduced image of original contents and text
snippets which is the summarized text of original contents improves the performance of
document navigation. However, the snippets of handwritten documents have problems.

One is that we cannot grasp the summary from the scaled thumbnail image of hand-

68



written document because its character can be too small to read. The other is that it is
difficult to summarize the text of handwritten documents because of the insufficient
recognition accuracy of handwritten characters. Therefore the chapter proposed the
snippets of handwritten documents that are summarized based on emphasis hand-
writing annotation. The user study found proposed snippets improve search time 42%
faster on average.

Thus, this part proposed the methods increasing the learnability of the hand-
writing annotation system and improving the availability of handwritten documents in
digital handwriting environment through the proposal of the recognition model and two
types of the application related to the user interfaces of digital handwriting environ-
ment. However, there is future work about the proposal. This part proposed the digital
ink framework reducing learnability and the snippets improving availability, and then
evaluated on the prototype systems by using the data collected by assuming actual
situation. It is necessary to develop the system implementing proposed methods, and
then evaluate in real-life situations. I believe these concept and initial works improve

the user interfaces of digital handwriting environment in the future.
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Part Il. Data Analysis for Effective

Information Extraction
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Chapter 1. Introduction

This part focuses on the extraction of effective information from digital hand-
written data as the study of the data analysis. On-line handwritten data, which is ob-
tained by computers, includes additional features such as pressure and velocity in ad-
dition to paper-based handwriting. The data have the potential to extract effective in-
formation. This part proposes the two kinds of methods that extract effective infor-
mation from on-line handwritten data.

One is extracting the psychological state of students described in Chapter 2. The
student’s psychological information is indispensable for teachers to understand the
understandings of student and teach students suitable for their understanding. How-
ever, the traditional studies did not try to detect such information from online hand-
written data though previous studies revealed the extraction of cognitive load from
on-line handwritten data. The proposed method detects the psychological state of stu-
dents such as frustration and need help from on-line handwritten data.

The other is the estimation of human memory level described in Chapter 3. Rote
learning, which is a memorization technique based on repetition like memorizing Kanji
and English word in Japanese students, is required to grasp the incompletely memo-
rized items for efficient memorization since to learn completely memorized items waste
their time. Handwriting behavior of learners have the potential that can improve the
estimation of human memory level while traditional researches detect that by using the
result of recall test and subjective evaluation. The method estimates the degree of hu-
man memory by using their on-line handwritten data to realize the effective rote

learning system.
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Chapter 2. Student Frustration Detection using

Handwriting Behavior

2.1. Introduction

Good teachers typically expend great effort to identify states of student frustra-
tion during learning activities. Indeed, many will simply walk around the classroom
during learning exercises, observing student behavior directly. Given the inefficiency of
this approach, it is clear that a more automated technique for detecting student frus-
tration would be a tremendous benefit to teachers and to the many Intelligent Tutoring
Systems (ITS) now emerging.

Research on computer-assisted instruction (CAI), which helps students to learn
by using computers, have been conducted for a long time [56] [57]. In such studies, de-
tecting student frustration is important to help students suitable for individual com-
prehension. Some researchers have provided theoretical and practical foundations for
developing such technique based on the log of the learning system on computer [58] [59]
[60] [61] and some sensor data such as video, behaviors on computer and biosensors [62]
[63] [64]. However these researches increase the burden of students, and are difficult to
apply to the pen-based learning that is currently employed widely in primary and sec-
ondary education. Furthermore, there is a research to report that GUI interfaces using
mouse and keyboard prevent students from thinking than pen-based interfaces [65].

Therefore, this chapter examines the relationship between student frustration
and pen activity with the aim of providing information for teaching assistance tools and
intelligent tutoring systems that use handwritten digital input. This chapter presents
our findings regarding discriminative features of pen activity, as well as an explanation

of proposed detection method.

2.2. Related Work

To the best of our knowledge, there is no research related to extract student
frustration from on-line handwritten data but are researches detecting student frus-
tration from other data and some findings to use on-line handwritten data for the de-
tection. Lazard et al. [58] proposed a teacher support tool monitoring both students’
learning activities (Positive, Negative and Neutral) and their progress in mathematical
learning. Kapoor et al. proposed an automated technique for predicting student frus-

tration [62], based on input from a video camera, pressure-sensitive mouse, skin con-
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ductance sensor, and pressure-sensitive chair. These researches detect student frustra-
tion by using additional sensors such as a video camera. This can result in increasing
the burden of students and requires additional equipment. We therefore propose the
method detecting student frustration by using the data obtained from a digital hand-
writing.

On the other hand, there is a finding related to detecting the status of writers
from on-line handwritten data. Yu et al. have investigated a number of handwriting
features for evaluating cognitive load [17]. They collected on-line handwritten data in
answering to question the problems of English composition which take 3 levels of cog-
nitive loads. The paper reported that the maximum value of pressure factor and the
minimum value of velocity are effective to estimate cognitive load from the results of
analyzing features like pressure factor, velocity and length of stroke extracted from the
collected data. The results revealed that the psychological state of human appears in
the on-line handwritten data. Hence, detecting student frustration from on-line hand-
written data can be possible since the frustration of students, which is the target of this
chapter, 1s also related to the psychological state of human. This chapter examines the
features of on-line handwritten data including the features using this research.

Based on these related works, this chapter examines the relationship between
student frustration and pen activity with the aim of providing information for teaching

assistance tools and intelligent tutoring systems that use handwritten digital input.

2.3. Method and Task Design

2.3.1. Task Description and Procedure

This section conducted a user study in which participants answered mathematics
problems as their handwriting data was collected. Nine participants, all local university
students between the ages of 22 and 24, were asked to answer three mathematic prob-
lems from high school and university entrance examinations on a WACOM 12WX. Fig-
ure 2.1 shows a screen capture of the developed collecting system and the collected data.
The data includes timestamp, pen status (writing, erasing, or hovering), pressure, and
motion coordinates. The system also provided buttons with which participants could
express their learning status directly—specifically, an “I'm frustrated” button and an “I

need help” button.
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Figure 2.1 Screen capture of collecting system and example of collected data
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2.3.2. Feature Extraction and Detecting Method
Given that providing the frustration information to teachers or ITS, the detection
should be complete within around 60 seconds. Accordingly, the method extracted 12
features within each 60-second window to obtain pen activity data. Each window was
further divided into 6 time spans of which is 10 seconds each to extract the following 6
local features:
1) Writing Stroke Count:
The number of writing strokes.
2) Erased Stroke Count:
The number of erasure strokes.
3) Active Ratio:
The ratio of time during which the pen is moving at more than 5 pixels/sec.
4) Pressure Factor:
The mean value of pen’s pressure factor
5) Stroke Speed:
The mean value of writing stroke speed.
6) Air Speed:

The mean value of air-stroke, i.e., non-contact, speed.

After extracting these features, the method calculated the mean and variance
values for each feature within each window. Figure 2.2 shows the example of collected
data.

For training data, the study tagged windows in which the “I need help” button
was pushed as NeedHelp windows and windows in which the “I'm frustrated” button
was pushed as Frustration windows. Windows that included the last writing stroke in
an answer but were not tagged as NeedHelp windows were tagged as Working windows.
With these tagged windows the method then trained a Support Vector Machine (SVM)
with RBF kernel.
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Figure 2.2 Example of collected handwritten data
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Figure 2.3 Visualization of frustrated state probability. This heat map overlay indicat-

ing zones of probable frustration
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2.4. Experimental Analysis

2.4.1. Feature Selection

Using the above detection method, this section investigated which features were
most discriminative of the target states by leave-one-feature out cross validation. Fig-
ure 2.4 shows the result of this investigation, based on differences in F-measure. In the
graph, we see that PressureFactor Mean and ActiveRatio Mean were the most dis-
criminative features for detecting the NeedHelp state, and AirSpeed Variance, Ac-
tiveRatio Mean, ErasedStrokeCount Mean and WritingStrokeCount Mean were the

most discriminative features for detecting the Frustration state.

2.4.2. Detection Accuracy and Visualization

Using the above feature combinations, the method then calculated the accuracy
of proposed method using leave-one-window-out cross validation. The results are shown
in Table 2.1. A sample visualization of the SVM probability score (we used “e1071”

package of R) for the Frustration tag is shown in Figure 2.3.
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Table 2.1 State detection results

State # of window |Precision Recall
NeedHelp 14 0.72 0.57
Frustration 59 0.87 0.90

2.5. Conclusion

Detecting student frustration is indispensable for teachers to know students’
understandings. However, there was no research related to detect the frustration from
handwritten data which are widely used in primary and secondary education. This
chapter examined several extractable features of pen activity and determined which of
these features were most related to states of frustration and need in problem solving.
The examination found that AirSpeed Variance, ActiveRation Mean, ErasedStroke-
Count Mean and WritingStrokeCount Mean were the most discriminative features for
detecting the frustration, and then the proposed system achieve to detect the frustra-
tion in 87% precision and 90% recall. Based on our findings, we have developed a
teacher assistant application, and are now considering the potential for other applica-

tions, such as smart user help systems for pen-based applications.
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Chapter 3. Human Memory Level Estimation using

Handwritten Data

3.1. Introduction

Memorizing certain things, which is one of the key ability of human being, is an
indispensable for carrying out life in society. In educational situation, rote learning like
memorizing Chinese characters is performed in everyday life. The goal of such rote
learning is fixing memory of target things to remind at any time. Consequently, it is
effective to realize the learning system that can fix memory in shorter learning time
span.

The dual storage model proposed by Atkinson et al. [66] is well known as the
studies about human memory level. In case of applying to Chinese character learning,
the short term memory of Chinese characters obtained by recognizing in visual moves to
long term memory when we perform a rehearsal which repeats outputs by writing of the
memory. However, the forgetting curve proposed by Ebbinghaus [67] known as the
study of forgetfulness, described that the memory will lost drastically in an hour, and
then the increasing of the forgetfulness will be stable in a week if we do not perform a
rehearsal.

The iterative learning which repeats same learning is required to prevent such
forgetfulness. Implicit and explicit memory proposed by Graf et al. [68] are taken as the
general idea to explain the iterative learning. Explicit memory represents the memory
which involves conscious recollection, and implicit memory represents the memory
which does not involves conscious recollection. As Terasawa et al. advocates that not
explicit memory which is obtained by cramming but implicit memory which is obtained
by the iterative learning is important to measure the effect of English word learning
[69], it is thought that implicit memory obtained by the iterative learning is important
to establish memory. In addition, Edge et al. proposed the learning system for mobile
devices that schedules the iterative learning based on spacing repetitions theory [70].
Mizuno pointed out that it is effective to learn the item as priority which is not memo-
rized completely [71] in the point of a reactivation theory [72].

With this in mind, the way to shorten time required for memorizing completely
should be considered. The method to extract the memory which is not explicit memory,
that is, the memorizing items which are not established is required to learn effectively.

However, the item which can be recalled but not established, that is, the item which

82



cannot be recalled in the future cannot be extracted by only using the result of recall
test because the test can only extract the items that cannot be recalled in the point in
time to answer the test. Moreover, the result of recall test cannot decide the priority of
the iterate learning since only the binary value like correct and incorrect can be ob-
tained from the test.

Therefore, this chapter focuses on not only the result of the recall test but also
on-line handwritten data obtained by the device such as tablet PC and digital pen.
On-line handwritten data includes not only pen moving coordinates but timestamp and
pressure factor that inform the behavior of writer, and then the memorizing status of
learners can appear in the data. The proposed system calculates the remembrance level
which represents the establishing degree of learner’s memory by using the results of
recall test and on-line handwritten data. The effective rote learning system can be im-
plemented since learning items which is completely memorized can be avoided to learn

items which indicate low remembrance level as priority.

3.2. Related Work

This section initially describes the researches related to the scheduling for the
iterative learning, and then describes the knowledge from past researches and the dif-
ference from proposed method. Next, this section describes the researches about the
estimation of learner status to estimate establishment of memory from on-line hand-
written data using proposed method, and then considers the feature extraction from

on-line handwritten data.

3.2.1. Scheduling for Iterative Learning

The scheduling method to achieve effective iterative learning is required for the
effective rote learning. However, the result of recall test is insufficient for the schedul-
ing because only the forgotten items in the point of time can be extracted. Low-First
spaces learning method [71] proposed by Mizuno pointed out as the research on the
scheduling of determining the priority of iterative learning.

Low-First spaces learning method schedules iterative learning to refer the past
results of recall test in addition to current recall test. The priority of iterative learning

is calculated as the following weighted cumulative percentage of correct answers.

n
P, = Z 2~ p,
i=1

Where B, represents the weighted cumulative percentage of correct answers af-

ter nth learning. n represents the number of learning. P; represents ith answer rate.
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It is possible to learn the items which currently indicate lower incorrect rate as priority
in order from small P, value.

Furthermore, Terasawa et al. proposed micro-step measuring method [69] which
measures the invisible small outcome of English word learners in each learner. Mi-
cro-step measuring method is scheduled to learn items at regular intervals, and then
measures the outcome of individual learner by using long term learning data such as
the results of recall test and subjective evaluation values. The method is not targeted on
the effective rote learning but measuring the outcome of learners. In addition, the
method does not measure the memorizing status in each item but measure the learning
outcome in each learner.

Such researches use cumulative the results of recall test and subjective evalua-
tion values. This chapter, on the contrary, describes the estimation of the items that will
forget in the future by using on-line handwritten data in addition to the results of recall

test.

3.2.2. Estimation of Lerner Status

There are researches about estimating the outcome of iterative learning using
Event-Related Potential (ERP) [73] and evaluating reading proficiency using functional
Magnetic Resonance Imaging (fMRI) [74] as the researches of evaluating learning sta-
tus by using biological information of learners not using learning data. However, it is
difficult to apply daily learning since this equipment takes a burden on the learners.
Due to this, this chapter estimates the learner status by using the information obtained
by a pen which learner use in daily.

In connection with the information that can be obtained from a pen, Yu et al.
mentioned the relationship between handwritten information and the cognitive load of
writers [17]. The research collected on-line handwritten data in answering to question
the problems of English composition which take 3 levels of cognitive loads. The paper
reported that the maximum value of pressure factor and the minimum value of velocity
are effective to estimate cognitive load from the results of analyzing features like pres-
sure factor, velocity and length of stroke extracted from the collected data.

Moreover, on-line handwritten data also provides time stamp information. Ueno
proposed the method detecting the problem which indicates abnormal reaction of
learners by using learning time on e-learning contents [60] as the research of learning
and time. This method can detect the self-report of abnormal by applying on-line outlier

detection algorithm to learning time data.
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Based on these researches, the features related to pressure factor, velocity and
time can be effective for calculating the remembrance level. This chapter tries to esti-
mate the remembrance level by using these features in addition to the result of recall

test.

3.3. Data Collection about Human Memory

This section describes the experiment about collecting on-line handwritten in-
formation that needs to implement the calculation model of the remembrance level. The
purpose of the experiment is collecting on-line handwritten data related to established
and non-established memory of learners. The definitions of established and
non-established memory in this chapter are shown in Table 3.1. The model estimating
the non-established items, that is, the items which cannot recall in a week is imple-

mented by using the collected data.

Table 3.1 Definitions of established memory

Terms Definitions

Established Memory The memory which the user can recall it over one week

from learning

Non-Established Memory | The memory which the user forgets it within one week

from learning

3.3.1. Experimental Environment

In the beginning, the experimental environment was implemented to collect the
data. VAIO Duo 11, which is the tablet PC by SONY, is used for collecting on-line
handwritten data. The tablet equipped with 1920 * 1080 pixels multi-touch display
which accepts touch and stylus input. The software is implemented as Windows Store
App on Windows 8.1. The experiment of the data collection was conducted as following

procedure.

STEP 1: Answer Input Phase (Figure 3.1a)

The problem of Kanji dictation is presented after the 3 seconds count down. The
reason of presenting count down is to obtain the feature related to answer time. Par-
ticipants write the answer to the center area on the display. Participants can erase the
answer for removing incorrect handwriting. The system moves to STEP 2 by touching

the NEXT button after answering the problem.
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STEP 2: Answer Confirmation Phase (Figure 3.1b)

The system moves to answer confirmation phase after the STEP 1. This phase
collects the information whether participants could recall answer or not, and whether
participants feels the memory is established or not. Due to this, participants input the
subjective evaluation and the result of the recall test. Participants initially confirm the
answer by checking the displayed answer. After that, participants select the result in
the three types of self-report about memorizing status. The kinds of the button are as
follows:

1. “Already remembered” button: Subjective established memory

This button is selected when the answer of the participant is correct and
participants feel the memory is established. The answer selected this button
is labeled as subjective established memory.

2. “Learn again” button: Subjective non-established memory

This button is selected when the answer of the participants is correct and
participants feel the memory is non-established. The answer selected this
button is labeled as subjective non-established memory.

3. “Incorrect” button: Not memorized

This button is selected when the answer of the participants is incorrect. The

answer selected this button is labeled as not memorized.

STEP 2 is completed when participants select the button. Then it moves to STEP
1 if there are non-answered problems, and it is finished if there is no non-answered
problem. By the above flow, the system collects the on-line handwritten data in each

problem and the remembrance level information of participants.

3.3.2. Experimental Procedure

This section describes the experiment using the collecting system described in
3.3.1. 11 university students who belong to Waseda University were invited in the ex-
periment. The experiment collected the data in the following procedure to collect estab-
lished and non-established memory of participants. Note that the operating procedure

was instructed to participants before starting the experiments.

Confirmation of Problems (3 minutes)

Participants confirmed the problems and its answer. The given 50 problems were
in the Japan Kanji Aptitude Test Grade 2. The purpose of this phase is generating
non-established memory that is obtained by short time learning to indicate the answers

of the problems in advance. All of participants were shown the answers in 3 minutes.
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Implementation of Test (After the Confirmation)
The experiment conducted recall test using the collecting system after finishing
the confirmation of problems. The purpose of this phase is collecting answer data in-

cluding non-established memory that is occurred in previous phase.

Re-Implementation of Test (One Week Later)

The experiment conducted same recall test again after one week from the previ-
ous test. The result of this test detects objectively non-established memory. For instance,
the problem can be decided as objectively non-established memory if the problem that is
corrected in the test just after the confirmation will be incorrect in the test after one
week from the confirmation. In contrast, the problem can be decided as established
memory if both the test just after the confirmation and the test after one week from the
confirmation are correct. The forgetting curve proposed by Ebbinghaus [67] reported the
amount of the forgetting was stable after one week from learning while the amout of the
forgetting was dramatically increasing just after learning. Consequently, the experi-
ment set interval as one week between two recall tests since the non-established
memory obtained by short term learning almost can be forgotten in one week.

By the above procedure, the experiment collected on-line handwritten data re-

lated to non-established and established memory.
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Figure 3.2 Changes of recall test results
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3.3.3. Analysis of Collected Data

This section describes the statistics about the collected data. Figure 3.2 shows the
changing of the recall test results. The graph represents the number of the problems in
subjective non-established memory in second time decreases at 27 against the number
of the problems in subjective non-established memory in first test are 119. This is con-
sidered that the established memory have changed to non-established memory or not
memorized since the amount of subjective non-established memory increases.

Figure 3.3 shows the memory status breakdown at the first time in “Not Memo-
rized” problems at the second time (the target item set is represented in Figure 3.2 with
an orange color circle). This graph represents around 60% of the problems are “Not
Memorized” at the first time in “Not Memorized” problems at the second time. That is,
only 60% of not-established memory can be extracted by extracting incorrect problems
in recall test. On the other hand, the rest 20% of the non-established memory is subjec-
tive established memory at the first recall test. The other rest 20% of the
non-established memory is subjective non-established memory at the first recall test.
That represents at most 80% of the non-established memory can be extracted without
taking into account the precision if the rote learning system which requires users to
report subjective evaluation is implemented. That is, the subjective judgment of
memory level is not necessarily correct since the memory which learners think subjec-
tively established includes 20% of non-established memory in fact. This chapter pro-
poses the method predicting non-established memory without relying on the subjec-

tively evaluated value.

B Not Memorized

B Subjective Established
Memory

B Subjective Non-
Established Memory

Figure 3.8 Memory status breakdown at first recall test in “Not Memorized” problems

at the second recall test
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3.4. Remembrance Level Calculation

This section describes the method calculating the remembrance level based on

the collected data.

3.4.1. Outline of Remembrance Level Calculation

The purpose of proposed model is calculating the remembrance level which indi-
cates the degree of establishing memory from the data when learners answer the recall
test. Figure 3.4 shows the calculation flow of the remembrance level. Proposed model
uses the result of recall test and on-line handwritten data when learners answer the
test as the input data. The handwritten features are extracted from on-line handwritten
data, and then input the calculation model with the results of recall test. The calcula-
tion model of the remembrance level output continuous value from 0 to 1 by using sup-

port vector machine (SVM) with RBF kernel.

3.4.2. Generation of Learning Dataset

Proposed model uses the answer data collected in 3.3 as the learning data. To use
as the learning data, established memory (positive) and non-established memory (neg-
ative) are generated as the dataset from the collected data. The generating process is as

follows.

Result of recall test | | 5n_jine handwritten data

(Correct/Incorrect) +

Remembrance Level

Figure 3.4 Calculation flow of remembrance level
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Established Memory (Positive)

The answer which is correct in the second recall test, that is, the memory which
enables to recall for one week is treated as established memory. The dataset of estab-
lished memory is generated to extract the result and the on-line handwritten data at
the first recall test in the problem which is correct at the second recall test in spite of
the result of the first test.

Not-Established Memory (Negative)

The answer which is incorrect at the second recall test, that is, the memory which
does not enables to recall after one week from learning is treated as not-established
memory. The dataset of not-established memory is generated to extract the result and
the on-line handwritten data at the first recall test in the problem which is incorrect at

the second recall test in spite of the result of the first test.

3.4.3. Feature Extraction

This section describes the features using proposed model. The following features
are extracted as the candidate of using proposed model.

A) The number of using eraser

B) Time from giving problem to first writing

C) Time from last writing to answer completion

D) Average time between handwritten strokes
E) Maximum time between handwritten strokes

F) Maximum value of pressure factor

() Average value of pressure factor

H) Variance value of pressure factor

I) Maximum velocity value of handwritten stroke
J)  Minimum velocity value of handwritten stroke
K) Average velocity value of handwritten stroke

L) Variance velocity value of handwritten stroke

The result of recall test is also as the candidate of using proposed model in addi-
tion to these extracted features. Future selection using machine learning is conducted
to select discriminative features for estimating not-established memory in the candi-
dates. Figure 3.5 shows the result of forward stepwise feature selection based on
F-value by using SVM. The six features selected by the feature selection are the result

of the test and handwritten features shown in underline (B, C, F, G and L).
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Figure 3.5 Result of forward stepwise feature selection

3.4.4. Remembrance Level Calculation

This section describes the remembrance level calculation model using the fea-
tures in the result of recall test and on-line handwritten data as the input data. The
model applies SVM and calculates probability value of SVM.

First, the classification model of SVM is generated by using the dataset of estab-
lished and non-established memory described in 3.4.2. Next, the model detect
non-established memory by inputting the features such as the result of recall test and
on-line handwritten features extracted in 3.4.3. Furthermore, the model calculate

class-probability estimates as the remembrance level.

3.5. Evaluation of Remembrance Level Estimation
This section describes the experiment evaluating the proposed non-estimated

memory estimation.

3.5.1. Evaluation of Not-Established Memory Detection
In the beginning, this section describes the accuracy of non-established memory
detection. The data collected in 3.3 is used to the evaluation. Table 3.2 shows the detec-

tion performance of non-established memory detection.
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Table 3.2 Results of non-established memory detection

Feature Result of recall test Subjective evaluation | Proposed method
Precision 70.12% 55.48% 68.14%
Recall 58.38% 79.70% 70.56%
F-value 0.6371 0.6542 0.6932

Leave-one-subject-out (LOSO) cross validation is used to calculate precision and
recall in the results. “Result of recall test” represents the detection method extracting
incorrect problems at the recall test as non-established memory. “Subjective evaluation”
represents the detection method extracting the problems that a learner thinks it will be
forgotten in the future as non-established memory. “Proposed method” represents the
method proposed in 3.4. Table 3.2 shows “Subjective evaluation” indicates the best re-
call value. On the other hand, the table represents “Result of recall test” indicates the
best accuracy value. The proposed method shows the highest F-value which indicates

the performance of the detection.

3.5.2. Performance of Proposed Model

The proposed method finally outputs the remembrance level in addition to the
detection of non-established memory. The traditional method using the result of recall
test or subjective evaluation value can only output binary decision. In contrast, pro-
posed method enables to output the remembrance level which is continuous value from
0 to 1. Figure 3.6 shows the ROC curve indicating the detection performance of
non-established memory by proposed method.

The graph represents the remembrance levels which is proposed method can se-
lect false positive rate freely achieving almost same performance of traditional method.
The graph also represents the true positive rate shows 80% if the false positive rate is
set to 40%, and the true positive rate shows 70% if the false positive rate is set to 20%.

From the above results, proposed method enables to determine the priority of it-
erative learning in each memorizing item. The effective rote learning system can be

achieved by using the remembrance level.
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Figure 3.6 ROC curve indicating the detection performance of non-established memory
(Blue represents the estimation using result of recall test

Green represents the estimation using subjective evaluation)

3.6. Conclusion

Detecting human memory level of memorizing items is important for the effective
rote learning. Traditional method using the result of recall test and subjective evalua-
tion cannot detect all non-established memory. This chapter described the method cal-
culating the remembrance level which represents the degree of establishing memory by
using on-line handwritten data. Proposed model can output the continuous remem-
brance level from 0 to 1 while traditional method using the result of recall test and
subjective evaluation output binary decision only. The scheduling of iterative learning
which learns non-established memory as priority can be achieved by using the contin-
uous remembrance level. In addition, the experiment shows proposed model achieved

the best performance with 0.69 F-value in comparison with traditional methods.
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Chapter 4. Conclusion

On-line handwritten data, which is obtained in digital handwriting environment,
includes additional features such as pressure factor and velocity in addition to pa-
per-based handwriting. The data have the potential to extract effective information by
some data mining methods. This part proposed two methods that extract effective in-
formation from on-line handwritten data.

Chapter 2 proposed the method extracting the psychological state of students.
The student’s psychological information when they are learning is indispensable for
teachers to both understand the understandings of student and teach students suitable
for their understanding. However, there is no research detecting such information from
on-line handwritten data. The proposed method achieved to detect two types of stu-
dent’s status from on-line handwritten data: frustration and need help.

Chapter 3 proposed the method estimating human memory level. Rote learning,
which is a memorization technique based on repetition like memorizing Kanji and Eng-
lish word learning of Japanese students, is required to grasp the incompletely memo-
rized items for efficient iterative learning since learning completely memorized items
wastes their time. Traditional methods used the result of recall test and subjective
evaluation to detect them. The chapter proposed the method estimating the remem-
brance level from on-line handwritten data that was not used in traditional method. As
the result, the method achieved to both improve the detection accuracy of
non-established memory and calculate the continuous remembrance level of memoriz-
ing items, that is, the method enables to calculate the priority in each memorizing item
of iterative learning.

In this way, this part described the effective information extraction from invisible
on-line handwritten data through proposing two methods of on-line handwritten data
analysis. However, this part did not propose the application systems using proposed
extraction method. In the future, we have to develop the systems and evaluate the ef-
fectiveness of proposed extraction method. Though there is still remaining future work,
I believe these analyzing methods disclose the new research field that is effective in-
formation extraction from on-line handwritten data, and then I believe the field pro-

vides new values to digital handwriting environment in the future.
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Conclusion of This Thesis

While mouse and keyboard have been adopted as the input device of desktop PC,
multi-touch screen has been adopted as the input device of tablet PC which is currently
developing in the world. In the multi-touch interface on a tablet device, users navigate
information by touching displayed objects and input information by touching the key-
board displayed on the display; however, though suitable for navigating information,
the interface is unsuitable for inputting information such as diagrams and free-form
note-taking. Pen-based computing is a promising technology for input device of tablet
PCs.

There are mainly two kinds of studies about pen-based computing; 1) interaction
technique, and 2) recognition methods. The previous interaction techniques about
pen-based computing reduce the learnability of the system in exchange of implementing
additional functions. Therefore, Part I proposed the intelligent user interfaces that help
users performing digital handwriting to detect user’s intention from input data. On the
other hand, most of previous recognition methods of digital handwritten data focused on
visible handwritten data. In digital handwriting environment; however, computers also
obtain “invisible” handwritten data like a pressure factor and velocity. These invisible
handwritten data have a potential to extract effective information. Hence, Part II at-

tempted to extract effective information from invisible handwritten data.

Part I. User Interfaces for Digital Handwriting Annotation

Part I focused on handwriting annotation on electronic documents which is in-
dispensable interaction between human and documents. The handwriting annotation
on electronic documents requires the availability maximizing the advantage of elec-
tronic documents on computers. However, the user interfaces of traditional research
related to handwriting annotation have the problems either the lack of the document
availability or the lack of the learnability in the system. Therefore, this part proposed
the intelligent user interfaces for handwriting annotation on electronic documents both
to increase the learnability of the annotation system and to enhance the availability of
electronic documents.

Chapter 2 proposed the recognition model of handwriting annotation on elec-
tronic documents. The recognition model generated by human annotation data achieved
improving the availability of documents to recognize the annotation selecting range on

contents while traditional research using heuristic model hand difficulty to recognize
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the exact selected range. The study found the proposed model can find user’s con-
tent-targeting interaction for 95% precision, and estimate selected range of contents for
70 to 88% accuracy.

Based on the annotation recognition model, Chapter 3 proposed the intelligent
ink annotation framework that uses user’s intention of document annotation. Tradi-
tional ink annotation systems require users to perform system-defined gestures to im-
prove the availability of annotated documents. However, this results in decreasing the
learnability of the system. The chapter therefore proposed the framework that can im-
prove learnability of the annotation system without decreasing the learnability. The
user study found proposed framework was preferred to 75% of participants.

On the other hand, Chapter 4 proposed the EA Snippets which improves the
search performance of handwritten documents based on the recognition model. Snippets
like thumbnail images improve the performance of document navigation. However, the
snippets of handwritten documents are that we cannot grasp the summary from the
scaled thumbnail image of handwritten document because its character can be too small
to read. In addition, it is difficult to summarize the text of handwritten documents be-
cause of the insufficient recognition accuracy of handwritten characters. Therefore the
chapter proposed the snippets of handwritten documents that are summarized based on
emphasis handwriting annotation. The user study found proposed snippets improve

search time 42% faster on average.

Part Il. Data Analysis for Effective Information Extraction

On-line handwritten data includes additional “invisible” features such as pres-
sure factor and velocity in addition to paper-based handwriting. The data have the po-
tential to extract effective information by some data mining methods. This part pro-
posed two methods that extract effective information from on-line handwritten data.

Chapter 2 proposed the method extracting the psychological state of students.
The student’s psychological information when they are learning is indispensable for
teachers to both understand the understandings of student and teach students suitable
for their understanding. The proposed method achieved to detect two types of student’s
status from on-line handwritten data! frustration and need help. The experiments
showed proposed method detects the frustration in 87% precision and 90% recall.

Chapter 3 proposed the method estimating human memory level. Rote learning,
which is a memorization technique based on repetition, is required to grasp the incom-
pletely memorized items for efficient iterative learning. The chapter proposed the

method estimating the remembrance level from on-line handwritten data that was not
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used in traditional method. As the result, the method enabled to calculate the priority in
each memorizing item of iterative learning. The experiments showed proposed model

achieved the best performance with 0.69 F-value.

Discussion and Future Work

Part I focused on digital handwriting on electronic documents as the use case of
intelligent user interfaces that help user to perform digital handwriting by detecting
user’s intention from input data. The part proposed the methods increasing the learna-
bility of the handwriting annotation system and improving the availability of hand-
written documents in digital handwriting environment through the proposal of the
recognition model and two types of the application related to the user interfaces of dig-
ital handwriting environment. Meanwhile, the part didn’t do enough discussed with
respect to how degree the interface intervene user’s operation. Moreover, we have to
apply and verify proposed method to other use cases as the future work.

On the other hand, Part II focused on the extraction of the effective information
from on-line handwritten data through proposing two methods of on-line handwritten
data analysis. These proposed methods enabled to extract effective information in edu-
cational situations. We have to verify the effectiveness to develop the application system
using this extracted information as the future work.

While there is still remaining future work, I believe these concept and initial
work provide new values both the user interfaces of digital handwriting environment

and the data analysis of on-line handwritten data.
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Appendix

Questions of User Study (Chapter 4)

Search by Keywords Related to Emphasized Word
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Search by Keywords Not Related to Emphasized Word
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Comparison of the User’s Own Notes and the Notes of Others
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