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Abstract

The discovery of a Higgs boson in di-boson final state by ATLAS and CMS experiments was reported
in July 2012, and then, from now it is important to measure properties of the discovered Higgs boson
for understanding the nature of electroweak symmetry breaking predicted by the Standard Model (SM)
of particle physics. This thesis presents a search for the Higgs boson in the 77 final state using the data
recorded by the ATLAS detector at the LHC, corresponding to an integrated luminosity of up to 4.5 fb—!
of /s = 7TeV in 2011 and 20.3 fb~! of /5 = 8 TeV in 2012. In addition, a study of CP measurement
in the 77 final state is also presented assuming an environment of /s = 8 TeV in 2012 with an integrated
luminosity of 20.3 fb—1.

The first part of this thesis is a search for the Higgs boson in the 77 final state. The H — 77 decay
mode mainly from gluon-gluon fusion (ggF) and vector boson fusion (VBF) production processes is
the most sensitive channel in fermionic final states. Event selections and categorizations are optimized
corresponding to the ggF and the VBE. Several background processes contributes to the selected signal
region, mainly from Z — 77, W+jets and QCD processes. The Z — 77 background contributes due to
the same final state as the H — 77 signal. The W+jets and the QCD backgrounds contrubute by that
jets are mis-identified as 7 leptons with their large production cross sections. Data driven techniques are
applied for their estimations and validations. A multi-variate technique, Boosted Decision Tree (BDT)
as classifier, is applied to maximize the sensitivity. Input variables of the BDT are separately optimized
to the ggF and the VBF processes using their characteristic topologies. A maximum likelihood fit is
performed to the data with the expected signal and background on the BDT output distribution in order
to measure the signal strength p, which is defined as the ratio of cross section times branching ratio in
the data to that in theoretical prediction. The measured signal strength is:

p=1.437527(stat.) 7032 (syst.) 4 0.09(theory syst.).

The observed (expected) significance is 4.5 (3.4) standard deviation. The result presents “evidence for
the decay of the Higgs boson into leptons” and “first evidence for the Yukawa coupling to down-type

fermions”.

The another main part of this thesis is a study of the CP measurement in the H — 77 final state. The
SM predicts the Higgs boson has a CP-even state, while a CP-odd Higgs boson predicted in several
Beyond the Standard Model (BSM) theories. The CP state of the Higgs boson reflects the transverse
spin correlation of 7 leptons in the final state. Dedicated angle variable, so-called acoplanarity angle,
is reconstructed to distinguish the CP-even and CP-odd Higgs boson. The measurement is performed
in the signal region based on the same analysis strategy as the H — 77 search, while some additional
selections are applied to enhance a signal over background ratio. A maximum likelihood fit on the

acoplanarity angle distribution is performed, in order to obtain an expected exclusion sensitivity of the



CP-odd Higgs boson. The result of the expected limit is 56% confidence level assuming the data of
20.3 fb~! at /s = 8 TeV.



Acknowledgments

This thesis would not have been materialized without the help from many people who involved my

research.

I would like to express the deepest appreciation to my supervisor Assoc. Prof. Kohei Yorita for providing
great opportunities to contribute to particle physics and for encouraging advice to my research. By
chasing his back, I learned a lot about physics and furthermore about life. I am sincerely looking forward

to collaborative experiment with him in the near future that I have grown as a scientist.

I would like to offer my special thanks to Prof. Masakazu Washio, Prof. Hiroyuki Abe and Prof. Junichi
Tanaka for their proof-reading of this thesis. The quality of this thesis is clearly improved by their

meaningful surggestions.

I would like to express my gratitude to staff in the Kohei Yorita laboratory, Dr. Koji Ebina, Dr. Naoki
Kimura and Dr. Masashi Tanaka. I received many technical advice and continuous support from Dr. Koji
Ebina and Dr. Naoki Kimura, and I had a lot of good time with them for six years. I learned many things
from Dr. Masashi Tanaka through physics discussions. I respect him as a scientist. Also I would like to
thank every student in the laboratory. I shared a lot of fun time with Mr. Takashi Mitani and Mr. Tomoya
lizawa for three years at CERN. I hope that we can continue to study physics as a fellow in the future. I

would also like to thank all other laboratory members including graduates, for their encouragements.

I would like to thank to members involved in ATLAS Tau and Tau Trigger working groups. Special
thanks to Dr. Soshi Tsuno for his continuous support and encouragement to my research for three years,
also thanks to the group conveners, Dr. Stan Lei, Dr. Stefania Xella, Dr. Will Davey, Dr. Pier Olivier

and Dr. Matthew Beckingham, for their tolerant and supportive convener-ship.

I am deeply grateful to ATLAS H — 77 analysis members. Special thanks to Dr. Koji Nakamura and
Dr. Keita Hanawa. I worked closely with them, and their suggestions and advice helped me in several
situations. Also thanks to Dr. Alex Tuna, Dr. Nils Ruthman, Dr. Quentin Buat, Dr. Thomas Schwindt,
Dr. Michel Trottier-McDonald, Dr. Elias Coniavitis, Dr. Daniela Zanzi, Dr. Sasha Pranko, Dr. Romain
Madar, Dr. Lidia Dell’ Asta, Dr. Katy Grimm, Dr. Sinead Farrington, Dr. Luca Fiorini. They gave me
meaningful suggestions and ideas for my research trough many discussions. I was lucky to have such an

excellent collaboration.

I would also like to thank Japanese students and scientists who met at CERN, especially Mr. Ryosuke
Fuchi (and his wife), Mr. Masahiro Morinaga, Dr. Kenji Kiuchi, Mr. Kazuki Nagata. Discussions,
travels and dinner with them were wonderful time during my stay at CERN.

Finally, I would like to express my gratitude to my family: father, mother and sister, for their moral

support and warm encouragements.



Contents

1 Introduction . . .. ... . i i i it ittt ittt eeeeeeeeeeeeeneneas 9
1.1 The Standard Model and the Higgs Boson . . . . . . ... ... ... . ......... 9
1.1.1  The Higgs Mechanism . . . . ... .. ... ... . ... ... . .... 9

1.1.2  Yukawa Couplings . . . . . . . . . . . . . 10

1.2 Phenomenology of the Higgs Bosonatthe LHC . . . . . . ... ... ... .. .... 11
1.2.1 Production Processes . . . . . . . . . . ... 11

1.2.2  Decay Modes and Experimental Search Channels . . . . . . .. ... ... ... 12

1.2.3  Experimental Status of the Higgs Boson Searches . . . . . . ... ... ..... 14

1.2.4 Phenomenologyofthe H — 77 . . . . . . . . . . . ... ... ... ..., 15

1.3 CP Measurement of the HiggsBoson . . . . . .. ... ... ... ... ......... 17
1.3.1 TwoHiggs DoubletModel . . . . ... ... ... ... .. ... ....... 17

1.3.2  Experimental Status of the CP Measurements of the Higgs Boson . . . . . . .. 18

2 LHCand ATLAS detector . . ... . ... i i ittt ittt ieetnnneeenneees 20
2.1 Large Hadron Collider . . . . . . . . . . . . . . . .. . . i 20
2.1.1 Accelerator Chain . . . . . ... .. ... 20

2.1.2 LHCRun-1DataTaking . . ... ... ... .. ... ... ... ..o ... 20

2.2 ATLAS Detector . . . . . . . . o it e e e e e e 22
2.2.1 ImnerDetector . . . . . . . . . . . . e e 23

222 Calorimeters . . . . . ... i i e e e e e e e e e 25

223 Muon Spectrometer . . . . . . ... ..o e e e e e e e e e 27

2.2.4 Trigger and Data Acquisition System . . . . . .. ... ... ... ..., 27

3 ObjectDefinition . . . . . . . v 0 i i it it i e e e e e e e e e e e e 30
3.1 Tracksand Vertices . . . . . . . . . . L e 30
3.2 Electrons . . . . . . e e e e e 32



34 HadronicTaus . . . . . . . . . e 38
35 Jets ..o 45
3.6 Missing Transverse Energy . . . . . . . . . . . . . .. 47
Search for the Higgs Bosonin H — 77 FinalState . . .. ... ............... 50
4.1 Signatureof H — 77 Final State . . . . . . .. ... ... ... .. .. 50
4.2 Background Processes . . . . . ... 51
4.3 Dataand Simulation Samples . . . . . . .. ... 54
431 DataSample . . . . . . . . .. e 54
4.3.2 Simulation Samples . . . . . ... 54
4.4 Event Selection and Categorization . . . . . . . . . . . . . .o 57
4.4.1 ObjectDefinition . . . . . . . . . . . . . ... 57
4.4.2 Event Selection and Categorization . . . . . . . . . ... ... ... ...... 58
443 Signal and Control Regions . . . . . ... ... .. ... .. oo, 62
4.5 Mass Reconstruction . . . . . . . .. Lo 63
4.6 Background Model . . . . . . . .. ... 67
461 Z —=77Background . . . . .. ... o 68
4.6.2 Fake myag Background . . . . ... L oo 70
4.6.3 TopBackground . . ... ... ... ... ... 74
4.6.4 Z — 0fanddi-boson Background . . . . ... .. ... L. 76
4.6.5 Comparison between Observed Data and Background Modeling . . . . . . . .. 76
477 Multivariate Analysis . . . . . . . . ... e e e 81
4.7.1 Boosted Decision Tree (BDT) . . . . . . . . . . . .. ... . ... ... .... 81
4772 BDTOptimization . . . . . . .. .. 83
4.7.3  Validation of BDT Output Distributions . . . . . . . ... ... ... ...... 87
4.8 Systematic Uncertainties . . . . . . . . . . . . ... e e e e 94
4.8.1 Theoretical Systematic Uncertainties . . . . . . . . . . . ... ... ...... 94
4.8.2 Experimental Systematic Uncertainties . . . . . . .. ... .. ... ...... 95
4.8.3 Systematic Uncertainties on the Background Modeling . . . . . ... ... ... 97



4.9 Results of the Search for the Higgs Boson . . . . . . ... ... ... ..... . .... 99

4.9.1 Signal Extraction Procedure . . . . .. ... ... .. oo 99

49.2 Resultsofthe H — 7ymagSearch . . . . . ... .. .. ... ... ....... 100

4.9.3 Combination Results of the H — 77 Search . . . . ... ... ... ...... 104

5 Study of CP Measurement inthe 77 Final State . . . . . ... ... ............. 108
5.1 Overview of the H — TpagThag Analysis . . . . . . . . . . .. ... .. .. ..., 108
5.2 CPObservablesinthe H — 77 analysis . . . . . . . . . ... ... ... ... ..... 111
5.2.1 Transverse Spin Correlations . . . . . . . . ... ... ... ... ... ... .. 112

5.22 Acoplanarity Angle . . . . . ... L. oL 112

523 CPObservables . . . . . . . .. L 114

5.3 Event Selection and Observable Reconstruction . . . . . . .. ... ... ... ..... 121
5.3.1 Simulation of the CB-odd Higgs Boson Sample . . . . . ... ... ....... 121

5.3.2 Event Selection and Categorization . . . . . . . ... .. ... ... ...... 122

5.3.3 Observable Reconstruction . . . . . . . . . .. . ... 125

5.4 Systematic Uncertainties . . . . . . . . . . . . ot e e e e e e e 130

5.5 Resultsof the CP Measurement . . . . . . .. ... ... ... ... ... 131
5.5.1 Statistical Model . . . . . ... L 131

5.52 Results . . . ... 131

6 Conclusionsand Prospects . . . . . . . .0 i ittt ittt ittt et 133
A Additionsfor Chapter4 . . . . . . . . . . . i i i e e e e e e 135
A.1 Background Modeling . . . . . . . . . . . . ... 135
A.2 Nuisance Parameters . . . . . . . . . .. .. e 143

B Additions For Chapter 5 . . . . . . . i i i i it i ittt ittt v ot oot oo s neaas 145



CHAPTER 1

Introduction

1.1 The Standard Model and the Higgs Boson

Current particle physics is described by the quantum field theory, so-called the Standard Model (SM).
The SM consists of six leptons and six quarks as elementary particles, and gauge fields are introduced to
describe interactions between the particles. The gauge fields in the SM are required in order the symme-
tries SU(3)¢c ® SU(2), ® U(1)y of the SM to be gauge symmetries, where interactions are mediated
by mass-less bosons. The SU (3) gauge symmetry describes the strong interaction between quarks and
the gluon, while the SU(2);, @ U(1)y gauge symmetry [1] describes the electroweak interaction propa-
gated by the photon and the W and Z bosons, respectively. The Higgs mechanism [2-4] is introduced in
order to provide particle masses without discarding the gauge-symmetry. The Higgs mechanism is based
on the Higgs field that has a non-vanishing vacuum expectation value triggering spontaneous symmetry
breaking. The W and Z boson masses are given by an interaction between the gauge field and the Higgs
field, and the particle created by the Higgs field after the Higgs mechanism is called the Higgs boson.
The W and Z boson masses are predicted by this mechanism, and their expected values are consistent
with measured values. The Higgs mechanism also provides lepton and quark (fermion) masses by intro-
ducing a coupling between the Higgs boson and fermions, while their absolute values are determined by
a measurement of the coupling constant, referred to as Yukawa coupling. In this section, an overview of

the Higgs mechanism and the Yukawa coupling is given [5].

1.1.1 The Higgs Mechanism

The Higgs mechanism leads to the mass generation via spontaneous symmetry breaking. Spontaneous
symmetry breaking is a process that a full symmetric system moves to a lower symmetry system, where
the potential of the system settles into the energetically stable vacuum. In the Higgs mechanism, sponta-

neous symmetry breaking is caused by a complex scalar doublet ®, described as
+ 1 .
o — ¢0 _ 1 ¢0+Z'¢2 ' (L.1)
¢ V2 \ 93 +igy
The Lagrangian of the Higgs field is expressed by

LHiggs = (DNCI))T(DH(I))—V(CI)),
V(®) = M2(<I>T<I>)+2((I>TCI>)2, (1.2)



where D), is the covariant derivative and V' (®) is the Higgs potential, which is parameterized by the the
mass parameter 1 and self-coupling constant A. The Lagrangian 1.2 is invariant under the transformation
of SU(2)r ® U(1)y symmetry. While the coupling constant \ is required to be A > 0 for a stable
vacuum, 42 can be considered in two scenarios. In case of u? > 0, the potential V' (®) is stable at the
ground state of |®| = 0. On the other hand, in case of 2 < 0, the potential has a local maximum at
-1,

= —v*, (1.3)

= -
=5y =3

where v is the vacuum expectation value. If the ® takes finite minimum value, the SU(2);, ® U(1)y
symmetry is spontaneously broken. The ¢* and the imaginary part of ¢" are absorbed into massive
W+ and Z bosons as their longitudinal modes. Such an absorption process is referred to as the Higgs

mechanism. After the Higgs mechanism occurs, the complex scalar field ® can be expressed by

1 0
d=— 14
ﬁ(u—l—h)’ 14

where h represents the field that creates the Higgs boson. Using this equation, the Lagrangian can be

expanded as

1 1
LHiggs §(auh)2 + 192WuW”(V + h)?
1 ;
+ WV g2+ h)?*z,z"
2
H 2 A 4
+ 2(l/+h) 16(1/—1—]1), (1.5)

where the W and Z represents the physical W and Z fields, and ¢ and ¢ represents SU(2)z, and U(1)y
gauge coupling constants, respectively. The Higgs mechanism generates mass terms of W, Z and the
Higgs bosons leaving the photon and gluon mass-less in the SM Lagrangian including 1.5. The masses
of the W and Z bosons are extracted from equation (1.5) as:

mg = V2 \2, my = %, my = % g%+ g2 (1.6)
The W and Z boson masses (my and mz) can be predicted by the SM as shown in equation (1.6),

those are consistent with the experimental results. However, the Higgs boson mass (mr) contains a free

parameter A, that is the Higgs self-coupling constant.

1.1.2 Yukawa Couplings

The Higgs field in the SM also generates fermion masses by introducing interactions between the same
complex scalar SU(2) doublet ®, a left-handed fermion SU(2) doublet ¥, and a right-handed fermion

singlet W p, referred to as Yukawa couplings. The general Lagrangian for such interactions can be de-



scribed as
LYukawa = —Yf(\i/L‘I’R)(I) + h.C., (1.7)

where Y} is the Yukawa coupling constant between the Higgs boson and fermions, and h.c. represents
the Hermitian conjugate. By introducing the spontaneous symmetry breaking with the Higgs field of

equation (1.4), the Lagrangian is expanded as

v h

Y, _ _
Lywkawa = ——2(U Vg + Tp¥ ) (14 =). (1.8)
V2 v

Thus, the fermion mass is provided as

vYy

7 (1.9)

mf:

In case of quarks, the field provides a mass term also for up side of the SU(2) quark doublet by converting

the Higgs doublet ® to ®’. The general Lagrangian for quark Yukawa couplings is described as:

Lywkawa = —Ya(WarVar)® — Yu(\ilu,L\I/u,R)(I)/ + h.c.

vYy h vYy,

- - - - h
= ———(U,; U U, pU 14 —)— \AUM v, rY 14 —),
\/5( a1Yar+YarVar)( +y) ﬁ( wLVur + Wy Yy 1)( +V)

o (2)-ab)

In both cases, the fermion mass can be described by the equation (1.9). While the Higgs mechanism
is an excellent theory that explains generation mechanism of both boson and fermion masses, it has an
uncertain aspect that cannot predict absolute values of masses since the Yukawa coupling constants Y
are free parameters. These values must be experimentally measured for the verification of the Higgs

mechanism, which is one of main scopes of this thesis.

1.2 Phenomenology of the Higgs Boson at the LHC

1.2.1 Production Processes

The Higgs boson production at the LHC is dominated by four processes: gluon fusion (ggF), vector
boson fusion (VBF), vector boson associated (V H) and top quark associated (t¢H) processes. Leading-
order (LO) level Feynman diagrams of signal production processes considered in this analysis are shown

in Fig. 1.1.

The ggF process has the largest cross section in the four processes. The Higgs boson produced via a
heavy quark loop from gluons, where a heavy quark is dominated by a top quark loop due to a large

Yukawa coupling. Thus, the discovery of the ggF indicates an indirect confirmation of Yukawa coupling.

11



(a) Gluon fusion (ggF)

W+/Z

3 H
(c) Vector boson associated (V H) (d) top pair associated (ttH)

Fig. 1.1: Leading-order Feynman diagrams of the Higgs boson production processes at the LHC.

The final state of the process is only the Higgs boson, and therefore the process is relatively hard to
separate from background events in the analysis. The VBF process has the second largest cross section.
In this process, typically two jets in the forward and backward regions of the detector are associated.
The characteristic signature is useful to suppress background events in the analysis. The VBF process
provides the information of the direct coupling of the Higgs boson and weak gauge bosons. In the V H
process, the Higgs boson is produced associated with the vector boson (Z or W boson). In this process,
there are several final states depending on decay products of the vector boson. Especially, the final state
contains leptons is effective to suppress background, such as multi-jet events. The ¢t H process has the
Higgs boson is produces associated with top quark pair. This process provides the information of the
top Yukawa coupling. However, this process does not contribute significantly to signal regions in this
thesis due to the smallest cross section. The production cross section for each process and inclusive cross
sections at /s = 7,8 and 14 TeV are shown in Fig. 1.2.

1.2.2 Decay Modes and Experimental Search Channels

The branching ratio of the Higgs boson depends on masses of the decay products as shown in Fig. 1.3
(a) because the Higgs boson coupling is proportional to the masses. In the interested region around the
measured Higgs boson mass of my ~ 125 GeV, the dominant decay mode is the H — bb decay with the
branching ratio of ~ 57.7%. The second largest decay mode is the H — WW decay with the branching
ratio of ~ 21.5%. This decay mode is suppressed in the region since one of W bosons can be produced
with on-shell. The third largest decay mode is the H — 77 decay with the branching ratio of ~ 6.3%.

Although the Higgs boson decays into several particles, certain combinations of production processes

and decay modes can be used taken into account trigger limitations and background contributions. The

12
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Fig. 1.2: (a) Production cross sections of the SM Higgs boson of main production processes at /s =
8 TeV and (b) inclusive cross sections at /s = 7,8 and 14 TeV as a function of m .

product of production cross section times branching ratio (event rate) for each important experimental
search channel at the LHC is shown in Fig. 1.3 (b). The H — 77 channel has the largest event rate
around the region of mpg ~ 125 GeV.
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Fig. 1.3: (a) Branching ratios of the SM Higgs boson and (b) production cross sections at /s = 8 TeV
times branching ratio for experimentally important processes (b) as a function of my.
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1.2.3 Experimental Status of the Higgs Boson Searches

The Higgs boson has been searched experimentally for a long time since the Higgs mechanism was
proposed. While the Higgs boson mass is a free parameter in the SM as mentioned in Section 1.1.1,
the mass range can be constrained by mass measurements of W boson and top quark because the W
boson mass depends on the top quark and the Higgs boson masses through radiative effects [6]. the
Higgs boson is predicted to contribute their measured masses through loop corrections. The first Higgs
boson search was indirectly performed based on two dimensional mass fit of W boson and top quark by
the LEP experiments [7], where the top quark mass was estimated by electroweak measurements. This
indirect search was updated with the precisely measured W boson mass from the LEP2 and the Tevatron,
and the directly measured top quark mass from the Tevatron [8]. The Higgs boson mass is favoured in a
lower mass range (30 GeV < my < 300 GeV) by the indirect search.

Based on the result, the direct Higgs boson searches were performed at the LEP/LEP2 and the Tevatron
experiments. The LEP2 experiments finally set a lower exclusion limit of the Higgs boson mass of
mpg > 114 GeV at 95% confidence level using the vector boson associated production (V H), where
a main contribution from the (H — bb)(Z — ¢q) final state [9]. The Tevatron experiments (CDF
and DO experiments) are also performed the direct search with several experimental search channels.
These channels are combined, and the Tevatron set an exclusion limit of the Higgs boson mass of two
regions: 90 GeV < mpy < 109 GeV and 149 GeV < mpy < 182 GeV at 95% confidence level [10].
Main contributions of lower and higher limits are from the VH — bb and the H — WW* — (tul~p
channels, respectively. The H — 77 search was performed in the CDF experiment, the upper limit of
the SM cross section times branching ratio (ogm x B(H — 77)) is 16.4 at mpy = 125 GeV [11].

The LHC started the operation in 2010, and the ATLAS and CMS experiments collected data with the
center-of-mass energy of 7 TeV in 2010-2011 and 8 TeV in 2012. In July 2012, both experiments reported
the discovery of a new particle, that is most likely the Higgs boson, with a mass of about 125 GeV, the
integrated luminosities are 4.8(5.1) fb=!1 at \/s = 7 TeV and 5.8(5.3) fb~! at \/s = 8 TeV for the
ATLAS (CMS) experiment [12, 13]. The discovery was mainly provided from diboson decay channels,
ie.,the H — vy, H — ZZ and H — WW channels. Figure 1.4 shows the p-value of the background-
only hypothesis as a function of m 7, which is obtained from the combination of results from the H — v
and H — ZZ and H — WW searches. With full dataset in 2011-2012, corresponding to an integrated
luminosity of up to 25 fb~!, the measurement of spin and parity quantum numbers of the discovered
Higgs boson was performed by both experiments. The results are consistent with the SM prediction of
the Higgs boson with J© = 07 [14] (see Section 1.3.2).

The discovery of the Higgs boson was made by the I — ~vy, H — ZZ and H — WW channels.
Therefore, it is important to measure properties of the discovered Higgs boson for understanding the na-
ture of electroweak symmetry breaking. The current main topics of the Higgs analysis are an observation

of the coupling between the Higgs boson and ferimons, and its property measurements.
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Fig. 1.4: Observed local pg (solid line) as a function of m . The dashed curve shows the expected local
po under the hypothesis of the SM Higgs boson signal at that mass with its plus/minus one sigma band.
The horizontal dashed lines indicate the p-values corresponding to significances of 1 to 6 o [12].

1.2.4 Phenomenology of the H — 77

The H — 77 channel plays an important role in the Higgs boson search as fermion channels due to its
high event rate and relatively clean signature in the final state. This section introduces properties and

decay modes of a 7 lepton, and an experimental signature of the H — 77 final state.

Tau Lepton Decays

(b)

Fig. 1.5: Feynman diagrams of 7 lepton decay for (a) leptonically and (b) hadronically.

The tau lepton [15] is the heaviest lepton with a mass of 1.78 GeV, a mean life time of (290.6 £ 1.0) x
10~ %5 and an average decay length of 87.11 um. The tau lepton typically decays before reaching the
active region of the ATLAS detector. The decay is classified into leptonically 7 — (v, (¢ = e/p1) and
hadronically 7 — hadrons v, as shown in Fig. 1.5. The leptonic decay is further classified into electron

15



and muon decays, and the total branching ratio is ~ 35%. The lepton from the leptonic decay is referred
to as 7y in this thesis. The hadronic decay has several decay modes corresponding to the number and kind
of hadrons, and the total branching ratio is ~ 65%. Decay products of the hadrinic decay are referred to
as Thag in this thesis. One and three charged hadrons from the hadronic decay are referred to as 1-prong
and 3-prong decay, respectively. The hadronic decay is further classified corresponding to the number

of neutral hadrons, mainly neutral pions. A typical process of the decay into 1-prong T4 associated

with one neutral pion is 7+ — p* (—> 7ri7r0) v, process, and associated with two neutral pions is
™ & af (= 7T 7%7) v, process, where p and a; are short-lived mesons with a mass of ~ 770 MeV

and ~ 1260 MeV, respectively. A typical process of the 3-prong decay is 7+ — a3 (— 757 7%) vy

process. Dominant decay modes of a tau lepton are listed in Table 1.1 with their branching ratios.

Decay modes Branching ratio [%]
leptonic decay 35.24 + 0.08
T — e Vels 17.83 £0.04
T — W Vulr 17.41 £0.04
hadronic decay 64.76 = 0.21
T =T Us 10.83 £ 0.06
LRSS 25.52 + 0.09
7 = a0, 9.30 £0.11
7~ = 77197970, 1.05 £ 0.07
T = K vy 0.700 £ 0.010
T = K ', 0.429 £ 0.015
T sty 8.99 + 0.06
~ = a w0, 2.70 £ 0.08

Table 1.1: Summary of tau lepton decay modes and corresponding branching ratios [15].

H — 77 channel

Corresponding to the tau lepton decay, the H — 77 channel can be classified into three channels: the
fully leptonic channel H — 7,74, the fully hadronic channel H — Tp,qThad, and the lepton-hadron
channel H — 7yThag, With branching ratios of 12.4%, 42% and 45.6%, respectively. Experimental
search sensitivity of each channel is determined corresponding to the branching ratio and the number of
neutrinos from 7 lepton decays (see Section 4.1). The lepton-hadron channel has the largest event rate
and a clean final state due to the presence of the lepton, and they leads this channel to have the highest

sensitivity in the H — 77 search. While the fully hadronic channel has the same degree of the branching
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ratio with the lepton-hadron channel, this channel suffers from large multi-jet backgrounds. This channel
is the second channel in the H — 77 search. As a feature of this channel, this channel is able to precisely
reconstruct kinematic distributions than other two channels due to a less number of neutrinos in the final
state, and it is useful in both the search and property measurements of the Higgs boson. While the fully
leptonic channel has the cleanest final state because of two leptons, its branching ratio is the smallest and
the resolution of reconstructed kinematic distributions is lower than other channels due to the presence
of four neutrinos in the final state. This channel is the third channel in the H — 77 search. The three
channels are independently analyzed, and then the H — 77 search result are obtained by a combination

of three channels.

1.3 CP Measurement of the Higgs Boson

1.3.1 Two Higgs Doublet Model

After the observation of the coupling between the Higgs boson and 7 leptons, one of the most important
remaining question is whether the observed Higgs boson is the SM Higgs boson or a part of an extended
Higgs sector predicted by BSM theory models. The SM predicts the Higgs boson has a CP-even state,
while a CP-odd Higgs boson appears in several BSM theories based on the two Higgs doublet model
(2HDM) [16, 17], which is a minimal extension from the SM Higgs sector. In the 2HDM, two complex
scalar doublets ®; and ®5 are introduced as:

¢+
o, = ], =1,2). 1.11
(\}5(1/1 + hi + ZZ,)) (Z ) ( )

Introducing the two doublets, the general potential of the Higgs field V' (®1, 2) can be expressed by:

A A
V(®,B5) = m3 @@ + mi®idy — (mye®l @y + h.c) + %(@{@1)2 + ?2(@@2)2
A
+ A3(D]D1)(BLB2) + Aa(®] o) (B5 1) + ?5 [(@1®2)? + h.e], (1.12)

where Aj_5 represents coupling constants, and mq1,mao2 and mqo are mass parameters. The Higgs dou-
blets 1.11 have eight degrees of freedom in total. After spontaneous symmetry breaking, three of them
are absorbed to give mass to the W and Z bosons. Assuming a CP-symmetry conservation, the remaining
five degrees of freedom correspond to five physical Higgs bosons: two neutral CP-even bosons (h and
H), one neutral CP-odd boson (A) and a pair of charged bosons (H*). After all, the parameters in the
above Higgs potential are converted into the masses of five bosons, the ratio of the vacuum expectation
values of two doublets (tan = 5 /v1), the mixing angle between two CP-even bosons («) and the po-
tential parameter (m2,). In addition, this model can be classified into two types, referred to as type I and
type I 2HDM, those are distinguished by the structure of Yukawa coupling. All fermions couple to only
®5 in type I 2HDM, while up-type fermions couple to @5 and down-type fermions couple to ®; in type
II. Although the choice of two types depends on theory models, the CP-even and CP-odd Higgs bosons
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are included in both types. The typical examples of the theory including two Higgs doublets are follow-
ings: the minimal super-symmetric SM (MSSM) [18-21], the axion model [22] and the baryogenesis
model [23]. The measurement of the CP state of the discovered Higgs boson is of primary importance to
determine whether it is the SM (CP-even) Higgs boson or the BSM (CP-odd) Higgs boson.

1.3.2 Experimental Status of the CP Measurements of the Higgs Boson

With the discovery of the Higgs boson, the measurement of the spin and CP quantum numbers were
performed by the ATLAS and the CMS experiments based on di-boson decay channels: the H — v,
the H - ZZ* — 4¢ and the H — WW™* — (vfv channels [14,24]. The analysis dataset corresponding
to an integrated luminosity of 4.6(5.1) fb~! collected at /s = 7 TeV and 20.3(19.7) fb~! collected at
/s = 8 TeV. In order to test the SM prediction of the Higgs boson with J© = 0%, alternative hypotheses
of J® = 07, 1%, 1~ and 27 are studied. Focusing on the H — ZZ* — 4/ as a typical example, the
measurement was performed with total eight discriminant variables, five angle variables in the four-
body decay, and invariant masses of lepton pairs and four leptons. Multivariate analysis was used to
discriminate the J© = 01 hypothesis from each alternative hypothesis. The results exclude all of the
alternative models in favour of the SM Higgs boson hypothesis at more than 97.8% confidence level.
Figure 1.6 shows an example distribution of the test statistics of the Higgs boson with J© = 07 (SM),
and with JP = 0~ (BSM) hypotheses in the ATLAS experiment, where the exclusion limit is 97.8%
confidence level. Although the result indicates that the Higgs boson in di-boson channels is consistent
with the SM, it is important to test the consistency with the fermion final states. Moreover, the CP-odd
Higgs boson must decay into di-boson via a fermion loop, so that the direct CP measurement can be
performed by only fermion final states. This is the primary motivation of the CP measurement in the 77

final state.
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Fig. 1.6: An example distribution of the test statistic ¢ for the combination of the H —ZZ* — 4/ and
the H — WW?™* — fvfv channels in the ATLAS experiment. The solid black line represents observed
data, while the solid blue line and the dashed red line represent the Higgs boson with J© = 01 (SM),
and with J* = 0~ (BSM) hypotheses, respectively [14].

19



CHAPTER 2

LHC and ATLAS detector

The analysis in this thesis uses the data collected by the ATLAS (A Toroidal Lhc ApparatuS) detector
in collisions of proton-proton delivered by the Large Hadron Collider (LHC). In this chapter, the LHC

accelerator complex and the ATLAS detector configurations are summarized.

2.1 Large Hadron Collider

The LHC [25] is proton-proton circular collider located at European Organization for Nuclear Research
(CERN) in Geneva, Switzerland. The collider is arranged in an underground circular tunnel at a depth of
ranging from 50m to 175m with a circumference of 27km, which was initially constructed for the Large
Electron Positron Collider (LEP) experiment. The LHC is designed to provide center of mass energies

2 s~1. The accelerator chain located

up to /s = 14 TeV with instantaneous luminosity of over 1034 cm™
at CERN increases the energy of proton beams in stages and the chain is enable to be achieved such

performance finally at the LHC main ring.

2.1.1 Accelerator Chain

The protons, obtained from ionizing hydrogen gas, are injected to a linear accelerator (LINAC?2) at first,
and they are accelerated to 50 MeV. The protons are then grouped into bunches by Radio-Frequency (RF)
cavities, and the proton bunches are injected into a series of accelerators : Proton Synchrotron Booster
(PSB), Proton Synchrotron (PS), Super Proton Synchrotron (SPS). The proton beam is accelerated and
the energy is increased to 1.4 GeV, 25 GeV and 450 GeV, respectively. Finally, the proton beam is
injected into the LHC main ring and they are accelerated to the designed energy. The proton accelerator

chain is summarized in Fig. 2.1.

2.1.2 LHC Run-1 Data Taking

The first run of the LHC, referred to as “LHC Run-1", was successfully finished in 2013. The initial
design of the LHC is to collide proton beams at /s = 14 TeV with instantaneous luminosity of over
103 cm=2 s~!. During initial operation in 2008, a large section of the superconducting magnets in
the LHC are quenched. It was decided to reduce the energy of the LHC for the initial run during a
repair of these magnets and an addition of quench protections. After the repairing, in 2010 and 2011,

the LHC was operated with the energy of proton beams of 3.5 TeV, producing center-of-mass energy
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Fig. 2.1: A overview of the CERN accelerator chain [26]

/s =7 TeV. In 2010, proton-proton collisions corresponding to an integrated luminosity of 48.1 pb~!
were delivered to the ATLAS experiment with a recording efficiency of 93.6%. The beam intensity was
increased after that, and the collision data was collected corresponding to an integrated luminosity of 5.46
fb~! during the 2011 data taking, with a recording efficiency of 93.5%. In 2012, the energy of proton
beams increased to 4 TeV, producing /s = 8 TeV. The collision data was collected corresponding to
an integrated luminosity of 23.3 fb~! with a recording efficiency of 93.5%. LHC operation parameters
are summarized in Table 2.1, compared to design parameters. The analysis presented in this thesis is
performed with the data taken in 2011 and 2012.

Parameters Design 2011 2012
Center-of-mass energy [TeV] 14TeV TTeV 8TeV
Beam energy [TeV] TTeV 3.5TeV 4TeV
Bunch spacing [ns] 25 50 50

Number of bunches 2808 1318 1318

Number of protons per Bunch  1.15 x 10! 1.15 x 10t 1.15 x 10!
Peak Luminosity [em 2571 1.0x10% 3.7x10% 7.7 x10%

Table 2.1: LHC beam parameters of 2011, 2012 and original design

Data Quality
The recorded data of the ATLAS detector in 2011 and 2012 correspond to an integrated luminosity of

5.08 fb~! and 21.3 fb~!, respectively. However, the data must be satisfied a data quality criteria. The
ATLAS data taking is operated in each period defined by the ATLAS data acquisition system, referred
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to as “Run”. The Run is subdivided into “luminosity block”, which holds each integrated luminosity
information. The ATLAS monitoring systems of each sub-detector and dedicated data quality shifters
check qualities of the recorded data for each luminosity block. The quality information of luminosity
block is listed run by run, so-called “Good Run List”, and it is used in physics analyses to ensure that the
analyzed data is not affected by detector failures. The integrated luminosity of the good quality data in
2011 and 2012 is 4.25 fb~! and 20.3 fb~1, respectively. Figure 2.2 (a) shows the integrated luminosity

with respect to operation times for delivered, recorded and good quality data.

Pileups

Due to a high instantaneous luminosity, single bunch crossing produces multiple proton-proton inter-
actions, so-called “pileup”. The number of interactions per bunch crossing depends on run conditions,
while typical events have the average number of 20.7 (9.1) in 2012 (2011) data. Figure 2.2 (b) shows
distributions of the mean number interactions per crossing < g > in 2011 and 2012. The pile-up events
affects adversely to physics analyses because additional tracks and energy deposits of particles from the
pileup events give ambiguity of physics object reconstructions and identifications. In order to model

pileup events in simulation samples, a dedicated < p > rescaling is performed (see Section 4.3.2).
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Fig. 2.2: (a) The integrated luminosity with respect to operation time for delivered (green), recorded
(yellow) and good quality data (blue). (b) The < p > distributions in 2011 (blue) and 2012 (green) [27].

2.2 ATLAS Detector

The ATLAS [28-30] detector is a general purpose detector located at one of the proton-proton collision
point of the LHC, and it is designed to verify the wide range of the interests of the SM (e.g. Higgs boson,
top quark and so on) and search for the BSM physics at the LHC energy scale. To study these physics
interests, the ATLAS detector reconstructs and identifies a wide range of objects, i.e. electrons, photons,

mMuons, ThadS, jets and the missing transverse energy (E1"**).
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The ATLAS detector consists of a barrel region and two endcap region with several sub-detector systems,
Tracking Detectors, Magnetic Systems, EM (Electromagnetic) Calorimeter, Hadron Calorimeter and
Muon Spectrometer, in order from inner to outer. Schematic view of the ATLAS detector is shown in
Fig. 2.3.

44m

25m

LAr hadronic end-cap and
forward calorimeters

Toroid magnets LAr electromagnetic calorimeters

Muon chambers Solenoid magnet | Transition radiation tracker

Semiconductor fracker

Fig. 2.3: Schematic view of the ATLAS Detector Systems. The dimensions are 25 m in height and 44 m
in length. The overall weight of the detector is approximately 7 kilotons [28].

In the ATLAS coordinate system, the z axis is defined as the beam direction, and the x and y axis are
defined as horizontal and vertical axes towards the center of the LHC ring, respectively. The azimuthal
angle ¢ is defined with respect to the x axis between —7 and 7, where ¢ = 0 represents the positive x
axis. The polar angle 6 is defined with respect to the z axis between 0 and 7, where # = 0 represents the
positive z axis. The pseudo rapidity = 1/2Intan(6/2) is often used instead of the polar angle. The
distance between objects in 7 — ¢ plane is defined as AR = \/m . The transverse momentum
and energy are defined as pt = p X sinf and EFt = FE'sin 6 in the x-y plane, respectively.

2.2.1 Inner Detector

The tracking system [31, 32], referred to as the Inner Detector (ID), is located at innermost part of the
ATLAS detector in order to measure the momentum of charged particles and to determine the location
of vertices. The ID consists of three sub-detectors, silicon pixel tracker (Pixel) [33,34] ,semiconducting
silicon micro-strip tracker (SCT) [35-37] and transition radiation tracker (TRT) [38—40]. The solenoid
magnet system surrounds of the ID, which generates a 2 Tesla magnetic field. The layout and the cover-
age of the ID are summarized in Fig. 2.4 and Figure 2.5, respectively.
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Fig. 2.4: Cut-away view of the ATLAS tracking detectors [28].
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Fig. 2.5: Plan view of a quarter-section of the ATLAS tracking detectors with active dimensions and

envelopes [28].

Pixel Detector

The Pixel detector is the innermost detector consisting of semiconduction silicon sensors with the pixel
size 50 x 400um?, with a coverage up to || = 2.5. The space point measurements of charged particle
are performed with high resolution due to such small pixel size of the sensors. The innermost layer
of this detector is located at the radius of 51 mm from the LHC beam pipe. The typical resolutions are

(04,02) = (10 um, 115 p1m) in the barrel region, and (04, 0,) = (10 um, 580 um) in the endcap region.

24




The total number of readout channels is ~ 80.4 million.

Semi-Conductor Tracker (SCT)

The SCT is the second innermost detector consisting of eight strip layers, with a coverage up to |n| = 2.5,
The unit of the SCT module consists of two layers of semiconducting silicon strip sensors with a pitch
of 80 um. The two layers are mounted in each module with a small stereo angle of 40mrad to measure
the coordinates of ¢ and z. The typical resolutions of each module is (o4,0.) = (17 pm, 580 pm) in
the barrel region, and (04, 0;,) = (17 um, 580 pm) in the endcap region. In total, the number of readout

channels is ~ 6.3 million.

Transition Radiation Tracker (TRT)

The TRT is the outermost detector with a coverage up to || < 2.0. The TRT consists of straw tubes
filled with a xenon based mixture gas with a gold plated tungsten wire. The length of each tube is
144 cm and 37 cm in the barrel and endcap region, respectively. Average 30 hits (maximum 36 hits) per
track are provided by the TRT, and it allows to perform precision tracking. The TRT uses the transition
radiation, which is emitted by charged particles when it passes a boundary of two dielectric materials.
The intensity of the transition radiation is proportional to the Lorentz factor v of the particle, which

enables to the particle identification and the separation between electron and charged pion.

2.2.2 Calorimeters

The calorimeter system is located on the outside of the ID to measure the particle energy, with a coverage
up to || < 4.9. The system consists of the electromagnetic (EM) and hadron calorimeters. The EM
calorimeters are designed to be sensitive to the electromagnetic interactions in order to measure the
energy of electrons and photons, while the hadron calorimeters are sensitive to hadronic interaction to

measure the hadron energy. A cut-away view of the calorimeter system is shown in Fig. 2.6.

Electromagnetic Calorimeter

The EM calorimeter consists of ~ 1.5 mm accordion-shaped lead plates as absorbers and 2.1 mm gaps
filled with the liquid argon as active layers. The energy of charged particles are measured by detecting
ionization of charged particles inside the liquid argon. The maximum drift time is 450ns by applying
a high voltage of ~ 2,000 V. This calorimeter separately consists of one cylindrical barrel calorimeter
(In] < 1.475) with a small gap of 4 mm at |z| = 0 and two wheel endcap calorimeters (1.375 < |n| <
3.2). Each calorimeter contains three different layers for high angular resolution and to detect full shower
shapes. The first layer is mounted with a granularity of An x A¢ = 0.0031 x 0.098 and 4.3 X radiation
length, referred to as strip layer. It allows to identify 7° — ~~ decays, which is one of main background

to photons [41] and is used in the identification of hadronically decaying 7 lepton (see Section 3.4). The
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Fig. 2.6: Cut-away view of the ATLAS calorimeter system [28].

second layer has a granularity of An x A¢ = 0.025 x 0.0245 with 16 X radiation length, and the
most of energy from EM shower is measured by this layer. The third layer measures the tails of EM
shower, and it enables to distinguish EM showers from hadronic showers. The granularity of this layer is
AnxA¢ = 0.050x0.025. In addition to three layers, one 11 mm thin layer, referred to as pre-sampler, is
mounted in front of the strip layer, with a granularity of An x A¢ = 0.025 x 0.1. The pre-sampler covers
the range of || < 1.8 to correct the energy loss in materials before the EM calorimeter. A schematic

view of the barrel module of the EM calorimeter is shown in Fig. 2.7.

Hadron Calorimeter

The hadron calorimeter is mounted surrounding the EM calorimeter, and it consists of one barrel calo-
rimeter (|n| < 1.7), two endcap hadron calorimeters (1.5 < |n| < 3.2). The barrel calorimeter uses steel
plates as absorber and scintillation tiles as active material, with a granularity of AnxA¢ = 0.1x0.1. The
scintillation photons are guided by wavelength shifter fibers, and they are read out by photo-multiplier
tubes. The endcap calorimeters use coppers and liquid argon gas as absorber and active media, respec-
tively. Each calorimeter has the total thickness of 10 interaction lengths, it is sufficient to decrease

punch-trough hadrons.

Additionally, the forward calorimeter is mounted to cover higher pseudo-rapidity region of 3.1 < || <
4.9. This calorimeter is combined with EM and hadron calorimeters. The EM calorimeter uses copper,
which length is optimized for EM interaction, as absorber, while the hadron calorimeter uses tungsten as
absorber. Both calorimeters are filled with liquid argon gas as active media.

26



Cells in Layer 3
ApxAn = 0.0245x0.05

Trigger Towey

2X, An=q,
~ |
\\
n=0
S
16X,
S 0
Tri
NN Toseer
( ?=0.098,
43X, ,\/\/ ,
R

TR

//
o)QQ& 1.7Xo /M
R A(P=0.0245 .
g N
nfmx‘l %;W/NJA ,,‘ Square cells in
a‘ " Layer 2
A0 < 0.0245

——

\ B e
37.5an/8 <440 M=0.025
N=0003, "™
0031 Strip cells in Layer 1
n

Fig. 2.7: Schematic view of the barrel module of the EM calorimeter [28].

2.2.3 Muon Spectrometer

The outermost detector in the ATLAS detector is the Muon Spectrometer (MS) with a coverage up to
In| = 2.7. The cut-away view of the MS is shown in Fig. 2.8. The MS consists of two precision
tracking chambers and two trigger chambers, with air-core toroid magnet system. The muon momentum
is measured from the deflection of the muon trajectory in the magnetic field. The two precision chambers
consist of three layers of the Monitored Drift Tubes (MDT) for the pseudo-rapidity range of |n| < 2.0
and two layers of the Cathode Strip Chambers (CSC) for 2.2 < |n| < 2.7. The MDT are made from
multi-layers of tubes, while the CSC is multi-wire proportional chambers. Both chambers are filled with
Ar/COg mixture gas. Since the MDT and the CSC chambers require a wide time window of ~ 700 ys,
two dedicated trigger chambers are equipped to provide fast responses, which satisfies the ATLAS level
1 trigger requirement of selecting events in every 25n.s. The Resistive Plate Chambers (RPC) consists of
three layers for the barrel region (|| < 1.05) and the Thin Gap Chambers (TGC) consists of three layers
for the endcap region (1.05 < |n| < 2.4).

2.2.4 Trigger and Data Acquisition System

An average bunch crossing rate during data taking in 2011 and 2012 is ~ 20 MHz, and it does not
allow to continuously read out all information from the ATLAS detector due to limitations of the ATLAS
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Fig. 2.8: Cut-away view of the ATLAS muon spectrometer [28].

storage and computing systems. Therefore, a trigger system is necessary to efficiently select interesting
events. The ATLAS trigger system consists of three levels: the hard-ware based level 1 (L1) trigger, and
the soft-ware based Level 2 (L2) and Event Filter (EF) triggers.

The L1 trigger makes trigger decisions within an average processing time of 2.5 us using the limited
information form the calorimeter and the MS, reducing the event rate to 75 kHz from initial ~ 20 MHz.
Coincidence information from the RPC and the TGC is used to trigger high pr muons, while the calo-
rimeter information with a low granularity of An x A¢ = 0.1 x 0.1 is used to trigger electrons/photons,
jets, Thad and large transverse missing energy (E%‘iss). The L1 system sends information about signatures
of triggered objects with their 1 and ¢ coordinates to the L2 trigger system. Figure 2.9 shows the block
diagram of the L1 trigger and a schematic view of the electron/photon and 7,4 trigger algorithms at the

L1. The coordinate information is referred to as Region-Of-Interest (ROI).

The L2 trigger is a software-based system and can use the full detector information within the ROIs.
The tracking information from the ID is available from the L2 and the energy information is more so-
phisticated with higher granularity than the L1. The event rate is reduced to 3.5 kHz within an average
processing time of ~ 49 ms.

The EF is the final stage trigger system to further select events from those passing the L2, and the event
rate is reduced to ~ 200 Hz within an average processing time of ~ 4 sec. During data taking in 2012,
the availability of storage and computing resources are increased, so that the output rate of the EF is
increased to ~ 400 Hz. the EF performs a full event reconstruction using the full detector granularity,
and thereby the trigger objects at the EF are reconstructed with similar definitions of offline objects.

Finally, the information of events passing the trigger system is recorded to the ATLAS storage system.
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Fig. 2.9: (a) A block diagram of the ATLAS L1 trigger, and (b) a schematic view of electron/photon and
Thad trigger algorithms at L1 [28].
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CHAPTER 3

Object Definition

This chapter describes online trigger algorithms and offline particle reconstruction algorithms. As dis-
cussed in Section 1.2.4, the H — 77 analysis can be divided into three channels depending on 7 de-
cays. The analysis presented in this thesis focuses on the lepton-hadron and the fully hadronic chan-
nels. For online trigger algorithms, a single electron/muon trigger and a di-mp,q trigger are used in the
lepton-hadron channel and in the fully hadronic channel, respectively. Physics objects used in this thesis
are electrons, muons, ThagS, jets and missing transverse energy. Reconstruction, identification and en-
ergy/momentum calibration algorithms are detailed for those objects in this Chapter. At First, track and
vertex reconstruction algorithms are introduced in Section 3.1 as common inputs of particle reconstruc-
tions. Then, reconstruction algorithms of each physics object are detailed in Section 3.2, 3.3, 3.4, 3.5 and
3.6. A calorimeter cluster is also one of common inputs, and its reconstruction algorithm is described in
Section 3.5

3.1 Tracks and Vertices

Track Reconstruction

Tracks originated from charged particle are one of common input of physics object reconstruction. More-
over, they are used to identify a primary vertex and other vertices. The track reconstruction is based on

two algorithms, “inside-out” and “outside-in”.

In the inside-out algorithm, the track reconstruction starts from track seeds constructed by all of the
Pixel layers and a first layer of the SCT detectors. The seed tracks provide track candidates with their
directional information, and then track candidates are defined in the ID by performing a fit with tracks
segments and hits from the Pixel and SCT, where the fit includes global x? and Kalman filter algo-
rithms. Finally, the track candidate is extended to the TRT by refitting with additional hit in the TRT.
The reconstructed track from the inside-out algorithm is required to have pt > 400 MeV and |n| < 2.5.

The outside-in algorithm is performed after the track reconstruction using inside-out algorithm. In the
algorithm, the track reconstruction starts from track segments of the TRT, and then they are extrapolated
towards the ID. Finally, tracks are defined by performing the fit with tracks segments and hits from
the Pixel and SCT, This algorithm aims to reconstruct tracks by charged particles from the secondary
vertices, such as heavy flavor quarks/T lepton decays and photon conversions. Both algorithms provide
reconstructed tracks with their track parameters at a point of the closest approach (pca) from a reference

point. The parameters consist of following five parameters (as illustrated in Fig. 3.1):
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K: piT X I%\ (q represents a charge)

e ¢q: the azimuthal angle between x axis and track direction at the pca in the transverse (z-y) plane
e 0: the polar angle between z axis and track direction in the longitudinal (r-z) plane (r = \/x2 + y2)
e dj: the distance between the pca and the reference point (impact parameter)

e z: the z axis coordinate of the pca.

The reference point is defined as the coordinate center of (z,y,2)=(0,0,0) in the track reconstruction, while
the point is moved to a primary vertex position after a vertex reconstruction. The pca and track parameters
are also propagated considering the track radius calculated using the field map of the ATLAS magnetic

field. Physics objects that include charged particles are reconstructed based on these parameters.

y track r
track

A
N

(a) (b)

Fig. 3.1: Illustration of track parameters in the (a) transverse and (b) longitudinal planes.

Vertex Reconstruction

Vertices are reconstructed using an “iterative vertex finding” algorithm [42,43]. Vertex seeds are obtained
from the z position at the beam-line of the reconstructed tracks. An iterative x? fit is performed to the
vertex seed and neighboring tracks. Displaced tracks with x? > 7o are used as a new vertex seed, and
this procedure is repeated until no additional vertices can be found. After the vertex finding, vertices
are required to have more than two associated tracks. A primary vertex is defined as the vertex with the

largest sum of squared transverse momenta of the associated tracks ( ) p% ).
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3.2 Electrons

Electrons have an important role on many physics analyses because of their clean signature and a pre-
cision measurement of four-momentum. For the H — 77 analysis, the electron from a leptonically
decaying tau is used as a final state object. The electron has clean signature even at a trigger level, and
therefore the data collected by a single electron trigger is used in the H — 7,Thaq channel.

Single Electron Trigger

At the L1, electron trigger objects are identified using a sliding window algorithm [44] on a 4 X 4 group
of EM calorimeter towers with a granularity of Anp x A¢ = 0.1 x 0.1. The L1 trigger is fired if
the transverse energy of the electron object exceeds the L1 trigger threshold. The transverse energy of
the electron object is measured from horizontal or vertical tower pair within the central 2 x 2 towers.
The electron object which passes the L1 trigger is provided to the L2 trigger with the position of the
candidate, referred to as Region Of Interest (ROI). At the L2, fast energy and tracking reconstructions
of electron objects are performed within their ROIs. The step-by-step cut-based selections, which are
almost the same as the identification method described in the next section, are applied to electron objects,
and the L2 trigger is fired if the object passes all selection criteria. At the EF, full energy and track
reconstructions, and identification criteria described in Ref. [45] are applied to electron objects. The
trigger menus used in Section 4 are referred to as e24vhi mediuml and e60_mediuml for 8 TeV, and
e20medium, e22 medium and e22vh mediuml for 7 TeV. The numbers in their names represent
transverse energy thresholds at EF of each trigger, and medium represents a medium working point
of the electron identification, where additional shower shape cuts are applied to mediuml menus. In
order to cope with the increase of the pile-up events, an additional veto cut on the energy deposit in the
hadron calorimeter (hadron veto) is applied, referred to as vh. Finally, i represents a requirement that
a track of the trigger object is isolated from other tracks. For 7 TeV, three menus are used in turn to
cope with the increase of the trigger rate due to the enhancement of the instantaneous luminosity of the
LHC in 2011. For 8 TeV, the data is combined by taking a logical “OR” of e24vhi mediuml and
e60_mediuml triggers to keep the trigger efficiency even in a high transverse momentum region. The
single electron trigger efficiency is measured using Z — ee events in the data using a so-called tag-and-
probe method [46]. The method requires two electrons, referred to as tag-electron and probe electron,
respectively. Both electrons are required to have Er > 25 GeV and || < 2.47. The tag-electron is
required to be triggered by the single electron trigger and to pass tight identification. while the probe-
electron is required to pass medium identification, while it is not required to be triggered by the single
electron trigger. In addition, window cut of the invariant mass calculated from two electrons is required
to be consistent with the Z boson mass, and therefore the event is ensured to be generated from the
Z — ee process. The single electron trigger efficiency can be measured using the probe electron because
the probe electron is unbiased from triggers, and its purity is high. The combined trigger efficiencies of
e24vhi mediuml and e60_mediuml for the L1, L2 and EF are shown in Fig. 3.2. The bump of
the efficiency around Et ~ 60 GeV is clearly visible due to the combination of two triggers, and the
efficiency is dropped in the crack region of the EM calorimeter (1.37 < |n| < 1.52). The measurement
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is also performed to simulated Z — ee events, and scale factors are obtained by taking the ratio of
efficiencies from data and simulated events. The scale factors are used to correct a normalization and
kinematic distributions of simulation samples. Systematic uncertainty on the scale factors are 1 ~ 2%

depending on the transverse energy and pseudo-rapidity of the reconstructed electron.
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Fig. 3.2: Single electron trigger efficiencies at L.1,L.2 and EF as a function of (a) the transverse energy,
(b) pseudo-rapidity of the probe electron and (c) the number of vertices. The probe electron is required
to have Er > 25 GeV, |n| < 2.47 and to pass the medium identification, while it is not required to
be triggered the single electron trigger. Two different single electron triggers with transverse energy
thresholds at 24 and 60 GeV are combined in the plots. The trigger efficiencies are measured by the
Z — ee tag-and-probe method with data [46].

Reconstruction and Identification

An electron reconstruction starts from finding seed clusters with Fr > 2.5 GeV. The seed clusters
are searched by a sliding window algorithm [44] using a cluster size of An x A¢ = 0.075 x 0.125.
Then, reconstructed tracks are matched to the seed clusters with a requirement of ptr > 1 GeV and
An(seed cluster,track) < 0.05, where one track which has minimum AR (seed cluster,track) is chosen
in case that multiple tracks are matched. In order to precisely determine track parameters, the matched
track is refitted with a Gaussian Sum Fitter algorithm [47] which includes the non-linear bremsstrahlung
effects. After the track matching and refitting, the electron cluster is rebuilt from the seed cluster and
matched track, considering additional energy contributions that are energy deposit in materials outside
the EM calorimeter, lateral and longitudinal energy leakage outside the seed cluster. The four-momentum

of the electron candidate is determined from the electron cluster and matched track information.

The electron candidates after the reconstruction contains a number of hadrons, photon conversions, and
semi-leptonic decays of heavy flavors. The electron identification is necessary to increase the purity of
the electron candidates. Several discriminating variables are used for the identification, and they are
grouped into shower shape, strip layer, track quality and cluster-track matching variables [45]. The
three working points are defined as loose, medium and tight, corresponding identification efficiencies of
95%, 85% and 75%, respectively. Shower shape variables are especially sensitive to pile-up effect, and
therefore an additional correction is applied in order to make signal efficiencies almost constant against

the number of vertices.
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The identification efficiencies for each working point are shown in Fig. 3.3. The efficiencies are mea-
sured using tag-and-probe method in Z — ee and J/1) — ee events. Both electrons are required to
have |n| < 2.47. The tag-electron is required to be triggered by the single electron trigger, to have
FEr > 20 GeV and to passe tight identification. The probe-electron is required to have Ft > 7 GeV,
while it is not applied both trigger and identification requirements. The tag-and-probe method is de-
scribed above and more detail is explained in Ref. [45]. Scale factors of the efficiencies are measured in

parallel using tag-and-probe method, and they are used to correct simulation samples.
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Fig. 3.3: Electron identification efficiencies for each working point as a function of (a) the transverse
energy , (b) pseudo-rapidity of the probe-electron and (c) number of vertices. The probe-electron is re-
quired to have pr > 7 GeV and |n| < 2.47, while it is not applied trigger and identification requirements.
The identification efficiencies are measured by the Z — ee tag-and-probe method in the data, and the
scale factors shown at the bottom panels are used to correct simulation samples [45].

Energy Scale and Resolution

The electron energy is reconstructed based on the seed cluster, and the energy is calibrated considering
energy loss in the material in front of the calorimeter from simulation based method. The electron energy
scale and resolution are necessary to correct the difference between data and simulation samples, which

can be expressed by:
Edata _ Esim.(l 4 ai)’ (3.1)

where E4%® and E*"™- are the electron energy in the data and the simulation, «; represents their frac-
tional difference at a given electron pseudo-rapidity region ¢. The correction factors «; are determined
by a resonance fitting of Z — ee and J/1) — ee events. Figure 3.4 shows the di-electron mass dis-
tribution and the correction factors as a function of the transverse energy of the reconstructed electron
with 1| < 0.6. The correction factors are applied to simulation samples to correct the electron energy.

Systematic uncertainties on the correction factors are less than 0.5%.
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Fig. 3.4: (a) The di-electron mass distribution and (b) the correction factor as a function of the transverse
energy of the reconstructed electron with |n| < 0.6. Before and after corrected distribution from simu-
lated Z — ee events are also shown in (a). The band in (b) represents the systematic uncertainty on the
correction factor [48].

3.3 Muons

Muons are also important physics object for physics analyses because of following experimental signa-
tures: The muon is a minimum ionizing particle (MIP), which weakly interacts to the calorimeter, and
track parameters are precisely measured using combined information of the ID and MS. This signature
allows to distinguish muons from jets and electrons efficiently, at both the online trigger and offline anal-
ysis level. In the I — 77 analysis, muons from leptonic decaying 7s are used as the final state object,

and a single muon trigger is used in the H — 7, 7Thaq channel.

Single Muon Trigger

At the L1, muon trigger objects are defined by coincident signals from the Muon Spectrometer (MS),
which consists of the Resistive Plate Chambers (RPC) for the barrel region (|n| < 1.05) and Thin Gap
Chambers (TGC) for endcap region (1.05 < |n| < 2.4). They are classified into six estimated transverse
momentum categories, and trigger is fired if at least one of the category exceeds the L1 trigger transverse
momentum threshold. The muon trigger object including its position (ROI) is provided to the L2 trigger.
At the L2, the muon trigger object is refined using the trigger and precision chambers. A fast track fitting
is performed within the ROI, and the transverse momentum is estimated using Look-Up-Table (LUT)
based on the result of the fast track fitting. Then, the reconstructed tracks from the ID are combined with
the tracks from MS. At the EF, full muon reconstruction and identification described in the next section

are applied to the muon trigger object.

The trigger menus used in Section 4 are referred toasmu241_tight for8 TeV,and mul8 and mul8_medium
for 7 TeV. The numbers in their names represent transverse momentum thresholds at EF. tight and
medium corresponds to L1 threshold values, which are 15 GeV and 11 GeV, respectively. In 2012, an

additional track isolation requirement represented by 1 is applied to deal with the higher instantaneous
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luminosity. The single muon trigger efficiency is measured using the tag-and-probe method of Z —
events in the data. The method requires two opposite charged muons, referred to as tag-muon and probe-
muon, respectively. Both muons are required to have pr > 25 GeV, |n| < 2.5 and to be CB muon (see
the next section). The tag-muon is required to be triggered by the single muon trigger, while the probe-
muon is not. The measurement method is almost the same as Section 3.2, and more detail is described
in Ref. [49-51]. The trigger efficiencies of mu24i_tight as a function of the transverse momentum
of the reconstructed muon are shown in Fig. 3.5 for the barrel (|n| < 1.05) and endcap (|n| > 1.05)
regions. While the efficiencies show sharp turn-on curves, absolute values in plateau regions are around
70% and 85% due to the crack regions of the MS, detailed in the next section. The scale factors are

extracted by this measurement, and they are used to correct simulation samples.
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Fig. 3.5: Single muon trigger efficiencies for L1,L.2 and EF for (a) the barrel (|n| < 1.05) and (b)
the endcap (|n| > 1.05) regions as a function of the transverse momentum of the probe muon. The
probe-muon is required to have pr > 25 GeV, |n| < 2.5 and to be CB muon, while it is not required to
pass single muon. The trigger efficiencies are measured by the Z — pu tag-and-probe method in the
data [52].

Reconstruction and Identification

The muon reconstruction is performed using the combined information provided by the Muon Spectrom-
eter (MS) and the Inner Detector (ID). Three different reconstruction algorithms are defined correspond-

ing to different combination method of their information [50]:

e Stand-Alone (SA) muon: the muon track is reconstructed by only using the MS information. The
parameters related to the vertex are determined by the extrapolating the track to interaction point,

considering the effect of an expected energy loss in calorimeters.

e Combined (CB) muon: the muon track reconstruction is independently performed by the MS and
the ID, and track parameters are determined by combining two tracks using the covariance ma-
trices. The combination improves the resolution of track parameters, and therefore the combined

muon has the highest purity compared with other algorithms.

36



e Segment-tagged (ST) muon : the muon track is reconstructed by the ID information with a re-
quirement that at least one track segment in the MS has to be associated with the reconstructed

track.

In the analysis presented in this thesis, muons from mainly the CB muon algorithm are used, while the

ST muon algorithm is used for the object overlap removal.

The reconstruction and identification efficiencies are measured using tag-and-probe method of Z — pu
events in the data. The tag-muon is required to be triggered by the single muon trigger, to have pr >
25 GeV and to be CB muon. The probe-muon is required to have pt > 20 GeV, while it is not applied
both trigger and identification requirements. Both muons are required to have |n| < 2.5. The efficiencies
are shown in Fig. 3.6 as a function of the transverse momentum and pseudo-rapidity of the CB muon.
The efficiency drop is clearly visible at n =~ 0 and 1.1 < n < 1.3 where are the crack regions of
the MS. The MS is partially installed at n =~ 0 to provide the service for the ID and calorimeters. At
1.1 < 7 < 1.3, the MS was not yet installed in 2012". The scale factors shown in the plots are used to

correct simulation samples, and their systematic uncertainties are summarized in Section 4.8.2.
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Fig. 3.6: (a) Muon identification efficiencies as a function of the transverse momentum of the recon-
structed muon with 0.1 < |n| < 2.5 and (b) pseudo-rapidity of the probe-muon with pr > 20 GeV. The
probe-muon is required to have pr > 20 GeV and |n| < 2.5, while it is not applied both trigger and
identification requirements. The efficiencies are measured by the Z — pu tag-and-probe method in the
data. The scale factors shown at the bottom panels are used to correct simulation samples [51].

Momentum Scale and Resolution

The muon momentum scale and resolution [50, 51] are determined by a resonance fitting in Z — pupu,

J/Y — ppand T — pp events. The fractional momentum resolution can be parameterized with the

DThe installation in this region was finished during the LHC shutdown in 2013-2014.
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quadratic sum of two terms:

%za@(bxm), (3.2)
where a is the constant term of the effect from multiple scattering and b is the pr dependence term of
the intrinsic resolution due to the spatial resolution of detector components. The momentum correction
parameters are obtained by fitting the di-muon mass spectrum distribution using the template derived
from simulated Z — pp events. The fitting is performed in pseudo-rapidity bins of the reconstructed
muon. The di-muon mass distribution and di-muon mass resolution as a function of the pseudo-rapidity
of the leading muon are shown in Fig. 3.7. The correction factors are applied to correct simulation

samples, and their systematic uncertainties are around 0.1 ~ 0.2% depending on the muon pseudo-

rapidity.
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Fig. 3.7: (a) The di-muon mass distribution and (b) the mass resolution as a function of the pseudo-
rapidity of the leading muon. Distribution from simulated Z — pu events before and after correction
are also shown.

3.4 Hadronic Taus

The reconstruction and identification of the 7 lepton and its decay products are crucial role inthe H — 77
analysis. As described in Section 1.2.4, a tau lepton has two decay categories, referred to as leptonically
and hadronically decaying tau. The leptonically decaying tau decays into a lepton (electron or muon) and
two neutrinos in the final state. The two neutrinos are not directly detectable in the ATLAS detector, and
it is difficult to distinguish from a prompt electron or muon. The lepton from the leptonically decaying
tau is reconstructed and identified by the procedure described in Section 3.2 and 3.3. On the other hand,
the hadronically decaying tau decays into an odd number of charged hadrons with or without a few

neutral pions and one neutrino. The decay products are detectable except for the neutrino, and therefore

DThe muon with higher transverse momentum in di-muon
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dedicated reconstruction and identification algorithms are applied. The detectable decay products Tj,q
are classified into 1-prong and 3-prong, according to the number of charged hadrons. The branching
ratio of five charged hadrons is negligible contribution, a total of ~ 0.08%. The main background of
Thad 18 hadronic jets produced from the fragmentation of quarks and gluons. In addition, electrons can
be background because they have similar signature as 1-prong 7,45. The discrimination from jets and
electrons are performed in the 7,4 identification using experimental signature of 7,9 characteristics,
such that the decay products are highly collimated than jets due to the fact that most of the tau lepton has
a high momentum compared to the tau lepton mass. The 73,4 reconstruction, identification, energy scale

and Tp,q trigger algorithm are described in this section.

Thaa 1Tigger

A Thaqg trigger is used to collect data analyzed in H — ThadThad channel. At the L1, a seed of a m,q trigger
object is defined as the L1 electron trigger object (see Section 3.2). While the energy of the electron
object is defined by two EM calorimeter towers, the energy of the tau object is obtained by adding four
Hadron calorimeter towers, which are associated with the central 2 x 2 EM calorimeter towers used in
search of the electron object. Thus, the energy of the 7p,4 trigger object is defined by two EM calorimeter
and four Hadron calorimeter towers. As an additional option, an isolation requirement is prepared in the
L1 maq trigger to reduce the trigger rate. The isolation is defined by providing an energy threshold on
isolation towers, where are twelve EM calorimeter towers surrounding the central 2 x 2 EM calorimeter
towers. This requirement is based on the fact that 7,9 energy deposition is more collimated than jets.
The L1 7,4 trigger is fired if the transverse energy of the tau object exceeds the L1 trigger threshold
with or without passing isolation requirement. Information of the L1 7,4 trigger object including its ROI
is provided to the L2. At the L2, a fast tracking is performed within the ROI to calculate discriminant
variables. The L2 m,q trigger object is classified into 1-prong and multi-prong corresponding to the
number of tracks counted within the region of AR < 0.3 from a center of the object position. A L2
trigger selection on discriminant variables is applied separately for 1-prong and multi-prong objects. At
the EF, the similar algorithm to the offline reconstruction and identification (see the next section) are
applied separately for 1-prong and multi-prong, which is based on the the Boosted Decision Tree (BDT)
algorithm [53].

The single m,q trigger efficiencies are measured using the tag-and-probe method of Z — 77 — #maq
events in the data collected by the single electron or muon trigger. The tag-electron (tag-muon) is required
to have Et(pr) > 20 GeV, |n| < 2.47(2.5) and to pass the fight identification (to be the CB muon). The
probe-Tp,q is required as follows: pr > 20 GeV, |n| < 2.5, one or three charged tracks, opposite charge
from the tag-lepton, and to pass the medium identification (see the next section). Several event selections
are applied to suppress background events, and a dedicated background estimation is performed, which
are detailed in Ref. [54]. The trigger efficiencies as a function of the transverse momentum of the
probe-7,,4 and the number of vertices are shown in Fig. 3.8. The scale factors are extracted by this
measurement, and they are used to correct simulation samples. The systematic uncertainties on the scale
factors are ~ 2% for 20 GeV < pr < 50 GeV, while the uncertainties are ~ 8% for pr = 100 GeV.
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The Thaq misidentification probability is relatively higher than electrons and muons. In order to suppress
trigger rate, the pr threshold of the single tau trigger set to a higher value, such as 100 GeV in 7 TeV and
125 GeV in 8 TeV. The threshold is not effective to the H — ThagThag analysis, and therefore a di-7jaq
trigger requiring two single 7p,q is used for the H — ThaqThag channel. The scale factors for di-7jaq

trigger efficiencies are obtained by the product of the scale factors of two single 7,4 triggers.
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Fig. 3.8: Tau trigger efficiencies as a function of (a) the transverse momentum of the reconstructed Tj,q
with 1| < 2.5 and (b) the number of vertices. The efficiencies are measured by the Z — 77 — [1Thad
tag-and-probe method in the data [54].

Reconstruction and Identification

A seed of the m,,4 reconstruction is defined using the same algorithm as the jet reconstruction (see Sec-
tion 3.5), with requirements of pr > 10 GeV and || < 2.5. Then, the seed is associated with the
vertex chosen by a dedicated vertex association method. The method is based on jet vertex fraction
algorithm [55], and it is referred to as Tau Jet Vertex Association (TJVA) method [54]. The TIVA pro-
vides the vertex which has the highest vertex fraction. The vertex is more precise than the primary
vertex defined as the highest Y (p%k)? because the TIVA method is robust to pile-up conditions. The
direction of calorimeter variables are calculated by coordinated with the origin of this vertex. While the
Thad angles n and ¢ are determined by the seed direction, the transverse energy is calculated by a dedi-
cated energy calibration from the seed energy, which is described in the next section. The 7,4 invariant
mass is defined to zero, and therefore the transverse momentum is identical with the transverse energy.
Then, reconstructed tracks are matched with the 7,4 seed in the core region defined as a region within
AR(seed,track) < 0.2 from a center of the 7,4 direction, where tracks are required to pass selection cri-
teria: ptTraCk > 1 GeV, quality cut using the number of tracking detector hits and impact parameters. The
reconstructed 7,4 is classified into 1-prong, 3-prong or multi-prong according to the number of tracks in
the core region. The track association is also performed in the isolation region defined as a region within
0.2 < AR(seed,track) < 0.4 to calculate discriminant variables.

A neutral pion (7Y) reconstruction is performed in 8 TeV to increase the performance of the 7p,4 identi-

fication. The first step of the reconstruction is to determine the number of neutral pions (N 0) by using
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the BDT. The concept and the discrimination algorithm of the BDT are detailed in Section 4.7. Two
different BDTs are defined to classified into NV, 0 = 0 and N0 > 0, and to classified into N0 = 1 and
N,o > 1. The same discriminant variables are input to BDTs, which are related to measured information
of the strip layer and combined information of calorimeter and tracking detector. For a training proce-
dure, simulated Z/Z" — 77 and W — 7Tv; events are used as the signal sample, while large collision
data samples collected by jet triggers are used as the background sample. Simulated Z’ — 77 events
with masses of 500 GeV, 750 GeV, 1000 GeV and 1250 GeV are used to enhance the performance of the
BDT in a higher pr region, where the Z’ boson is a new gauge boson with a high mass predicted by sev-
eral BSM theories [56-61]. By applying cut on the two BDT outputs, N0 are classified into N0 = 0,
N,o = 1and N, o > 1, corresponding to the purity of ~ 81.8%, ~ 47.5% and ~ 68.9%, respectively.
The second step is to determine four-momenta of neutral pions in case of N, 0 = 1 and N0 > 1. The
clusters in the core region of the reconstructed 7,4 is corrected by subtracting the contributions from
pile-up and electric noise effects, which are estimated from the isolation region. Then, one cluster or the
pair of clusters is selected as 7¥ cluster(s) using combined information of energy deposition in the strip
layer, the EM and Hadron calorimeters. Finally, the four-momenta of neutral pions are obtained from the
energy and position of the 7° cluster(s). The N0 and variables using 7 four-momenta are used in the
Thad 1dentification for 8 TeV.

Since jets and electrons can be reconstructed as Th,gs, the mh,q identification is performed to reject them.
The identification is based on the BDT algorithm using the 7,4 characteristic signature. The two BDTs
are separately trained for 1-prong and 3-prong reconstructed 74,4. The same training samples are used
as the 7¥ reconstruction, simulated Z/Z’ — 77 and W — 7v, events for signal, and data samples
collected by jet triggers for background. Input variables are based on calorimeter shower shapes, tracking

information and calorimeter and tracking combined information using following features:

e The energy deposition from a 7,54 are more collimated than jets.

e The cone size of a 1,4, the distance between a 7,9 and associated tracks, is narrow compared to

jets.
e The mq total energy is almost carried by the highest pr track.

e The mh,q has more significant impact parameters than jets due to the relatively long decay length

of the 7 lepton.

e The number of neutral pion in 7,4 is almost zero or one, while jets can contain more.

Several input variables corresponding to 1-prong and 3-prong 7h,gs are defined and used as input to the
BDTs, detailed in Ref. [54]. Typical two input variable distributions for 7,,qs and jets are shown in
Fig. 3.9, where fcen is is a fraction of transverse energy deposited in the region within AR < 0.1 and
AR < 0.2 from a center of the 7,4 direction, and Nit:ng is the number of tracks associated with a 73,54 in
the region of 0.2 < AR < 0.4. The variables related to 7° are included only for 8 TeV to increase the
identification performance.

41



@ —,—— . ‘ ‘ ‘
= C ] = 11— —
5 025 e Z,Z 11, W - v (Simulation) - 5 r ATLAS (s =8TeV ]
> C - | > I b
S [ = Multi-Jet (Data 2012) - ] S 08 -
£ 02 ] = r ® Z,Z — 1, W — 1v (Simulation) -
£ [ pp15GeV. <25 ] Z osb- = Multi-Jet (Data 2012) R
015 {-track - 7 r 1
r ]

B ] i p.>15GeV, [1<25 1
0.1 ATLAS Vs=8TeV - - 041 T ]
C - 7 L 1-track i
r 1 r — 1
0.05 e 4 0.2 ]
r e . ] r ]
C - -~ - ] F — B
0’--'!'-:- L leeeee™" | |, ™r ] ok I } ] I | ]

0 0.2 0.4 0.6 0.8 1 0 1 2 3 1 5 6

iSO
fcenl Nlrack
(@) (b)

Fig. 3.9: () feent and (b) NUack dqistributions of the reconstructed 1-prong m,q for signal and background

1S0
samples. In the signal samples, only 7, matched to generator-level m,4s are used [54].

Three working points of the identification are defined as loose, medium and tight by varying cut points
on the BDT outputs, corresponding to signal efficiencies of ~ 70%, ~ 60% and ~ 40% for 1-prong and
~ 45%, ~ 40% and ~ 30% for 3-prong, respectively. The corresponding background efficiencies are
1% ~ 10% for 1-prong and 0.1% ~ 2% for 3-prong depending on the 7y,,q transverse momentum. The
signal efficiencies of three working points as a function of the number of vertices are shown in Fig. 3.10

for 1-prong and 3-prong. The efficiencies are successfully kept even in a high pile-up condition.
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Fig. 3.10: 7,4 identification efficiencies of three working points for the reconstructed m,q with pr >
15 GeV and |n| < 2.5 for (a) 1-prong and (b) 3-prong as a function of the number of vertices, where the
reconstructed T,,q is required to match with the generator-level m,,9. The efficiencies are obtained from
simulation samples, and they are stable up to the large number of vertices [54].

The 7,4 identification efficiency is measured using the tag-and-probe method of Z — 77 — 754 events
in the data collected by the single electron or muon trigger. The tag-electron (tag-muon) is required to
have Et(pr) > 20 GeV, |n| < 2.47(2.5) and to pass the fight identification (the CB muon). The probe-
n| < 2.5, to have one or three charged tracks and opposite

Thad 18 required as follows: pt > 20 GeV,
charge from the tag-lepton. In addition, several event selection criteria are applied to increase the Tj,q

purity, detailed in Ref. [54]. The probe-,4s are almost jets even applying the event selections because
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the probe-mn,q is not applied the 7,4 identification. A dedicated background estimation is necessary,
which is performed by a template fitting on the number of tracks in the region of AR < 0.6 from a center
of the probe-m,4. The wider cone size increases a discrimination ability between 7,48 and jets, while the
ability is reduced in case of the large number of vertices due to pile-up. A pr-weighted track counting

algorithm is applied to improve the discrimination, expressed by:

core

Pr
outer
T

D = max x AR(core, outer) | < 4, (3.3)

where p{®™ is the transverse momentum of any tracks in the core region of AR < 0.2 and p"*" is the
transverse momentum of a candidate track in the outer region of 0.2 < AR < 0.6. AR(core, outer)
represents a distance between these tracks. The candidate tracks in the outer region are only counted if
the tracks pass the requirement D < 4. The algorithm is based on the fact that pile-up tracks have large
distance and relatively lower momentum than tracks from 7,,4. hence the D < 4 cut leads to reduce
pile-up tracks. The template of the number tracks for 7,4 is obtained from simulated Z — 77 events for
separately 1-prong and 3-prong, while the template for jets are obtained from a same sign control region
in the data. The control region is defined by inverting a charge requirement between the tag-lepton and
probe-Th,4, Where the region is dominated by multi-jet and W +jets events. The template for electrons is
obtained from simulated Z — ee events. The number of track distributions for 7,545 and jets after the
template fitting are shown in Fig. 3.11. The identification efficiency is measured by taking the ratio of the
number of 7,4 events estimated by the fitting before and after applying 7,4 identification. The fitting is
separately performed to each transverse momentum and pseudo-rapidity region. The scale factors of the
efficiencies from data and simulation are close to one for all regions, and their systematic uncertainties

are around 2% ~ 5% depending on the 7j,4 transverse momentum and pseudo-rapidity.
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Fig. 3.11: The number of tracks distribution of 7,98 and jets with py > 25 GeV and |n| < 2.5 for (a)
before and (b) after applying the medium T,q identification [54].

The identification is also performed to discriminate 7,48 from electrons using an additional electron
BDT. The electron BDT is trained by simulated Z/Z" — 77 events and Z — ee events as signal and

background samples, respectively. Input variables are related to the shower shape in the EM calorimeter
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and information about the high and low threshold TRT hits because electron shower shape is more narrow
than a 1-prong 7h,q, and a transition radiation is emitted in the TRT by electrons. Three working points
are defined as loose, medium and tight, corresponding to the signal efficiencies of ~ 75%, ~ 85% and
~ 95%. The selection efficiency of electrons is measured using Z — ee (e — 7Thaq) tag-and-probe
method. While one isolated and tight identified electron is used as the tag-electron, and second electron
is used as the probe-7,,4 misidentified from an electron. The measurement is separately performed for six
Thad pseudo-rapidity bins, and data/simulation scale factors are obtained from each region. Systematic

uncertainties are around 8% ~ 30% which are mainly driven by statistical uncertainties.

Tau Energy Scale

The reconstructed m,q energy is calibrated with the Tau Energy Scale (TES). The fraction of the Tjaq
energy deposition in the EM calorimeter is larger, and also a cone size of energy reconstruction is smaller
than jets, and therefore a dedicated energy calibration for the 7y,4 is necessary instead of the Jet Energy
Scale (JES) (see Section 3.5). The TES is firstly estimated based on simulation-base method by taking
difference between the measured 7,9 energy and generator-level 7,9 energy. Then, the estimated TES

is further corrected by a data-driven method.

The simulation-based TES is computed as a function of the 7, transverse energy using Z/2’ — 77
and W — 7v; events, referred to as a response curve. The 1,4 is required to pass following selection:
Er > 15GeV, |n| < 2.4, pass medium identification, AR (7,4, jets) > 0.5, matching with generator-
level Thyq with Ex > 10 GeV. The response curve is evaluated in intervals of generator-level energy
at each 7,4 pseudo-rapidity region separately for 1-prong and multi-prong. Absolute values for each
intervals are determined by taking mean values of fitted Gaussian function. The result of response curves
for 1-prong and multi-prong is shown in Fig. 3.12. While the variation of the response curves due to
a pile-up condition is a few percent level, a pile-up correction is applied with respect to the number of
vertices. The correction factor is obtained from simulated events for each pseudo-rapidity region, and

the variation of the correction is in the range of 90 ~ 410 MeV.

The simulation-based TES is calibrated using data, referred to as an in-situ calibration method. The
calibration is performed by fitting on the m,i distribution, where the m;s is the invariant mass of the u
and the 4. The event selection criteria are applied to increase the 7,4 purity, detailed in Ref. [54]. The

TES is parameterized by the calibration factor o with the following equation:
Edat(z — Esim. (1 + Oé), (34)

where F9% and E*™ are the Ty, energy in the data and the simulation. A fifth-order polynomial fit
on the m;s distribution is performed to match the m.;s peak position between data and the simulation.
Then, the « is extracted by the result. The measured calibration factors are « = 0.8% for 1-prong
and o = 1.1% for 3-prong in 2012, and they are applied to simulation samples. Combined systematic
uncertainties are considered for the TES measurement of simulation-based and in-situ based method,
detailed in Section 4.8.2.
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Fig. 3.12: The response curve of the tau energy scale for (a) 1-prong and (b) multi-prong as a function
of the reconstructed energy. For low transverse regions, the TES is assumed to be constant [54].

3.5 Jets

Reconstruction

Jets used in the analysis are reconstructed using the anti-k; algorithm with distance parameter R = 0.4
[62]. The reconstruction starts from finding seed cells. The seed cells are required to have larger energy
than 40ypise. The opise 1S the electronic noise from the calorimeter and the noise from pile-up. The
topo-clusters are built from the seed cells by the following algorithm: The neighbour cells from the
seed cell, which have larger energy than 20y, are added to the seed cell. Then cells surrounding
neighbours are also added. This procedure is repeated until the energy of cells surrounding neighbours
exceed 20. The cluster merging and splitting algorithms are detailed in Ref. [55]. The topo-cluster
energy is calibrated by LCW method (see the next section), and then the anti-k; algorithm is applied to
the calibrated topo-clusters to reconstruct jets. In this algorithm, two arbitrary topo-clusters which have a
smallest d;; parameter value are combined. This combination is iterated until the combined topo-cluster

B becomes the smallest d; 5 value. These parameters are expressed by:

AR?;
Rz’
dip = prs, (3.5)

dij = min(pg/, Piz)

where 7 and j are two arbitrary topo-clusters, and AR;; represents the distance between them and R
is the distance parameter corresponds to the size of the reconstructed jet. The advantage of the anti-k;
algorithm is that the shape of the reconstructed jet to be more cone-like compared to other reconstruction
algorithms [63], and it is useful for the energy calibration and a subtraction of underlying events and pile-
up. This is caused by the reconstruction procedure: beginning from high pr topo-clusters and ending with

low pr clusters.
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Energy Scale

The reconstructed topo-cluster energy should be corrected in order to cope with energies deposited out-
side the topo-cluster and in materials outside the calorimeter. In addition, the electronic noise and the
noise from pile-up should be removed, so that a local cluster weighting (LCW) [55] method is applied for
the calibration. The LCW method classifies topo-clusters into EM and hadron clusters by the measured
energy density and the longitudinal shower depth. The topo-clusters are separately calibrated for EM
and hadron clusters. The calibration factors are derived from simulated events of single charged pion or

single neutral pion. The jet reconstruction is performed using calibrated topo-clusters.

The reconstructed jets are further corrected by the simulation-based calibration and the data-driven cal-
ibration. For the simulation-based calibration, the calibration factors are derived from simulated di-jet
events, comparing energies of reconstructed and generator-level jets. The factors are parameterized by
the transverse energy and the pseudo-rapidity of the reconstructed jet. For the data-driven calibration,
the calibration factors are derived using in-situ calibration method with di-jet, Z+jets and ~y+jets events
in the data. The method uses the transverse momentum balance between the reconstructed jet and refer-
enced objects, i.e. v, Z boson and jet system. The correction factors are parameterized by the transverse
momentum and the pseudo-rapidity of the reconstructed jet. Several systematic uncertainties on the JES

are considered for each calibration step, classified as follows:

Uncertainty on the in-situ calibration method.

Uncertainty on the n-intercalibration.

Close-by jets uncertainty for the JES difference between isolated jets and widely spread jets.

Flavour composition and response uncertainties for the JES difference between quark and gluon

initiated jets.

Uncertainty for the JES difference between b-jets and other jets.

Uncertainty on the pileup correction.

The JES uncertainties for 8 TeV as a function of pr (|n| = 0) and n (pr = 40 GeV) are shown in the
Figure 3.13. The uncertainty for central jets with high transverse momenta is around ~ 2%, while the

uncertainty for forward jets with low transverse momenta is around ~ 7%.

Jet Vertex Fraction

The reconstructed jets contains a large amount of pile-up initiated jets. In order to reduce them, a dedi-
cated pile-up suppression algorithm is applied, referred to as the Jet Vertex Fraction (JVF) algorithm [55].
The JVF is evaluated for each reconstructed jet using jet associated track pr and the primary vertex in-

formation, defined as

S PV)
NVtX )
SPFNPV) + 2 0% o (2 PR (VX))
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Fig. 3.13: Fractional systematic uncertainties on the jet energy scale for each components (a) as a func-
tion of pr for jets with || = 0, and (b) as a function of 7 for jets with py > 40 GeV. The total uncertainty,
the quadrature sum of all components, is shown as a blue band [64].

where PV is the primary vertex with the largest > (p')2, and vtx; is a certain reconstructed vertex i
except for the primary vertex, and Ny represents total number of vertex i. As described in the equation
(3.6), the JVF represents the pr fraction of tracks associated with the primary vertex. The JVF = —1 is
assigned in case that the reconstructed jet does not have associated tracks. The JVF can be considered
in the range of |n| < 2.4 due to the tracking detector acceptance. The selection efficiency of the JVF is
measured for data and simulation using Z+jets events, and the scale factor is obtained around 1 within

the systematic uncertainty of less than 1%.

b-Jets Identification

Based on the relatively long lifetime of the B hadrons, the b-jet tagging is performed using the Mul-
tiVariate tagging algorithm, referred to as MV1 algorithm [65, 66]. The MV1 algorithm uses several
discriminant variables related to impact parameters [67] and secondary vertices [68]. The algorithm is
only applied to jets within the region || < 2.4 due to the tracking detector acceptance. In this analy-
sis, the b-tagging with the working point corresponding to 70% signal efficiency is used to suppress top
background events, and to define the dedicated control region of top events. The b-tagging efficiency is
measured using di-leptonic ¢t events classified into four channels depending on lepton flavors and the
number of jets, and the scale factor between data and simulation is also derived from this measurement
to correct simulation samples. Systematic uncertainties on the scale factor are the order of (2% ~ 8%)

depending on the transverse momentum and the pseudo-rapidity.

3.6 Missing Transverse Energy

In the H — 77 analysis, the missing transverse energy E%‘i“ is an important observable due to the
presence of neutrinos from the tau lepton decay and neutrinos cannot be detected by the ATLAS detector.

The ET" reconstruction is based on energy depositions in the calorimeter and muons reconstructed from
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the ID and the MS, described as

W = ey Byt = —(E + By, (3.7)
EPS = \/(E¥‘j“)2+(E‘T“j“)2, (3.8)

where E;?lzj’) represents reconstructed and calibrated energies from electrons, photons, Th,q and jets, and

Eg(y) is calculated energies of reconstructed muons after applying the momentum calibration. A re-
quirement of pr > 20 GeV is applied to the jet reconstruction. The calo term is also included energy
depositions from particles that is not be reconstructed, referred to as soft term. For the energy reconstruc-
tion of the soft term, calibrated topo-clusters are used to reduce the effect of calorimeter noise. Tracks,
which are not associated with any objects or topo-clusters, are also taken into account as soft term. The
equation (3.7) can be expanded as

W= (BT B )™ Ey ™ G + B (3.9

The E‘TniSS resolution is reduced by pile-up events, mainly for the jet term and the soft term. In order to
cope with this, a dedicated pile-up suppression is applied to these two terms. For jet term, a requirement
of |JVF| > 0 for jets with pr < 50 GeV and |n| < 2.4 is introduced in the jet reconstruction (see

miss,soft
E T

Section 3.5). For soft term, a dedicated scale factor is applied to W) referred to as Soft Term

Vertex Fraction (STVF). The STVF is defined as similar to JVF, expressed by

Z p’sroft track(PV)

STVF = .
NV[X
z p_sroft track (PV) 4 ZO<’i<Nv1x (Z p%oft track (VtXi))

(3.10)

Figure 3.14 (a) shows the E%“iss resolution as a function of the scalar sum of transverse energy of all
objects used in the E reconstruction before (black) and after (red) applying the STVF correction in
the VBF H — 77 events. The E%liss resolution is actually improved by using the STVF correction.
Figure 3.14 (b) shows the linearity between reconstructed and generator-level E%ﬁss as a function of
generator-level E%“iss. A positive bias is clearly visible in the low ETmiSS region due to resolutions of all
objects. The STVF correction improves the E‘TIliSS linearity at the region of EIT“iSS < 100 GeV, while the
Ess is slightly over-corrected at the region of ESS > 100 GeV.

All objects are used in the EM reconstruction, systematic uncertainties on the ES depends on the
systematic uncertainties on energy scales and resolutions for each object. The unique systematic uncer-
tainty on the E%niss is a part related to soft term scale and resolution, which is evaluated by 2 — uu

events. The systematic uncertainties on the soft term are ~ 8% for the scale and ~ 5% for the resolution.
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Fig. 3.14: (a) B resolutions as a function of the total transverse energy > Et and (b) EMS linearity
between measured £7"*° and parton-level E1"** in VBF H — 77 events [69].
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CHAPTER 4

Search for the Higgs Boson in 7/ — 77 Final State

This chapter describes the search for the Standard Model Higgs Boson in the 77 final state. The H — 77
analysis can be divided into three channels depending on 7 lepton decays as discussed in Section 1.2.4.
This chapter focuses on the analysis of the H — 7pmh,q channel, while the final result is obtained from
the combination of results of three channels. First, the signature of the H — 77 signal process and
main background processes are described in Section 4.1 and Section 4.2. Then, the data and simulation
samples are described in Section 4.3. Section 4.4 describes event selections and categories, with defi-
nitions of dedicated control regions for each background process. In order to confirm the excess from
the H — 77 signal events in data distribution, the development of reliable background modeling meth-
ods is essential in this analysis. The modeling is detailed in Section 4.6 with the comparison between
data and expected background events. The remaining background events after the event selections are
discriminated from signal events by a boosted decision tree (BDT), one of multivariate event classifi-
cation algorithm. The BDTs are separately trained for two categories, and their output scores are used
as final discriminant variables. A concept of the BDT algorithm and its implementation in this analysis
are described in Section 4.7. In order to evaluate a significance of signal events and a signal strength in
the observed data distribution, a maximum likelihood fit is performed to BDT output scores. The search
results of the H — 77,4 analysis (the significance and the signal strength) are summarized in Section
4.9 with the procedure of the maximum likelihood fit. As the final result of this analysis, the combination

result of three channels is also described in Section 4.9.3.

4.1 Signature of / — 77 Final State

The signature of H — 77 process depends on both production processes and 7 lepton decays. The ggF
process has the largest cross section than other processes. This process doesn’t have additional partons
at leading-order (LO), while an additional parton contribution in this process is large due to initial state
radiations from gluons. Reconstructed jets from the additional partons make a characteristic topology,
that the Higgs boson is boosted against the jet system. The boosted topology is useful to construct
discriminant variables between signal and background events, such as the invariant mass of di-7 system
and the sum of transverse momentum of all objects. Therefore, events with the boosted topology are
preferentially selected in this analysis. The VBF process has the second largest cross section, and it
already includes two quarks in leading-order level. An additional parton contribution in this process is
smaller than the ggF process because the VBF process occurs with purely electroweak interaction. Two

out-going quarks are reconstructed as jets with relatively high pr and a large pseudo-rapidity gap. This
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characteristic topology is useful to reduce background events. The V' H process is also considered in this
analysis, but the contribution is not significant due to a small cross section and complex final states from
vector boson decay. The ttH process has the smallest cross section and different final state objects (top
quarks) from other signal processes, so that the contribution from the t¢H process is negligible in this

analysis.

The H — 77 search is performed with three channels corresponding to 7 lepton decays. The fully
leptonic decay channel, H — 77 — ¢ 4 4v, is defined for the process that both 7 leptons decay into
leptons. This channel is the most clean signature in the final state because of the pure reconstruction of
leptons (muons and electrons), while this channel has the lowest sensitivity due to the smallest branching
ratio of 12.4%, and the worst resolution of the di-7 invariant mass due to four neutrinos in the final state.
The fully hadronic decay channel, H — 77 — ThadThad + 2V, is defined for the process that both 7 leptons
decay hadronically. This channel has the second largest branching ratio of 42%, and the highest mass
resolution because of less number of neutrinos. However, this channel has the second most sensitivity
due to relatively large QCD backgrounds. The lepton-hadron decay channel, H — 77 — {m,q + 3v, is
defined for the process that one 7 lepton decays leptonically and the other 7 lepton decays hadronically.
This channel has the highest sensitivity because of the following reasons: the largest branching ratio of
45.6%, the relatively clean signature due to one lepton, and the second highest mass resolution because
less number of neutrinos than the fully leptonic channel. This channel is often called as “golden channel”
in the H — 77 search. The following sections describe the detail of analysis of the lepton-hadron

channel. The combination result of three channels is described in Section 4.9.3.

4.2 Background Processes

Main background events in the lepton-hadron channel can be categorized into two processes: events with
one real lepton and one real 7,4 referred to as intrinsic background, events with one misidentified Th,q
from a jet referred to as fake m,q background. Background events with one misidentified 7,4 from a

lepton are counted as a minor background in this analysis.

The main process of the intrinsic background is Z — 77 — {754 events, where the objects in the final
state are completely the same as signal events. The typical Feynman diagram of the Z — 77 with
additional partons is shown in Fig. 4.1 (a). Two features can be considered to distinguish between signal
and Z — 77 — {1, background events. The first one is the invariant mass of the di-tau system because
of the mass difference between the Higgs boson and the Z boson. The mass reconstruction method and
its resolution is one of the crucial topics in this analysis. The other one is the kinematic properties related
to additional jets in the final state. As discussed in Section 4.1, ggF and VBF production processes have
different characteristic topologies: the boosted topology and two jets with a large pseudo-rapidity gap,

respectively. The analysis strategy is optimized according to these characteristics.

Main contribution of the fake 7y,,q background are from W +jets, multi-jet, ¢ , single top and Z — ¢/
+jets processes. Especially, the W+jets and multi-jet process are dominant sources of the fake 7haq

background. Typical Feynman diagrams of W +jets and multi-jet processes are shown in Fig. 4.1 (b) and
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Fig. 4.1: Feynman diagrams of each typical background process with additional partons in the final state.
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(©).

The W +jets events can be background in case that the 1/ boson decays into one lepton and one neutrino,
and a jet is misidentified as 7,,4. The transverse mass of the lepton and the neutrino (/mr) is an useful

variable to reject W +jets background events. The definition of the transverse mass is:

mr = /2L EP (1 - cosAg (¢, Bi) ). @.1)

The W+jets background has the Jacobian peak around the W boson mass (~ 80 GeV) in the mr dis-
tribution, as shown in Fig. 4.5 (b). In addition, transverse angular variables are also useful for further
suppression (see Section 4.7.2). The multi-jet background from QCD process is another dominant pro-
cess of the fake 1,4 background, where two jets are misidentified as a lepton and a 1,q. Misidentification
probabilities of the jet— ¢ and the jet— 7hag are < 3% and < 10%, respectively. However, the cross
section of the QCD process is huge (oqcp ~ 108 nb) compared with other processes. Both the T +jets

and multi-jet events are estimated as the fake 73,9 background (see Section 4.6.2).

The other SM processes, such as Z — ¢/, tt , single top and di-boson processes, also contribute as
background. Typical Feynman diagrams of these processes are shown in Fig. 4.1 (d), (e) and (f).

The Z — ¢{ events are selected as background events from two processes: The one process is that one
lepton from the Z boson decay is not identified, and a jet is misidentified as 7,59 This process is denoted
by Z — 0l (jet — Thad), and it is estimated as a part of the fake 7,4 background. The other process is
that one lepton is misidentified as 7j,4, denoted by Z — £¢ (¢ — Thaq). The contribution of this process
is small because of the small misidentification probability of 1,9 — ¢ thanks to the dedicated electron

veto algorithm (see Section 3.4). The Z — ¢¢ (£ — mh,q) process is estimated by simulation samples.

In ¢t and single top events, the branching ratio that top quark decays into the ¥ boson and one bottom
quark is ~ 100%. These events are selected as background events from mainly three different processes:
The first process is that one real lepton from the W boson decay is identified, and a jet is misidentified
as Thad. This process is denoted by Top (jet — Thaq), and is estimated as the fake 7,9 background. The
second one is that both one real lepton and one real 1,4 are identified from W bosons decay, denoted
by Top (7haq)- The last one is that one real lepton from the W boson decay, and an another lepton is
misidentified as Thag, denoted by Top (¢ — Thaq). Both the Top (7haa) and the Top (¢ — Thaq) are
estimated by simulation samples. These backgrounds are suppressed using the b-jets tagging information

(see Section 3.5).

The di-boson (W W, W Z, ZZ) events have several processes to select as background, according to the
W and Z boson decay. However, the events are counted as a minor background due to their small cross
sections compared with other backgrounds. The di-boson events are estimated by simulation samples for

all decay processes.
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4.3 Data and Simulation Samples

4.3.1 Data Sample

The data sample analyzed in this analysis is from proton-proton collision at the center-of-mass energy
of 7 TeV in 2011 and 8 TeV in 2012, collected by the single electron or single muon trigger described in
Section 3.2 and 3.3. Data quality criteria is applied to ensure that the data is recorded with all detector
subsystems being operational. After applying the criteria, the integrated luminosity is 4.5 fb~! at \/5s =
7 TeV and 20.3 tb~! at \/s = 8 TeV. The 2011 and 2012 data samples are analyzed separately, and then
the results of 2011 and 2012 are combined for the final result.

4.3.2 Simulation Samples
H — 77 signal samples

For the H — 77 signal simulation, samples with the different Higgs boson mass are generated between
100 GeV and 150 GeV in a 5 GeV step. Several event generators are used depending on the Higgs boson

production process.

The ggF sample is generated using POWHEG [70-72] event generator at Next-to-Leading-Order (NLO)
in QCD, interfaced to PYTHIA [73] for the parton shower, hadronization and underlying events, with
the CT10 [74] parameterisation of the parton distribution functions (PDFs). The ggF cross section is
taken from a higher-order calculation at a Next-to-Next-to-Leading-Order (NNLO) in QCD [75-80],
including soft-gluon resummation up to Next-to-Next-to-Leading-Logarithmic (NNLL) [81] and NLO
Electroweak (EW) corrections [82, 83]. The shape of the generated pr distribution of the Higgs boson
(p%l ) is used to apply additional corrections separately for H4 < 2 jets and H+ > 2 jets events. In
the H+ < 2 jets case, a reweighting is performed to match to the distribution from a NNLO calculation
including NNLL terms obtained from the HRes2.1 program [84]. The HRes2.1 program calculates a
differential cross section as a function of p{l (do/ dp%l ) including the effect of top and bottom quark
masses [85], and a dynamic renormalization and factorization scale, p = /(mp)? + (p)2, is used
in the calculation. In the H+ > 2 jets case, a reweighting is performed to match to the distribution
from MiNLO HIJJ prediction [86]. Additional partons are not presence in the ggF process at LO so
that final state jets are generated only from the initial state radiation. The sensitivity of ggF process is
dominantly obtained from higher jet multiplicity case as discussed in Section 4.1. Therefore, H+ > 2jets
is separately corrected by the dedicated program. The MiNLO HIJJ program calculates the H+4 > 2 jets

process at NLO in QCD interfacing to parton shower programs.

The VBF sample is also generated using POWHEG [87] at NLO in QCD interfaced to PYTHIA with
the CT10 PDFs. The VBF cross section is calculated at full NLO QCD and EW corrections with an
approximate NNLO QCD correction. The NLO EW corrections for VBF production process depend
on the p%{ , varying from a few percent at low p%{ to ~ 20% at p%{ = 300 GeV [88]. A reweighting is
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performed based on the difference of p%f distributions between POWHEG+PYTHIA simulation without
NLO EW corrections and HAWK [89,90] generator with the corrections.

W H and ZH samples are simulated with PYTHIA generator, and CTEQ6L1 [91] parameterisation is
used for PDFs. Cross sections of these samples are calculated at NNLO QCD with NLO EW radiative
corrections [92].

Background Samples

For background processes, simulation samples of all dominant processes are prepared except for the
multi-jet sample. The multi-jet final state generated from the QCD process is complicated, and the
precise simulation is hard to match with a real data. In addition, a large amount of generation is required
due to the large cross section of the QCD process (~ 108 nb). The multi-jet events are estimated with

fully data driven technique in this analysis instead of the simulation-based estimation (see Section 4.6.2).

The W+jets sample is generated using ALPGEN [93] event generator interfaced to PYTHIA for 8 TeV
and HERWIG+JIMMY [94,95] for 7 TeV, for the simulation of the parton shower, hadronization and un-
derlying events with the CTEQOL1 parameterisation of PDFs set. From LO matrix element calculation,
ALPGEN provides events of a I/ boson production process with up to five additional partons, with the
MLM matching scheme [96] between the matrix element and parton showers. The W +jets cross section
is calculated at NNLO in QCD.

The simulation procedure and the cross section calculation of the Z/y*+jets sample are the same as
the W+jets sample, while Z+jets samples are generated separately for low and high invariant mass of
di-lepton (mye). The threshold of the my, is 40 GeV and 60 GeV for 8 TeV and 7 TeV, respectively.
The overall of Z/~v*+jets simulation is a combination of low and high mass samples normalized by the
inclusive cross section times corresponding event filter efficiency. The VBF production of Z/~* boson

is additionally considered and generated using SHERPA [97] generator with LO cross section.

The t¢ sample with the top quark mass of 172.5 GeV is simulated with POWHEG interfaced to PYTHIA
with the CTEQ6L1 parameterisation for PDF set. The single top sample is generated using POWHEG
interfaced to PYTHIA for the s-channel and Wt process, while ACERMC+PYTHIA [98] interfaced to
PYTHIA is used for the ¢-channel process. Cross sections of ¢t [99—-104] and single top [105-107]
sample are calculated at NNLO QCD including soft-gluon resummation up to NNLL.

For di-boson production process, W2 and ZZ samples are simulated with HERWIG generator, while
the WW samples are generated separately for the gq¢ — WW process and the loop included gg —
WW process. The qg — WW process is generated using ALPGEN interfaced to HERWIG , and the
gg — WW process is simulated with GG2WW [108] generator interfaced to HERWIG+JIMMY . Cross
sections of each di-boson sample are calculated at NLO QCD [109].

All simulation samples used in this analysis are listed in Table 4.1 with generators and corresponding

Cross sections.
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Process Generator o x Br [pb]

8 TeV 7 TeV
geF H — 77 (my = 125 GeV) | POWHEG+PYTHIA 1.22 0.96
VBF H — 77 (myg = 125 GeV) | POWHEG+PYTHIA 0.10 0.08
WH H — 77 (myg = 125 GeV) | PYTHIA 0.045 0.037
ZH H — 77 (mpg = 125 GeV) PYTHIA 0.026 0.021
W (— fv)+jets (£ = e, p, T) ALPGEN+PYTHIA (HERWIG ) | 36.8-10% | 31.5 - 103
Z/v*(— £€)+jets (high mass) ALPGEN+PYTHIA (HERWIG ) | 34.5-10% | 32.2- 102
Z/y*(— £0)+jets (low mass) ALPGEN+HERWIG 13.0-10% | 11.7- 103
VBF Z/~*(— £0)+jets SHERPA 1.1 -
tt POWHEG+PYTHIA 252.9 177.3
Single top W't POWHEG+PYTHIA 22.4 15.7
Single top s-channel leptonic POWHEG+PYTHIA 1.8 1.5
Single top t-channel ACERMC+PYTHIA 28.4 20.9
WZ,ZZ (> 1£) ALPGEN+HERWIG 8.3 6.9
qq > WW — 202v , qqlv GG2WW+HERWIG 29.2 17.4
g9 = WW— 202v HERWIG 0.20 0.14

Table 4.1: Summary of simulation samples with their generators and corresponding cross section values
for /s = 8 TeV and 7 TeV. For signal samples, the H — 77 branching ratio is included in the quoted
cross sections, and the Higgs boson mass is assumed as 125 GeV. For tt, single top Wt and ¢-channel
samples, inclusive cross sections are quoted. For all other background samples, the quoted cross section
includes the branching ratio of the leptonic decay of W/Z bosons.

Simulation of Pileups

In order to model pileup events in simulation samples, an inclusive sample of proton-proton collision
events is generated. The inclusive sample is overlaid to a simulation of hard scatter events. The number of
overlaid events is varied according to a Poisson distribution with a given average of number of interaction
< p >, and then a reweighting is performed to match a distribution of the number of interactions per
bunch crossing in data events, referred to as < p > rescale. For example, Figure 4.2 shows < p >
distributions for the simulation and data in 2012. In Fig. 4.2 (a), distributions with and without < u >
rescale are shown, demonstrating the < p > rescale is correctly performed to match between simulation

and data samples. The same rescale is also performed for 2011 samples.

56



@ 0.09F T T T T T T T T T T T = [
< £ - I | : L ]
S (g 2012 Vs=8Tev w/o <> rescale 3 £ j40] ATLASOnline 2012, {s=8TeV [Ldt=21.7fb" ]
o F — W <u>rescale 8 F ]
F E = F 1
g 006 E 2 100 e
T 0.05- E E C ]
T ] 3 eor 3
0.04F = 3 L 1
E ] S 60 E
0.03 = 8 C 1
E E § 40~ 3
0.02 - F 1
= E 20— —
0.01= = L ]
obttettt LTIV TR G e 0 e I

0 5 10 15 20 25 30 35 40 45 50
<u> Mean Number of Interactions per Crossing

Fig. 4.2: (a) < p > distributions of the simulation in 2012 for with (red) and without < p > rescale
(blue), and (b) < p > distributions of the data in 2012. The < p > rescale is performed to match
between the simulation and data.

Detector Simulation

In order to simulate the ATLAS detector response, a full detector simulation using the GEANT4 program
[110] is applied for all simulation samples. The simulation is performed for particle interactions in
materials of all sub-detectors including the effect of known detector defects, and provides the simulation
result in the same format with data samples. It is allows to perform the same online trigger algorithms,
object reconstructions, identifications and analysis procedures with data samples. The ATLAS simulation
is detailed in Ref. [111].

4.4 Event Selection and Categorization

4.4.1 Object Definition

After applying basic data quality selections and trigger requirements, physics objects are defined to
reconstruct event final states. During reconstruction and identification for each object, there is possibility
to overlap between objects. Such overlaps are resolved by selecting objects in the order of priority,
referred to as the overlap removal. The priority is muons, electrons, Thyqs and jets from highest to
lowest, corresponding to their reconstruction and identification efficiencies (see Section 3). The object

reconstruction and identification are performed in this order.

First, muons are identified because of the highest reconstruction purity. The muon identification has two
criteria: The first one is a loose identification used in the overlap removal. In the loose identification,
muon candidates are required to be combined or segmented-tagged muons with pr > 10 GeV and || <
2.5 (see Section 3.3). The second criterion is a tight identification, which is used as the main object
definition. In the tight identification, muon candidates are required to be combined muons with pr >
26 GeV for 8 TeV or pr > 22 GeV for 7 TeV, where pt thresholds are in accordance with thresholds of
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single muon triggers in 8 TeV and 7 TeV. Moreover, track and calorimeter isolation requirements are
applied in the tight identification. The track isolation is defined as a transverse momentum ratio between
the muon candidate track and the sum of tracks within a cone of AR < 0.4 from the center of the
direction of the muon candidate (I(pr, 0.4)). The calorimeter isolation is defined as a transverse energy
ratio between the muon candidate and the sum of calorimeter cells within a cone of AR < 0.2 from the
center of the direction of the muon candidate (/(ET,0.2)). I(pr,0.4) < 0.06 and I(Er,0.2) < 0.06 are
required in the tight identification. Muon candidates which pass loose and tight selections are referred to

as loose and tight muons, respectively.

Second, electrons are identified with the same procedure as muons, loose and tight identifications. In the
loose identification, electron candidates are required to pass the medium electron identification described
in Section 3.2, with pr > 15 GeV and |n| < 2.47. The electron candidates within the crack (boundaries
between barrel and endcap EM calorimeters) region of 1.37 < |n| < 1.52 are rejected. Additionally,
the overlap removal is performed between electron candidates and /oose muons, where the electron
candidates within a cone of AR < 0.2 from the center of the loose muon are discarded. In the tight
identification, electron candidates are required to pass the tight electron identification, with pt > 26 GeV
for 8 TeV or pt > 25 GeV for 7 TeV. The pr thresholds are in accordance with pr thresholds of single
electron trigger in 8 TeV and 7 TeV. Isolation requirements for electron candidates are also required,
where the variable definitions are the same as muons, /(pr,0.4) < 0.06 and I(Et,0.2) < 0.06. Electron

candidates which pass loose and tight selections are referred to as loose and tight electrons, respectively.

Next, Thags are identified by requiring to pass the medium identification with pr > 20 GeV and |n| < 2.5.
The number of tracks associated with ,q candidates in a cone of AR < 0.2 is required to be one or
three, and an absolute charge value of each 7,9 candidate must to be one. In addition, the medium
electron veto is applied to only for the H — 7.7,,9 channel. The overlap removal is also performed with
a cone size of AR 0.2, where 1,4 candidates overlapped with loose muons or electrons are discarded.
In the overlap removal with loose muons, the threshold of loose muon pr is reduced to 2 GeV in order to

reduce 11 — g fake background events (mainly from the Z/~* — pu process).

Finally, jet candidates are identified by requiring pt > 30 GeV and |n| < 4.5. The overlap removal with
a cone size of AR < 0.2 is performed with loose muons, loose electrons and 7,,4s. Additionally, jets
with pr < 50 GeV and |n| < 2.4 is required to pass the JVF selection of [JVF| > 0.5 for 8 TeV and
|JVF| > 0.75 for 7 TeV (see Section 3.5).

The object definitions of muons, electrons, Th,qs and jets are summarized in Table 4.2, including the

definitions used in the overlap removal.

4.4.2 Event Selection and Categorization

After the object definitions, event selections so-called “preselection” are applied to select events with
the same final states as the H — 7y7Thq signal events. At first, events are required to pass the single
muon or electron trigger. Then, one primary vertex which has the largest Z(}DtT”‘Ck)2 is required to reject

background from non-collision processes, where the vertex is reconstructed by requiring at least four
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Object Overlap Removal Object Definition
Muons Combined or segmented-tagged Combined
pr > 10 GeV pr > 26 GeV (22 GeV for 7 TeV)
In| < 2.5 I(pr,0.4) < 0.06
I(Er,0.2) < 0.06
Electrons | Medium Identification Tight Identification
pr > 15 GeV pr > 26 GeV (25 GeV for 7 TeV)
In| < 2.47 I(pr,0.4) < 0.06
Not within 1.37 < |n| < 1.52 I(E7,0.2) < 0.06
Overlap removal with muons
Overlap Removal & Object Definition
Thad Medium Identification
Medium electron veto only for H — 7.Th,g channel
pr > 20 GeV
In| < 2.47
|charge| = 1
Niack = 1 or 3
Overlap removals with muons and electrons
Jets pr > 30 GeV
In| < 4.5
JVEF cut for jets with || < 2.4 and pt < 50 GeV
Overlap removals with muons, electrons and 7p,qS

Table 4.2: Summary of the object definitions. For muons and electrons, the definitions used in the
overlap removal and the di-lepton veto are also listed. The same criteria are used in both 7 TeV and
8 TeV analysis.
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associated tracks. Events with two or more loose leptons are discarded, referred to as the di-lepton veto.
In addition, events are required to have exactly one tight lepton. Background events with two real leptons
(mainly from Z — £¢ process) are reduced by these selections. At the last stage of the preselection,
events with non physical MMC solution is discarded (see Section 4.5). This selection ensures that all
events after the preselection have a valid m,. value. The preselection criteria is summarized in Table
4.3.

Preselection

Single lepton trigger

At least one primary vertex
Di-lepton veto

Exactly one muon or electron
Exactly one mag

Physical MMC solution

Table 4.3: Summary of the preselection criteria.

After applying the preselection, events are sorted into two categories to separate the VBF signal events
and the ggF signal events with the boosted topology. These categories are analyzed separately due to
different background compositions and event yields, and then results of these categories are combined

for the final result. The definitions of two categories are based on different kinematic properties.

VBF Category

The VBF category is defined to select VBF signal events using the signature of the VBF process, which is
the presence of two high pr jets with a large pseudo-rapidity gap in the final state. The schematic diagram
of the VBF topology is illustrated in Fig. 4.3 (a). The leading and sub-leading jets are required to have
pr > 50 GeV and 30 GeV, respectively. The pseudo-rapidity difference between two jets is required to
be An (jety, jet,) > 3.0, shown in Fig. 4.3 (b). In addition, events with low visible mass m.js < 40 GeV
are removed to suppress the fake m,q4 background events. The definition of mys is described in Section
4.5.

Boosted Category

Target events of the Boosted category are events with the boosted Higgs boson, where the main contribu-
tion is from the ggF process. The selection is a requirement of the vector sum of transverse momenta of
the lepton, Theq and EMSS, denoted by pH . This pH variable corresponds to the transverse momentum of
the Higgs boson, so that p%’ > 100 GeV is required to enhance the signal events with the boosted topol-
ogy. Figure 4.4 shows a schematic diagram of the boost topology and the p%{ distributions for signal and
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Fig. 4.3: (a) Schematic diagram of the VBF topology in the VBF H — 77,9 process, and (b) the
An (jetl,jet2) distributions for VBF signal (red), Z — 77 (blue), W+jets (green) and other (black)
background events, where the Higgs boson mass is set to 125 GeV. The other background events rep-
resent the sum of the Z — ¢/ +jets, tt , single top and di-boson events. Events are required to pass the
preselection and to have at least two jets with pr > 30 GeV.

_‘é‘ : T T T ‘ T T T ‘ T T T ‘ T T T ‘ T T T ‘ T T T :
g 0.3 et 4+ ur, , Preselection — H(125)>»tt
= r ) ]
= P |Ldt=203b" 's=8TeV — 7 sz 1
< 0.251 -
F — W(— v)+jets ]
0.2 — Others -
0.151- f
0.1 {
0.05F -
O:HH\HH\HH ]

0 50 100 150 200 250 300
p, (Higgs) [GeV]

(a) Boosted topology (b) p

Fig. 4.4: (a) Schematic diagram of the boosted topology in the H — TyThaq process, and (b) the p%l
distributions for signal (red), Z — 77 (blue), W+jets (green) and other (black) background events. The
signal is the sum of all signal processes where the Higgs boson mass is set to 125 GeV, and the other
background events represent the sum of the Z — ¢/ +jets, tt , single top and di-boson events. Events are
required to pass the preselection and to have at least 1 jet with pt > 30 GeV.

background events. In addition, the Boosted category is required to be orthogonal to the VBF category,
which means that events passed the VBF category selection are rejected from the Boosted category.
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4.4.3 Signal and Control Regions

After the categorization, signal and control regions are defined for the VBF and Boosted categories.
The signal region is used for the H — 7p7Thaq search, and in addition several dedicated control regions
are defined to evaluate background estimations. The summary of definitions for the VBF and Boosted

categories is shown in Table 4.4.

Signal Region
The signal region is defined by three different requirements: One is a requirement of opposite charge
between lepton and 73,4 based on the neutral Higgs boson charge. The others are a requirement of mt <

70 GeV and b-jet veto to reduce background events from W +jets and ¢ /single top events, respectively.
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Fig. 4.5: (a) The m,, and (b) the mt distributions for signal (red), Z — 77 (blue), W+jets (green) and
other (black) background events. The signal is the sum of all signal processes where the Higgs boson
mass is set to 125 GeV, and the other background events represent the sum of the Z — ¢ +jets, tt ,
single top and di-boson events. Events are required to pass the preselection.

Z — 171 Control Region

It is difficult to define a pure Z — 77 control region due to the same final state as signal events. The
Z — 77 control region is defined as a part of signal region by requiring two additional requirements:
One is m., < 100 GeV to reduce the signal contamination (~ 15%), where m.., is reconstructed by the
MMC method (see Section 4.5). The other is mt < 40 GeV to further suppress the W+jets background
events.

W +jets Control Region

The transverse mass mt is a powerful variable to reject (or enhance) W+jets background events. The
selection of W +jets control region is the same as the signal region selection except for inverting the mr
cut, mt > 70 GeV.
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Multi-jet Control Region

In order to enhance the multi-jet events, the lepton track isolation requirement is inverted (I (pr, 0.4) <
0.06) and the calorimeter isolation is removed. There is non-negligible contamination from the W (—
ev)+jets events only changing the isolation requirement, and therefore the electron identification is re-

laxed to the loose working point in order to enhance the purity of multi-jet events.

Top Control Region
A top control region is defined to validate and correct the normalization of the Top (7haq) and the
Top (¢ — Thaa) events. The events are required to have at least one b-jet in event and mr > 70 GeV,

while other selections are the same as the signal region.

Top (jet — Thaa) Control Region

An additional control region is defined for the Top (jet — 7haq) events, which is used in a fake factor
estimation method (see Section 4.6.2). This control region is defined by requiring at least one b-jet, and
my < 70 GeV. The selection must be an orthogonal to the selection of the Top (7h,q) and Top (¢ — Thaq)

control region in order to avoid duplicate use of control events.

Z — Ul (jet — Thaq) Control Region

The Z — ¢4 (jet — Thaq) events can be enhanced with following selections: a requirement of exactly
two same flavor leptons with opposite sign, and the invariant mass of the two leptons is consistent with
the Z boson mass window of 61 GeV < mys < 121 GeV. This control region is used in the fake a4

estimation.

Same Sign Control Region

This control region is used to validate a fake 7;,,4 background estimation (see Section 4.6.2). While the
opposite sign requirement enhances the H — 77 and the Z — 77 events based on a neutral boson
charge, the same sign requirement enhances the fake 7,9 background. The selection of this control
region is only changed from an opposite sign to a same sign, while the other selections are the same as
the signal region.

4.5 Mass Reconstruction

The invariant mass of di-7 (m,;) is one of the most important variables in the H — 77 search, but it
cannot be directly reconstructed due to the presence of neutrinos from 7 decays.

The most simplest reconstruction method is the invariant mass of detectable (visible) decay products,
referred to as the visible mass (m.;s). However, this method completely ignores the effect of neutrinos,
so that a peak of the my;s distribution significantly differs from the original boson mass.

The collinear mass approximation [112] is one of the frequently used methods instead of the m.;s, based
on two important assumptions. One is that neutrinos from 7 decays are collinear with the visible 7
decay products. The other is that the missing transverse energy in the event is only produced from
neutrino energies. Two neutrinos from a leptonically decaying 7 are treated as one neutrino system in

this method. Thus, neutrino four-momenta are estimated by following equations:
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Region VBF Boosted
Signal Region (SR) Opposite Sign Opposite Sign

> 2 jets (pr > 50/30 GeV) Not VBF
An (jety, jety) > 3.0 pi > 100 GeV
mr < 70 GeV mr < 70 GeV

b-jet veto b-jet veto
Myis > 40 GeV Myis > 40 GeV

Z =TT SR cut and SR cut and
Control Region mt < 40 GeV mt < 40 GeV

(CR)

myr < 110 GeV

myr < 110 GeV

W +jets CR As SR, but As SR, but
mrt > 70 GeV mr > 70 GeV
multi-jet CR As SR, but As SR, but
lepton I(pr,0.4) > 0.06 lepton I(pr,0.4) > 0.06
remove lepton I(ET,0.2) cut | remove lepton I(Er,0.2) cut
loose 1D only for H — T¢Thaq | loose ID only for H — 7. Thaq
Top CR As SR, but As SR, but

> 1 b-tagged jet and
mrt > 70 GeV

> 1 b-tagged jet and
mrt > 70 GeV

Top (jet — Thaa) CR

As SR, but
> 1 b-tagged jet and
mr < 70 GeV

As SR, but
> 1 b-tagged jet and
mr < 70 GeV

Z/y* —

(jet — Thad) CR

As SR, but
2 OS same-flavor leptons

61 < my < 121 GeV

As SR, but
2 OS same-flavor leptons

61 < my < 121 GeV

Fake T had CR

As SR, but

Same sign

As SR, but

Same sign

Table 4.4: Summary of signal and control regions for VBF and Boosted categories.
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miss : :
ET™ = Pmis1 sin fyis1 OS dyist + Pmis2 Sin Oyisa COS Pyis2,
miss . . . .
Er,” = Pmisi Sinbyis1 Sin dyis1 + Pmis2 Sin Oyisz Sin dyisa,
(;Smisl ~ ¢ViSl ’ emisl ~ Hvisl )

¢vi525 gmiSZ ~ Hvi527 (42)

%

¢mis2

miss
Ta(y

azimuthal angles. Subscripts of mis1,2 and vis1,2 denote neutrino systems and visible products from 7

where ) is the x(y) component of the missing transverse energy. ¢ and 6 represents polar and

decays, respectively. The di-7 invariant mass is then calculated as:

Myis
Mrr = )
VIL1T2
Dvis1,2
Tipg=— " (4.3)

- )
Dvis1.2 + Pmis1,2

where x1 o are momentum fractions of the visible 7 decay products. Although the collinear method is
possible to fully reconstruct the m,, including neutrino four-momenta, a reasonable mass resolution is
given only in a small phase space: the di-7 system is highly boosted because of associated high pr jets.
Indeed, the equation (4.3) cannot be solved (12 < 0 or x12 > 1)) in case that di-7 are emitted as
back-to-back. Moreover, the method is sensitive to the E%“iss resolution, and it makes long tails of the

reconstructed mass distribution due to the E3"** worse resolution.

The missing mass calculator (MMC) [113] is an improved program to overcome weak points of the
collinear method, such as no solution and long tails. The MMC is possible to reconstruct the di-7
invariant mass for any event topology. The MMC imposes an assumption that visible 7 decay products
are not affected from detector resolutions and an origin of neutrinos is only from 7 decays. Under the
assumptions, the reconstruction of neutrino four-momenta requires to solve 6 to 8 unknown parameters.

The parameters are constrained by following equations:

miss : :
ET™ = Dmis1 8N Omis1 COS Pmis1 + Pmis2 SiN Omis2 COS Pmisa2,
miss . . . .

ETy = Pmisl Sl Opis1 Sin ¢mis1 + Pmis2 SIN Opis2 sin ¢mi527
2 _ 2 2 2 2 2 2
My = Mipig) + Myis1 + 2\/pvisl + Myist \/pmisl + Mnist

*2pvislpmisl COS AHvisl,misl )
2 _ 2 2 2 2 2 2
My, = Mnig2 + Mmyisp + 2\/pvi32 + Myis2 \/pmiSQ + Minis2

—2pyis2Pmis2 COS A0vis2,misZa 4.4)

where m, , are the invariant mass of the 7 (m, = 1.77 GeV), mnis1 2 are the invariant mass of neutrino
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systems (mmis12 = 0 in case that 7 decays hadronically). Afy;s m:s is an polar angle difference between
the visible product and the neutrino system. Although the equation (4.4) reduces unknown parameters,
there are still 2 to 4 unknown parameters: @misi2 (Mmisi2). An additional knowledge of 7 decay kine-
matics can be used to distinguish more likely solutions from less likely ones. These parameters are
determined by global event likelihood using A#3p as probability density functions (PDFs), where Afsp
is a three-dimensional angle between the visible product and the neutrino system. The PDFs are obtained
from simulated Z — 77 events with respect to the momentum of the original 7 lepton (p(7)). Figure 4.6
shows PDFs, P(A#sp, p(7)), for the leptonic, 1-prong and 3-prong 7 decays with 45 < p(7) < 50 GeV.

P T P S T P e e
= L Leptonic t decay = 1-prong tdecay - S o002 3-prong t decay
> 0.03— 45<p <50 [GeV] } * — > 45<p <50 [GeV] | > 45<p <50 [GeV] ]
g [ 4 7-yee Simulation Soots- ATLAS Simulation g ATLAS Simulation 1
2 | 2 i Loo1s- ) ~
< F — Probability function < < +Z‘>“ Simulation
0.02 ]
0.01— r — Probability function 4
0.01— { -
0.01- 0.008- 0.005[-
[ i i
Y k| [/ ] ot
S e b e e e e by 1 ST v b e b e b by
& 0.02 0.04 0.06 0.08 0.05 0.1 0.15 0.2 0.05 0.1 0.15 02 0.25
A8y, [rad] A8y, [rad] A8y, [rad]
(a) (b) (c)

Fig. 4.6: Probability density functions P(A#f3p, pr) for (a) the leptonic, (b) 1-prong and (c) 3-prong 7
decays with 45 < p(7) < 50 GeV. Red dot shows the PDFs obtained from simulated Z — 77 events,
while black line shows a fit result with a Gaussian plus landau function.

The MMC includes an effect of finite resolution of the E%liss measurement in order to improve the
mr resolution. The effect is taken into account by introducing two probability functions of the E%‘i“

resolution to the likelihood:

202

(AETH?ZY) , 4.5)

P(AE%“;Z) = exp (—

where AE%:S; are variations between a measured and true Ef"** for x and y components, and o is the

EMiss resolution measured from calibration data samples. Thus, the likelihood is defined as:

L = P(Af3p1,pr1) X P(Abipo, pra) X P(AEF™) x P(AES). (4.6)

The MMC scans about 10° phase space of (¢misi 2, E‘T“;SS, E%lyiss (,Mmis12)), and then a number of m.,,
and L are produced at all scan points. The peak value of the m ., x L histogram is used as the final
estimated m,,. The MMC is able to estimate physical m, value with high reconstruction efficiency

around 97% ~ 99%.
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Fig. 4.7: m,, distributions using the visible (green), the collinear (blue) and the MMC (red) methods for
(a) the Z — 77 — {Thaq and (b) the H — 7yThaq With the Higgs boson mass of 125 GeV. Events are
required to pass the preselection and to have at least one jet with pr > 30 GeV.

Figure 4.7 shows m., distributions of different three methods, separately for Z — 77 — {79 and H —
TeThad With the Higgs boson mass of 125 GeV processes. Events are required to pass the preselection and
to have at least one jet with pr > 30 GeV. This jet requirement increases physical solutions of the
collinear method from 25.2 £+ 0.3% to 42.3 4+ 0.3%. On the other hand, the efficiency of the MMC
is ~ 99% in spite of the jet requirement. Figure 4.8 shows the linearity of the m,, peak and the Root-
Mean-Square (RMS) of the m,, histogram, as a function of the input Higgs boson mass from 100 GeV to
150 GeV in a 5 GeV step. The peaks can be almost correctly reconstructed by the MMC, while the peaks
of collinear method are shifted under ~ 5 GeV, depending on the Higgs boson mass values. The RMSs
of the MMC and the collinear method are 18% ~ 27% and 41% ~ 52%, respectively. Although the
RMSs of the visible mass are of the order of 14% ~ 15%, the peaks of the visible mass are significantly
smaller from the Higgs boson mass of the order of 40 GeV ~ 50 GeV due to not considering neutrino
four-momenta. This analysis uses the MMC method to reconstruct the m.., because of better mass peak

reconstruction with the smaller RMS than the collinear method.

4.6 Background Model

In order to search for H — T7ym,q signal events, background contributions must be well understood
and estimated as precise as possible. This section describes background estimation methods for each
background component and comparisons between data and background modeling. The Z — 77 and the
fake a9 background, which are main background components, are estimated by data-driven techniques,
while other backgrounds are estimated by simulation samples normalized to cross sections predicted
theoretically.
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Fig. 4.8: (a) The linearity of the di-7 mass peak and (b) the Root Mean Square (RMS) of the di-7 mass
histogram for the visible mass (green), the collinear (blue) and the MMC (red), as a function of the Higgs
boson mass. The mass peak is defined as a mean of Gaussian fit to the di-7 mass histogram, where a fit
range is =RMS from a maximum entry bin. Events are required to pass the preselection and to have at
least one jet with pr > 30 GeV.

4.6.1 7 — 77 Background

The Z — 77 process is a large intrinsic background to H — 77 signal events, so that the modeling
of the Z — 77 background is one of the important points in this analysis. Ideally, this background
would be estimated by completely data-driven technique. However, it is difficult to define its dedicated
control region with high-purity and high-statistics because this background has the same objects and
similar kinematics as the signal. The contribution of the Z — 77 background is modeled by a data and
simulation hybrid sample, so-called an embedding sample [114]. The embedding sample is generated
from Z — pp events in data by replacing real muons to simulated 7 leptons. The Z — ppu events in
data are used as a starting point of the sample generation because kinematics of the Z boson decay and
additional jets are identical between Z — up and Z — 77 events. The difference between two processes
is only effects of a mass difference between muons and 7 leptons.

The Z — pp candidate events are collected using two muon triggers: the one is a di-muon trigger
with pr thresholds of 18/8 GeV for leading/sub-leading muon, and the other is a single muon trigger
with a pr threshold of 24 GeV. The candidate events are required to have at least two muons, passing
tight muon identification (see 4.4.1), where pr and isolation requirements are modified as following:
the leading (sub-leading) muon is required to fulfill pr > 20(15) GeV, the track isolation is relaxed to
I(pr,0.4) < 0.2, and the calorimeter requirement is removed. In addition, two muons are selected by a
requirement of opposite charge, and m,,, > 40 GeV. After above selections, the Z — 1y events can be
obtained from the data with high-purity and high-statistics.

Then, reconstructed two muons are removed from Z — puu events. Two track associated with recon-
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structed muons is subtracted from data events. In order to determine calorimeter cells associated with
reconstructed muons, simulated Z — ppu events are generated with the same kinematics as the origi-
nal data events without pile-up interactions. The calorimeter cell energies in the simulated events are

subtracted from data events.

A simulation of the Z — 77 decay is performed in order to add simulated 7 leptons into muon subtracted
data events. The four-momenta of two 7 leptons are derived from reconstructed two muons, according

to

pr = /B2 —m2 4.7)

Iz i
where the muon mass is replaced to the 7 lepton mass keeping the original muon energy. The production
vertex of 7 lepton pair is set to the same as the reconstructed muon pair. The decay of two 7 leptons
and their radiation are simulated by the TAUOLA [115] and the PHOTOS [116] programs. The simulated
Z — 11 decays are then passed through the ATLAS detector simulation and reconstruction [117].

Then, a kinematic filter is applied to simulated 7 leptons in order to increase the number of events which
pass the preselection. The filter requires events to have one lepton with pr(e/p) > 18/15 GeV from
a leptonically decaying tau and one Thag With pr(7hag) > 15 GeV from hadronically decaying tau. In
case that events do not pass the selection, the simulation of the Z — 77 decay is repeated until passing
the filter selection. A kinematic bias from the filter is corrected by applying event-by-event weight

corresponding to the filtering efficiency.

Finally tracks and cell energies from the simulated 7 lepton decays are merged to muon subtracted
data events. Figure 4.9 shows example displays of a Z — pu data event, the corresponding simulated
Z — 71 event and the hybrid event after the embedding, where one 7 lepton decays into a muon and the

other one decays into hadrons in the Z — 77 simulation.

The main advantage of this method is direct use of data except for 7 lepton decay products, and thereby
systematic uncertainties related from jets, pile-up interactions and underlying events do not need to be
considered. Especially not considering jet related uncertainties is beneficial because the kinematic prop-
erties of additional jets is used for the category definition and the background suppression, which are
important parts of this analysis. Two uncorrelated sources of the systematic uncertainty are considered
for this method. The one is related to the isolation requirement in the initial data selection. The un-
certainty is evaluated by varying the isolation selection from the nominal (I (pr,0.4) < 0.2) to a tight
isolation requirement (I (pr,0.4) < 0.06 and I(Er,0.2) < 0.04) or no isolation selection. The second
one is for the muon calorimeter cell subtraction procedure. The cell energies of the simulated muons are
varied by £20%(30%) for the 8 TeV(7 TeV) analysis.

69



Simulated Z-tt decay / ATLAS

Thad

1} " "
7
(a) Z — pp data event (b) simulated Z — 77 event
Embedded event y | ATLAS
- i { 1 (4

(c) embedded hybrid event

Fig. 4.9: Event display of (a) the Z — puu data event, (b) the corresponding simulated Z — 77 event
and (c) the embedded hybrid event. In the simulated Z — 77 event, one 7 lepton decays into a muon
and the other one decays into hadrons. Lines and boxes shows reconstructed tracks and calorimeter cells,
respectively.

4.6.2 Fake 7,,9 Background

The fake 7,9 background consists of W+jets, multi-jet, Z — ¢ (jet — Thaa) and Top (jet — Thad)s
which are events with one misidentified 7,9 from a jet. It is hard to estimate this background from
simulation samples due to a poor modeling of detector performance for the jet to 9 misidentification,
and therefore this background is estimated by data-driven technique, so-called “fake factor’” method.

The fake factor (FF) method estimates the number of fake 7,4 background events and their shapes, based
on data events with “anti-m,4” objects and “fake factor”. The anti-7,,4 Object is defined as the same Th,q
object selection except for the medium .4 identification. Based on the BDT 7,4 identification and its
corresponding working points (see Section 3.4), the anti-y,q is defined as the following requirement: 0.7
x loose working point < BDT score < medium working point. In order to minimize the difference be-
tween the anti-7,,4 object and the misidentified 1,4, very low BDT scored 1,54 candidates are discarded.
Figure 4.10 shows a fraction of an origin of a T,q candidate in the simulated W +jets background events
as a function of the BDT score. Events are required to pass the preselection and the W+jets control
region selection. The origin is identified by a parton-level information of simulation samples. As a ref-
erence, the 0.7 x loose working point corresponds to 0.36 ~ 0.40 for the 1-prong and 0.35 ~ 0.39
for 3-prong, while the medium working point corresponds to 0.57 ~ 0.65 for 1-prong and 0.53 ~ 0.59
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for 3-prong, depending on Th,q pr (20 GeV ~ 100 GeV). Large pile-up and gluon contributions can be
seen in the low BDT score region, while the high BDT score region is dominated by quark contributions.
Thus, the lower BDT score cut of 0.7 x BDT loose working point is introduced, considering statistics of

events with the anti-7,,4 object.
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Fig. 4.10: Fraction of an origin of 7p,4 candidates as a function of BDT score used in the 7,4 identifica-
tion for (a) 1-prong and (b) 3-prong in W+jets control region after the preselection.

Based on the anti-my,q object, anti-T,q control regions and the fake factor are defined. The anti-Tjaq
control regions are defined corresponding to the signal, W+jets, multi-jet, Z — £¢ (jet — Thaq) and
Top (jet — Thaa) control regions. Definitions of each anti-7h,q control region are the same as described
in Table 4.4 except for the exactly one identified 7,4 requirement, which is replaced to a requirement of
at least one anti-m,,q Objects. The fake factor is defined as a transfer factor from a anti-7,,4 region to an
identified 7,4 region, where the identified 71,4 region denotes the signal or control region with exactly

one Tpaq object.

In the FF method, the fake 1,4 background in the signal region is estimated by multiplying the fake
factor into the anti-mp,q signal region. As the simplest case, if an anti-7p,q region contains exactly one
anti-7y,q object for each event, and if the fake factor doesn’t have any dependencies, the FF method is

expressed by::

id,SR __ anti,SR anti,SR
kag. - < data  ~ “*Vothers > x FF, (4.8)
id,CR
N'¢
_ data
FF = —nicr (4.9)

data

where N;iﬁR is the estimated number of fake 7,4 background events in the signal region, Ndu and [V daa
are the number of data and non fake 1,49 background events in the anti-m,q signal region, respectively.
The N®USR consists of Top (Thad), Top (£ — Thad), Z — €€ (£ — Thaq) and diboson events, and they are

others
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estimated by simulation samples. The fake factor is obtained by taking a ratio of N cil‘;;gR and N j;‘tt;’CR.

The anti-7,4 region contains more than one anti-7y,4, whose fraction is 3 ~ 5% depending on categories
and regions. All the anti-7,,4 objects in data events are used to define anti-7y,q regions. The NV anti i the

equation (4.8) is converted as:

Nami

evt.

n;
N =YY (4.10)
=1

i=1 j

where N2 represents the number of anti-7haq events, n; is the number of anti-7h,4 objects in a event i,

and j represents a j-th anti-7,q4 object.

In addition, the fake factor depends on several factors related to the anti-7p,q object, and therefore the

equation (4.8) is converted as:

Nami,SR anti,SR

evt,data 1Nj evt.,others 1Nj

id,SR . .

Nt = >, FF; — Y ) FF,;, (4.11)
=1 j=1 =1 7j=1

where FF; represents the fake factor for a j-th anti-7y,,q object. The main sources of the fake factor
dependency are the number of tracks (nprong), the transverse momentum (pr), and the event category.
The fake factor is separately measured as a function of 7,9 pr for 1-prong and 3-prong, and for the
VBF and Boosted categories, In addition, the fake factor depends on an origin of the anti-7,,4 object
whether a quark or a gluon. The fraction of the origin (i.e., quark/gluon fraction) is different depending
on physics processes, and the measurement of the fraction from data events is quite difficult. Thus, the
fake factor is separately measured for each control region, and then they are combined for the signal
region. Figure 4.11 shows measured fake factors for each fake 7,49 background processes: W +jets,
multi-jet, Z — £¢ (jet — Thaq) and Top (jet — Thaq) processes.

The combined procedure is expressed by:

FF(pr, Nprong, category) = Z R; FF;(pr, Nprong, category), (4.12)
i=bkg.
N?mti,SR

Ri = Nlanti,SR’ (4.13)

fakes

where R; represents an event fraction of a background ¢ in the anti-7y,q signal region, and Ngl‘:é’SSR is the

total number of fake 7,4 events.
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Fig. 4.11: Fake Factors obtained from each control region as a function of 7,4 pr for (a,c) 1-prong and
(b,d) 3-prong, and for (a,b) VBF and (c,d) Boosted categories in 8TeV.

For the W +jets background, the fraction (Rwjets) is derived from data events using a part of simulation

term as the following:

anti-SR anti-SR
R N Wijets N, W +jets
W+jets Vanti-SR - Jyanti-SR _ pranti-SR
fakes data others MC
Nanti—SR _ Nanti—WCR N‘E/l‘r/}&jgtli MC 4.14
W +jets data W (4.14)
W4jets MC

In order to estimate the Rwqjets, the total number of fake 7,9 background events (Ng‘l‘(‘ei'SSR) and the

number of W+jets events in the anti-7,,q signal region (NI}I}EESE) have to be estimated. The N&‘}(‘;SR
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is obtained from the number of data events in the anti-7,,4 signal region (V. gg‘l‘gSR) by subtracting the

number of non fake 7,4 background events estimated by simulation samples (Ngt“hté'rfRMC). The N{}[‘}ﬂjg’g
is obtained from the number of data events in the anti-7,,9 W+jets control region by multiplying the
transfer factor of anti-m,qg W+jets to anti-7,q signal region, where the transfer factor is derived from

simulation sample (N{}{}tijgg MC /N{}[‘}EJTX}’SC&C).

For the Top (jet — 7haa) and Z — €¢ (jet — Thaq) backgrounds, the Rty and the Ry /ey are
estimated from simulation samples due to low statistics and non-negligible { — 7,4 contamination in
each anti-7y,q control region. For multi-jet background, the Ryuyijer is simply calculated by 1 — Ry .yjers —
Rrop — Rz ¢ because other fractions are determined as mentioned before and the simulation sample
of the multi-jet process is not used in this analysis. Table 4.5 presents each R; for the VBF and Boosted
categories in the 8 TeV and 7 TeV analysis. Since the fractions are estimated by a part of simulation

samples, its ambiguity is considered as one of the systematic uncertainty sources of the FF method.

TTeV 8TeV
VBF Boosted VBF Boosted
Rw jers 0.60 £0.020 0.75£0.014 | 0.46 £0.011 0.62 £ 0.008
Ruyuttisjec | 0.24 £0.008  0.13 4 0.003 | 0.40 +0.008  0.26 £ 0.003
Rrop 0.13£0.005 0.06 £0.001 | 0.03+£0.001 0.07+0.001
Rz | 0.03+0.001  0.06 +0.001 | 0.11+0.003 0.05 + 0.001

Table 4.5: Fractions of each fake 71,9 background in the anti-7y,,4 signal region. The quoted uncertainties
represent statistical uncertainties.

Then, the combined fake factor for signal region is derived from the equation (4.12). Figure 4.12 shows
the combined fake factors for the VBF and Boosted categories in the 8 TeV analysis. Systematic uncer-
tainties of the fake factor method is described in Section 4.8.3. Finally, the number of fake 7,4 events
in the signal region is estimated by the equation (4.11). Figure 4.13 shows a comparison between the
observed data and the estimated fake 7,4 background in the same sign control region: the A7 (jetl, jet2)
distribution for the VBF category, and the ) pr distribution for the Boosted category, where the sum pr

is the transverse momentum sum of the lepton, 7ja4, EITniss and jets.

4.6.3 Top Background

The Top (jet — Thaa) background is estimated as a part of the fake 7,4 background. The remaining
contribution from the Top (Thag) and Top (¢ — Thaq) events is estimated based on simulation samples,
normalized to their predicted cross sections. The normalization is additionally corrected by applying
scale factors derived from the top control region. The scale factors are obtained separately for the VBF
and Boosted categories, by the following: SF = (Ngata — Nother) / Niop, Where Nga, represents the number

of data events in the control region, Ny, represents the number of expected Top (7haq) and Top (£ — Thad)
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Fig. 4.12: Combined fake factors as a function of 7,4 pr for 1-prong (a,c) and 3-prong (b,d), for VBF
(a,b) and boosted (c,d) categories in 8 TeV. The hatched bands show the systematic uncertainty.

events, and Ny represents the number of expected other background events. The obtained scale factors
are listed in Table 4.6. Figure 4.14 shows transverse mass distributions in the top control regions of the

VBF and Boosted categories, after applying the scale factors.

Category 8 TeV 7 TeV

VBF 0.84 £0.08 1.44+0.36
Boosted | 0.96 £0.04 1.124+0.14

Table 4.6: Normalization scale factors for Top (7h,q) and Top (¢ — mhaq) events, for the VBF and Boosted
categories in 8 TeV and 7 TeV analysis.
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Fig. 4.13: (a) The An (jetl, jet2) distribution in the same sign control region of the VBF category, and
(b) the ) pr distribution in the same sign control region of the Boosted category. The data distribution is
shown as black dots, while the fake 7,4 events predicted by the fake factor method are represented by the
green filled histogram. The signal contribution shown as red line is negligible, where the normalization
is 50 times from the expected number of events. The lower panel shows the ratio between data and the
background model. The hatched band corresponds to the statistical and systematic uncertainties of the
background estimation.

4.6.4 7 — (! and di-boson Background

The Z — 00 (jet — Thaa) events are estimated as a part of the fake 7,9 background. The remaining
Z — Ul ({ — Thaa) events are estimated by simulation samples, normalized by the predicted cross
sections. The di-boson events are also modeled by simulation samples. The simulation samples are
corrected by all scale factors, such as trigger, reconstruction and identification scale factors. While the
di-boson events contain several decay process including a misidentified m,q from a jet, they are estimated
together as one background process due to their smaller cross sections than the other backgrounds, as
described in Section 4.3.2.

4.6.5 Comparison between Observed Data and Background Modeling

This section summarizes comparisons between the observed data and the estimated events with the back-
ground modeling described in above sections. Comparisons between the number of observed data events
and the number of expected background events with their uncertainties are shown in Table 4.7 and Table
4.8, for the VBF and boosted categories in 8 TeV and 7 TeV analyses. The quoted uncertainties include
both statistical and systematic uncertainties. Main background processes are the Z — 77 and fake
Thad background events for the both VBF and Boosted categories, while fractions of these contributions
are different between them. For example, the fake 7,,q and the Z — 77 background has 59.7% and
32.9% contributions in 8 TeV VBF category, while 42.5% and 49.4% contributions in the 8 TeV Boosted
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Fig. 4.14: Transverse mass distributions in the top control regions for (a) the VBF and (b) Boosted
categories. The data distribution is shown as black dots, while the Top (Thaq) and Top (¢ — Thaq) events
are represented by blue filled histograms, where the normalization is the expected number of events
times the scale factors. The fake Th,g background mainly from Top (jet — Thaq) events are shown as
green histograms. The signal distribution shown as a red line is negligible, where the normalization is
50 times from its expected number of events. The lower panel shows the ratio between data and the total
background model. The hatched band corresponds to the statistical and systematic uncertainties of the
background estimation.

category, respectively. The comparison is also performed in dedicated control regions, and each back-
ground modeling agrees with the observed data within their uncertainties. Figure 4.15 and 4.16 shows
mT, AR(¢, Thaa) and m., distributions for the signal, W+jets control, and Z — 77 control regions, for
the VBF and Boosted categories. The number of expected signal events are very small compared to the
number of total background events in the signal region. In order to enhance a signal over background

ratio, further background suppression and signal extraction procedure are needed
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Process 8 TeV VBF category | 8 TeV boosted category
Fake T 1637 + 13 + 72 5426 + 267557
Z 7T 900 + 17753 6320 + 60 =+ 280
Top (Thad) 79+ 5410 360 + 10 £ 30
Z — 00 (£ = Thaa) 34.1+2.8"%3 210 £ 11135
Di-boson 6445413 420 + 12 448

ggF (mpg = 125 GeV)

+5.4
12.2 +0.5724

40.3 +0.7173%

VBF 22.1+0.17+258 11.39 + 0.1210:93
WH 0.231 + 0.02370.111 6.43 + 0.1270:99
ZH 0.115+0.013%0532 | 3.240.07£0.32
Total Background 2714 + 23798 12736 + 607359
Total Signal 34.6 + 0.5759 51.3 +£0.8%129
Data 2830 12952

Table 4.7: Predicted event yields for VBF and boosted categories in 8 TeV. Uncertainties correspond to
the statistical and systematic uncertainties, respectively.

Process 7 TeV VBF category | 7 TeV boosted Category
Fake Thad 197 + 31207 829 + 7307

Z =TT 136 + 7737 1228 + 251145
Top (Thad) 9.840.9737 50.7 + 1.8142

Z =W (f — Thad)

4.6 +0.7787

30.1 & 3168

Di-boson 6.5+ 04713 402+ 11457
geF (my = 125GeV) | 1.51 +0.09795 6.44 £ 0.1572%
VBF 3.35 +0.07 £ 0.41 2.12 4 0.05703°
WH 0.034 £ 0.0170 3 1.00 £ 0.05 £ 0.12
0.014 0.069
ZH 0.016 + 0.0051085 | 0.514 £ 0.0287008
Total Background 354 4+ 812 2178 + 26757
Total Signal 491 40.111978 10.07 + 0.17+2:10
Data 349 2199

Table 4.8: Predicted event yields for VBF and boosted categories in 7 TeV. Uncertainties correspond to
the statistical and systematic uncertainties, respectively.
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4.7 Multivariate Analysis

The preselection and categorization described in Section 4.4 are intended a minimal selection. The
multivariate technique with the Boosted Decision Tree (BDT) as classifier is applied for main background
suppression in this analysis. In Section 4.7.1, the basic algorithm of the BDT is introduced, and then an
optimization procedure of the BDT is detailed in Section 4.7.2. Finally, BDT output score distributions

for signal region and each control region are shown in Section 4.7.3.

4.7.1 Boosted Decision Tree (BDT)

A background suppression method is divided in general into a cut-based approach and a multivariate
analysis (MVA) approach. The cut based approach is the method to cut out a signal dominant region
using characteristic variables. Although this approach is possible to visualize and understand easily,
the ability of the background suppression is generally lower than the MVA approach, since the MVA
approach uses characteristic variables including their complex correlations. The MVA outputs signal or
background likeness as numerical values, which are determined according to a classifier algorithm in the
MVA. This classifier is generally expressed by F'(x) = ¢, where x and ¢ represent input variables and
output values from the algorithm F'. The classifier requires “training”, using events that true categories
(signal or background) are known. The classifier is optimized by considering the correlations between
input variables in this training procedure. The application of the optimized classifier to events is referred
to as “testing”. The BDT discrimination performance is generally evaluated by the testing using test

samples, which are not used to train the BDT.

Training Training
ya N [ Sample A ] Sample B
|x1sa1‘ |X1>al‘
r’d ~N -
[ BDTA ] [ BDTB ]

‘xzsb1y sz>b1| ‘xzsbzy sz>b2|
7 3 4

4 N
o O @ Testing ’ Testing
‘XSSC/] ( \§3>°‘ | [ Sample A l Sample B
® mt | |
(a) (b)

Fig. 4.17: (a) Schematic view of a single decision tree and (b) concept of the cross-evaluation.

The BDT [53] is used as the classifier in this analysis. A concept of the BDT algorithm starts from a
single decision tree, which can be expressed by a simple tree structure as shown in Fig. 4.17 (a). The

decision tree performs a decision whether signal or background on one single variable (leaf node), and
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the decision is repeated for each variable from a start (root node) to a stop condition (stop node). The stop
node has one numerical value corresponding to a signal or background likeness, and the BDT outputs the
likeness as a discrimination score. In principle, the decision tree can continue to split leaf nodes until each
leaf node contains exactly 1 training event. However, this excessive splitting makes statistical fluctuation
in each leaf node, and thereby the performance of the decision tree becomes unstable. The excessive
splitting is referred to as “overtraining”. In order to avoid the overtraining, the stop condition is defined
by two parameters: a maximum tree depth (MaxDepth) and a minimum node size (MinNodeSize). The
MaxDepth is the limit number of the splitting, and the MinNodeSize is the minimum number of training
events in one node. Although the overtraining is avoided by two parameters, the performance may
become unstable by not enough statistics of the training events. This instability is overcome by creating
additional decision trees and making a decision of a majority vote of them. This procedure is referred
to as “boosting”. The number of trees (Ntrees) is one of the optimized parameters of the boosting. All
decision trees are derived from the same training sample, while the weight in the majority vote is slightly
modified. The weight is increased, in case that the decision tree classifies events into the true category.

The procedure of the boosting can be expressed by:

M
J=> wnFn(x), (4.15)

m=0

where M is the number of trees and w,, is a weight of a decision tree m. The output value from the
BDT, g, is defined as the weighted sum of outputs from all decision trees. The w,, is determined to
minimize a “loss function”, L(F'(x),y), which is a deviation between a decision tree output ¢ and the
true category y. Thus, the performance of the boosting algorithm depends on the loss function form.
An adoptive boost (AdaBoost) [118] is the most popular boosting algorithm, and it uses an exponential
loss function, L(F(x),y) = e ¥¥*) However, the AdaBoost has a weakness that a lack of stability to
outliers of the F'(x). Instead of the AdaBoost, a different boosting algorithm is used in this analysis,
so-called GradientBoost [119]. The loss function form of the GradientBoost is a binomial log-likelihood

formula,

L(F,y) = In(1 + e~ 27, (4.16)

The GradientBoost uses a gradient descent method to minimize the loss function. For each decision tree,
the gradient of the loss function is calculated, and then a weight of a next decision tree is determined
by taking a steepest descent value towards a minimum of the loss function. This procedure is iterated
until the loss function takes the minimum value. The stability of BDT output is enhanced by a large
number of iterations of the gradient calculation. The number of iterations (learning rate) is controlled
by multiplying the w,, by a shrinkage parameter. The small number shrinkage (0.0-1.0) increases the
number of iterations and improves the performance of the BDT. The BDT performance is improved by
setting shrinkage parameter within the range of (0.0,1.0).
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4.7.2 BDT Optimization

This analysis uses the BDT with the GradientBoost method implemented in the Toolkit for MultiVariate
Data Analysis (TMVA) package [120]. Two BDTs are prepared and optimized for the VBF and the
Boosted categories, using different input variables and BDT parameters. Only VBF signal process is
used in the training procedure for the VBF category, while all signal production processes are considered

for the Boosted category, where the Higgs boson mass is set to mgy = 125 GeV for both categories.

BDT Training Sample

The BDT training requires samples, which have large statistics and physics processes are known. In order
to maximize statistics of the training samples, the mr < 70 GeV requirement and the A7 (jetl, jet2) <
3.0 requirement are removed. In addition, different background modelings for the Z — 77 and the fake
Thad background events are used from the modelings described in Section 4.6. The Z — 77 background
is modeled by simulation samples (see Section 4.3.1) instead of the embedding sample. A different
data-driven estimation is applied for the fake 7,4 background, referred to as OS-SS method [121, 122].
Furthermore, a cross-evaluation technique [123] is performed in the training procedure. A concept of the
technique is shown in Fig. 4.17 (b). Events are spitted into sample A and sample B with a random bias,
and then two independent BDTs denoted by BDT A and BDT B are trained using sample A and sample
B, respectively. Based on the fact that the sample A is statistically independent from sample B, BDT A
is tested with sample B and BDT B is tested with sample A. Finally, the BDT score distribution as the
result of the cross-evaluation is constructed by the sum of BDT A and BDT B distributions. By applying
the cross-evaluation technique, statistics of training samples becomes twice for signal and background

events estimated by simulation samples.

Input Variables and BDT Parameters

Although the number of input variables are not limited in the BDT algorithm, it is difficult to understand
and model the correlations of a large number of input variables, so that the number and kind of input
variables must be optimized according to the BDT performance. The performance is evaluated using the

discrimination significance expressed by:

<S>+<B>
\/0’%4—0'?3

where < S > and < B > denote means of BDT output distribution for signal and background, and og

Significance =

4.17)

and o g denote root-mean-square (RMS). At first, a large number of input variables are tested to train the
BDT, and then a variable which has the lowest importance is discarded. The importance of each input
variable is quantified by determining the number of times used in a node splitting of the BDT training.

This optimization procedure is repeated until the discrimination significance is maximized. Table 4.9
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lists input variables for the VBF and the Boosted category after the optimization. The definitions of the

input variables and their importances are also shown in the table.
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Fig. 4.18: Input variable disctributions of 7.,,AR (¢, Thad), E%“SS - ¢ centrality, and mt in the VBF
category, for the signal (red), the Z — 77 background (blue) and the fake 1,9 background (green). The
signal represents only the VBF signal process.

The input variables of m.,-,AR (¢, Thyq) and E%]iss - ¢ centrality represent a feature of the reconstructed

H — 7ymag final state. They are commonly used for the VBF and the Boosted category. Figure

4.18 and 4.19 shows their distributions for the VBF and Boosted category, respectively. The m,, and

AR (£, Thaq) variables, which include the information of the invariant mass difference between the Higgs

and the Z boson, are useful to distinguish the Z — 77 background events from the signal events. The

E%‘iss - ¢ centrality has a relatively complex definition compared with other variables. This variable quan-

tifies the relative angular position of the E‘T“iSS with respect to the lepton and the 7,4 in the transverse
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signal represents the sum of all signal processes.

plane, expressed by:

A+
VB
Sin((ﬁE’Irgiss — ¢£) Sin((bE’tlpiss - ¢7'had)

A=—"=F  B= . 4.18
Sin(¢Thad - d’Z) ’ Sin(gf)g - (fsthad) ( )

EXiss _ ¢ centrality =

It takes a value v/2 in case that the E%‘iss vector is perfectly center between the lepton and the 7,4, While
it takes less than 1 in case that the EIT’[liSS vector is not between them. The mr is used to distinguish the
fake 7,9 background, especially the W+jets background. While a dominant phase space of the W +jets
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background is already rejected by a requirement of mt < 70 GeV in the signal region, the remaining
events are still present as one of the dominant background. The mt is still meaningful as input variable

using a shape difference between the signal and the W +jets background.
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Fig. 4.20: Input variable disctributions used in the VBF category for the signal (red), the Z — 77
background (blue) and the fake 7,4 background (green). The signal represents only the VBF signal
process.

For the VBF category, variables using two high momentum jets with a large pseudo-rapidity gap are
input to the training. Figure 4.20 shows the input variable distributions which are used in only the VBF
category. Both the A7 (jetl, jet2) and the 71 X 7jer2 contain an angular separation of two jets in 7). The
VBF signal provides higher An (jetl, jet2) values and a long negative tail shape in 7;e;1 X 7)jer2, compared
with the backgrounds. The mj j; is a variable including a combined information of two jet momenta
and their angular separation, and the VBF signal provides higher mj; j; values than the backgrounds.
The ¢ - n centrality variable quantifies the 7 position of the lepton with respect to the two jets in the
pseudo-rapidity plane, expressed by:

-1 . ,
{ - n centrality = exp[(n_ o) (W _ et —; njetz)] . 4.19)
jetl — Tljet
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It takes a value of 1 in case that the lepton is perfectly center between two jets, while it takes less than
a value of 1/e in case that the lepton is outside of jets. The pITOtal is a vector sum of transverse momenta
of objects in the VBF signal process: a lepton, a 7,4, two jets and an E%‘iss. This variable represents an

additional activity other than the VBF objects.

o
N
o

@ N 2 g4f E
§ L €Tyeq + 11, Boosted — H(125)>tt ] § " €Ty + 11, , Boosted — H(125)>tt E
u 0.of 15-8Tev. 203" T om N WO.35E (5. gTev, 203" T oow E
o L Fake 7,4 i o r Fake 7,4 b
§ ] § %% E
30.15- - 80.25- =
o ] wo ]
i ] 0.2F E
>t i 0.15-
0.05/- ] 0.1 E
- ] 0.05" 3
o)=Y P U I FRUTENUNY P P ms-= 0:“ e BT AP B B s . —

0 05115225 3 35445 5 100 200 300 400 500 600 700
p.()/p(%) Y p, [GeV]

(a) pr/p7™ (b) > pr

Fig. 4.21: Input variable disctributions used in the Boosted category for the signal (red), the Z — 771
background (blue) and the fake 1,9 background (green). The signal represents the sum of all signal
processes.

For the Boosted category, two additional variables representing a feature of the boosted topology are
used. The ) pr represents a total activity in an event, and the signal provide much higher ) pr values
than the backgrounds. The p% /pt™ is especially useful to discriminate the fake 7h,q background, based
on an asymmetry between p!} and pf due to a difference of the number of neutrinos from 7decays. As
a result, the signal provides lower pff /p values than the fake 7,q background. Figure 4.21 shows the

>~ pr and the p4/p distributions.

The BDT with GradientBoost requires to optimize some parameters to maximize its performance. The
parameters are MaxDepth, MinNodeSize, Ntrees and Shrinkage, as described in Section 4.7.1. The
MaxDepth and the MinNodeSize control how much grow each decision tree, while the Ntrees and the
Shrinkage determine the boosting algorithm. A two-dimensional scan of MaxDepth and Ntrees are per-
formed to maximize the significance of the BDT output, and then the remaining parameters are optimized
by step-by-step scanning. This optimization procedure is separately performed for the VBF and Boosted

categories. The parameter values are summarized in Table 4.10.

4.7.3 Validation of BDT Output Distributions

Before comparing data and the background modeling in actual BDT output distributions, the validation of

all input variables is important to ensure the background modeling is accurate in data. All input variables
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Variable Definition Ranking
VBF | Boosted

Morr Di- invariant mass reconstructed by the MMC method 2 1

AR (¢, Thaa) Separation of 73,4 and isolated lepton 7 2

mr Transverse mass of £ and Es 3 5

E%‘iss - ¢ centrality E%‘iss centralityT between £ and 7,9 in ¢ direction 4 4

>opr Sum pr of 7, £, and jets - 6

P/ pr ratio of £ and Thaq. - 3

mj1 j2 Invariant mass of two leading jets 6 -

Mietl X Mjer2 Product of pseudo-rapidities of two leading jets 9 -

An (jetl, jet2) Pseudo-rapidity difference between two leading jets 1 -

¢ - 7 centrality lepton centrality! between two leading jets in 7 direction 8 -

PR [P5 + 57+ 5+ + B 5] -

Table 4.9: Input variables used for VBF and Boosted categories with ranking of variable importance in
the training. (} : see text for the detail definition)

Parameter VBF | Boosted

MaxDepth 5 4
MinNodeSize | 0.1% | 0.17%
Ntrees 400 600

Shrinkage 0.2 0.1

Table 4.10: Summary of training parameters with their optimized values for the VBF and Boosted cate-
gories.
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Fig. 4.22: Input variable distributions for the VBF category in the 8 TeV analysis. The data and the signal
are shown as black dot and red line, respectively. The signal is normalized to 50 times from the expected
number of events. Color filled histograms represent estimated backgrounds. The lower panel shows the
ratio between data and the background model, while the hatched band corresponds to the statistical and

(g) An (jetl, jet2)

(h) ¢ - n centrality

systematic uncertainties of the background estimation.

comparing data and the background modeling in 8 TeV are shown in Fig. 4.22 and Figure 4.23 for the
VBF and the Boosted categories, respectively. The validation for each background component is also
performed using each dedicated control regions, shown in Section A.1. Basically, all of data distributions

are well described by the background modeling within uncertainties.

The BDT performs the discrimination using the correlation of each input variable, so that the validation
of the correlation is also important. The variation is performed by comparing data and the background
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Fig. 4.23: Input variable distributions for the Boosted category in the 8 TeV analysis. The data and the
signal are shown as black dot and red line, respectively. The signal is normalized to 50 times from the
expected number of events. Color filled histograms represent estimated backgrounds. The lower panel
shows the ratio between data and the background model, while the hatched band corresponds to the
statistical and systematic uncertainties of the background estimation.

modeling in z; v.s. < z; > distributions, where z; ; represents any two input variables. Correlations of
all input variable pairs are well modeled for the VBF and Boosted categories. Figure 4.24 shows example
distributions of z; v.s. < z; >, m;r v.s. < AR (¢, Thaa) > for the VBF and Boosted categories, mj1 j2 V.S.
< An (jetl,jet2) > for the VBF category and p%/pp™ v.s. < > pr > for the Boosted category. Other
distributions are shown in Fig. A.9 and Fig. A.10 for the VBF and Boosted categories, respectively.

Moreover, the validation of the actual BDT output distribution is crucial because the distribution is used
as the final discriminant. The validation is performed for each background component using each dedi-
cated control region. Figure 4.25 and Figure 4.26 show the BDT output distributions of each background
control region for the VBF and the Boosted categories, respectively. The background modeling also
well agrees with data on the BDT output distributions within uncertainties, so that there is no significant

mis-modeling.
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Fig. 4.25: BDT output distributions of each dedicated control region for the VBF category in the 8 TeV
analysis. The data distribution is shown as black dot. The signal is shown as red line, where a normal-
ization of the signal is the expected number of events times 50. The backgrounds are shown as colored
histograms, Z — 77 (blue), the fake 7,4 (green), and other backgrounds (brown).
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Fig. 4.26: BDT output distributions of each dedicated control region for the Boosted category in the
8 TeV analysis. The data distribution is shown as black dot. The signal is shown as red line, where a
normalization of the signal is the expected number of events times 50. The backgrounds are shown as
colored histograms, Z — 77 (blue), the fake m,4 (green), and other backgrounds (brown).
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4.8 Systematic Uncertainties

Systematic uncertainties are evaluated for both the expected number of events and shape differences
of BDT output distributions. The source of the uncertainties is grouped into theoretical, experimental
uncertainties and uncertainties on the background modeling, detailed in Section 4.8.1, 4.8.2 and 4.8.3,

respectively.

4.8.1 Theoretical Systematic Uncertainties

Several theoretical uncertainties are assigned for all signal and background processes estimated by sim-
ulation samples. The Z — 77 and the fake 1,9 backgrounds are not affected by theoretical uncertainties
because data-driven techniques are applied for both backgrounds. For signal processes, following theo-

retical uncertainties are considered.

QCD Scale Uncertainties

The uncertainties due to missing higher order QCD correction in a cross section calculation, referred to as
QCD scale uncertainty, are evaluated based on simulation samples. For the VBF, WH and ZH processes,
the uncertainty is evaluated by varying factorization and renormalization scales (up = ur = my) from
half to twice. In this evaluation, the VBF and Boosted categories are defined by applying corresponding
selection to parton level information, where parton level jets are built using the anti-k; algorithm. The
result of the uncertainties are (2% ~ 4%) depending on the process and the category. In addition for the

VBF process, a 2% uncertainty is assigned for the NLO EW correction [88].

For the ggF process, the QCD scale uncertainty is relatively larger than other processes because addi-
tional jets are not present at LO level. The evaluation procedure is the same as other processes, while
factorization and normalization scales are defined by up = pur = 4 /m%l + p2T7 5 (see Section 4.3.2).
This uncertainty on the ggF process is considered separately for the VBF and Boosted categories, be-
cause the categorization of this analysis is defined exclusively. For the Boosted category, an inclusive
cross section uncertainty of events which pass the Boosted category selection is assigned. For the VBF
category, an uncertainty of events which pass selections of both the VBF and Boosted categories is con-
sidered. The two uncertainties are considered as anti-correlation to take into account a category migration
effect, following the procedure of Ref. [124]. The results of this uncertainties are +23% and +24% for
the VBF and Boosted categories, respectively.

The QCD scale uncertainties also affects the shape of BDT output distributions, especially the uncertainty
of the ggF process in the VBF category. While the definition of the VBF category does not include an
explicit jet veto, input variables related to jet activity (e.g., ptTOtal) are used in the BDT. Thereby, events
with a third jet are indirectly reduced in a high BDT output region. This introduces the large shape
uncertainty because the cross section of events with a third jet from ggF process is only predicted at
LO precision. The uncertainty is evaluated by a parton-level simulation program, so-called MCFM
program [125].
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UE and PS Uncertainties

An uncertainties on underlying events (UE) and parton showers (PS) are evaluated by the acceptance
difference between POWHEG+PYTHIA and POWHEG+HERWIG . The results of this uncertainties are
(4% ~ 8%) depending on the process and the category.

PDF Uncertainties

An inclusive cross section uncertainty due to the PDF is estimated by the LHC Higgs Cross Section
Working Group [88, 126]. The additional uncertainties on the choice of PDF set is evaluated using
different PDF sets and varying parameters of the default CT10 PDF set. The CT10 is reweighted to
the MSTW2008NLO [127], NNPDF [128] and the CT10 eigen-tunes parameterisation, and then the
largest variation among them are taken into account as the PDF uncertainty. The result of total PDF
uncertainties are (3% ~ 9%) depending on the process and the category. The choice of PDF set changes
the acceptance and the shape of BDT output distributions, and therefore the shape uncertainty due to the

PDF is also considered.

Uncertainties on the choice of event generators

An acceptance difference from the choice of the event generator is assigned as an additional systematic
uncertainty. For the ggF process in the Boosted category, a +1.9% uncertainty is found and assigned
by comparing between the default POWHEG+HERWIG and MC@QNLO+HERWIG/JIMMY [129] simula-
tions. For the VBF process in the VBF category, this uncertainty is evaluated by the same method as
Ref. [130], and +4.2% uncertainty is assigned by comparing between the default POWHEG+HERWIG
and aMCQNLO+HERWIG/JIMMY [131] simulations.

Uncertainty on the H — 77 Branching Ratio

An uncertainty on the H — 77 branching ratio for signal processes is estimated by the LHC Higgs Cross
Section Working Group [88, 126], and the result of 5.7% uncertainty is assigned to all signal processes
and categories.

The summary of assigned theoretical uncertainties for signal processes is shown in Table 4.11. The
theoretical uncertainties for background processes are also evaluated by the same procedures as used for

signal processes.

4.8.2 Experimental Systematic Uncertainties
Lumineosity Uncertainties

The systematic uncertainty on the integrated luminosity is assigned +2.8% for 8 TeV and +1.8% for

7 TeV, which are evaluated from beam-separation scans performed in 2011 and 2012 [132].
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VBF category Boosted category

Source

ggF VBF W/ZH | ggF VBF W/ZH
QCD scale TR E21%  £02% | TR0 £14%  +£4.0%
PDF +9.2% £32% +0.2% | £9.9% +3.2% +£3.2%
UE and PS +8.0% +4.0% <0.1% | £4.0% +£6.0% +6.0%
Generator - +4.2% - +1.9% - -
H — 7m7BR. | £5.7% +5.7"% £5.7% | £5.7% +5.7% +5.7%

Table 4.11: Summary of the theoretical uncertainties for each signal process.

Electron and Muon Uncertainties

The acceptances of simulation samples for signal and background processes are corrected by applying
scale factors of the single lepton trigger and the lepton identification efficiency. The scale factors are
measured using Z/v* — ee/uu tag-and-probe techniques, and its systematic uncertainties are assigned.
While the uncertainties depends on the transverse momentum and pseudo-rapidity of a reconstructed

lepton, they are relatively small uncertainties of (1% ~ 2%) [45,50].

The electron energy and muon momentum scales are determined by comparing shape difference between
data and simulation samples in Z/v* — ee /uuevents, and their systematic uncertainties are less than
0.5%.

Hadronic Tau Uncertainties

The scale factor of the 1,4 identification efficiency is also applied to simulation samples, which is mea-
sured using the Z — 77 — g tag-and-probe method (see Section 3.4). The systematic uncertainties
on the scale factor are (2% ~ 3%) for 1-prong and (3% ~ 5%) for 3-prong, depending on the number

of tracks, the transverse momentum and the pseudo-rapidity.

The electron misidentification efficiency and its scale factor is measured using Z — ee (e — Thad)
events. The systematic uncertainties on the scale factor is evaluated depending on the 7,54 transverse
momentum and pseudo-rapidity, and they are (8% ~ 30%). In addition, a conservative 15% uncertainty
is assigned to simulated events with misidentified 7p,qs from muons by comparing data and simulated

events in the Z — pp(p — Thaa) control region.

The TES is determined from a fit to the my;g distribution in Z — 77 — g events. The systematic
uncertainties are treated separately for real 7h,q and fake 7,4 as uncorrelated uncertainties, and they are

(2% ~ 4%).
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Jet Uncertainties

The uncertainty on the selection efficiency of the JVF is assigned to simulation samples, and it is eval-
uated by varying the number of bunch crossing using data Z — ee +jets events. The systematic uncer-

tainties depending on the jet transverse momentum and pseudo-rapidity are less than 1%.

The uncertainties on the b-tagging efficiency and the mis-tag rate of a light-flavour jet are considered
because the b-jet veto is included in the definitions of the VBF and Boosted categories, and the b-jet
requirement is applied in the top control region. They are evaluated from data using di-leptonic ¢t events
as described in Section 3.5, and the combined uncertainty is assigned by taking a diagonalization of
the covariant matrix constructed from total 26 uncorrelated uncertainty components. The combined

uncertainties depending on the b-jet transverse momentum are (1% ~ 2%) [55].

The JES uncertainty is classified into several components as summarized in Section 3.5. Total eleven
uncertainty components are considered as uncorrelated uncertainties. The combined uncertainties are

within the range of (1% ~ 2%) for central jets, and the range of (3% ~ 7%) for forward jets.

Missing Transverse Energy Uncertainties

The uncertainty on the E%‘iss depends on energy and momentum scales of each object, as mentioned in
Section 3.6. Their uncertainties are propagated to the E%‘iss reconstruction. Additionally, uncertainties
on the energy scale and resolution of the soft term are considered as the EM* characteristic uncertainty.
The uncertainties are (5% ~ 8%) depending on the EIss,

4.8.3 Systematic Uncertainties on the Background Modeling
Embedding Method Uncertainties

Two uncorrelated components of systematic uncertainties are assigned, the isolation requirement of the
muon selection and the muon energy subtraction procedure. The isolation uncertainties are (1 ~ 4%),
which is evaluated by varying isolation requirement from nominal (I(pr, 0.4) < 0.2) to a tight isolation
requirement (I(pr,0.4) < 0.06 and I(Et,0.2) < 0.04) or removing the isolation requirement. The
subtraction uncertainty is obtained by varying the expected muon energy deposition in the calorimeter
by 20%(30%) for 8 TeV(7 TeV) [114].

Fake Factor Method Uncertainties

The systematic uncertainty on the Fake Factor method is grouped into a background composition and a
statistical uncertainty of fake factors, where two uncertainties are considered as uncorrelated components.
The statistical uncertainty is due to the data statistics of control regions used in the fake factor measure-
ment (see Section 4.6.2). The impact on the expected number of fake 71,4 events is ~ 5% (~ 20%) for

8 TeV (7 TeV) analysis. The background composition uncertainty is assigned for the ambiguity of the R;
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because they are obtained from the simulation based method. To evaluate this uncertainty, each R; value
is varied in the range [R; /2, R; x 2], and a maximum difference of the number of expected events is taken
as the uncertainty value. The impact of this uncertainty is ~ 5% (~ 15%) for 8 TeV(7 TeV) analysis. As
the cross check of this uncertainty evaluation, an another evaluation is performed by varying the mt and
P1(Thad) Tequirement in the W+jets control region used for the Ry, estimation. While the Ry value is
changed within the range of (25 ~ 40%), the final impact on the expected number of events is at the
same order. Additional uncertainties of data and simulation difference and a modeling in the same sign

control region are considered, while they have a negligible impact on the number of expected events.

All systematic uncertainties are summarized in Table 4.12. The quoted numbers are uncertainties on the
sum of the signal yields and on the sum of the background yields in the 8 TeV analysis, which are shown
in Table 4.7.

VBF Boosted

Syst. Source

S B S B

Experimental Uncertainties
Luminosity +2.8% | £0.1% | £2.8% | £0.1%
Tau ID +3.3% | £1.2% | £3.3% | £1.8%

e/u 1D and trig. | £1.8% | £0.5% | £1.8% | +£0.8%
b-tagging <01% | £0.2% | £0.4% | +0.2%
TES +2.4% | £1.3% | £2.4% | £0.9%

JES 5% | £1.0% | £3.9% | £0.4%
Emiss softterm | T95% | £0.2% | £0.4% | < 0.1%

Background Modeling Uncertainties

Embedding - +2.6% - +2.6%
Fake Factor - +1.5% - +1.2%

Theoretical Uncertainties

QCD Scale | *21% | +0.2% | *193% | +0.2%

PDF % | £0.2% | TS | +0.2%

UE and PS +3.8% | <0.1% | £2.8% | < 0.1%

Generator +1.3% | <0.1% | £2.8% | < 0.1%
H — r77BR. | £5.7% - +5.7% -

Table 4.12: Summary of systematic uncertainties on the sum of all signals and on the sum of all back-
grounds for the VBF and Boosted categories for the 8 TeV analysis.
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4.9 Results of the Search for the Higgs Boson

This section describes the result of the H — 7ym,q search, and the combined result of three channels of
the H — 77 search. The signal events are extracted by a maximum likelihood fit on the BDT output
distributions. The statistical model is describe in Section 4.9.1, and then the H — 7pmh,q Search result is
summarized in Section 4.9.2. Finally, the H — 77 combined result is described in Section 4.9.3 as the

final result of this chapter.

4.9.1 Signal Extraction Procedure

The results of this analysis are obtained by the evaluation of the agreement of the observed data with
either the signal+background or the background only hypotheses. Therefore, an appropriate statisti-
cal model of the observed data is necessary including the expected signal and background events with
their systematic uncertainties. This model is based on several parameters, corresponding to normaliza-
tion factors of signal and background events, and statistical and systematic uncertainties. Among these

parameters, the parameter of interest (Pol) is the signal strength p, expressed by

(0 X BRU(H = TT)gps))
F= G X BRMH = mm)gy)

(4.20)

where o and B.R.(H — 77) are the Higgs boson production cross section and the H — 77 branching
ratio, respectively. The case of 1 = 1 represents a perfect agreement between the measured signal and

the SM prediction. The other parameters are referred to as Nuisance Parameters (NPs).

The parameters are determined by performing a binned maximum likelihood fit on the BDT output
distributions, where probability density functions are obtained from the expected signal and background

distributions. As the simplest example, the likelihood function is expressed by;

Nbin eve () Vs (H|x)N0bsA(x)

Liw) = ]I Nwo! 4.21)

xT

Nsig kag

v(plz) = p> neps(z)+ > my-py(a), (4.22)
s b

where Np;p is the number of bins of probability density functions p, and Ny () represents the observed
data in given bin z, and n j, represents the expected number of events of each signal and background pro-
cess. As seen in the equation (4.21), the likelihood is expressed by the product of the Poisson distribution
to the observed data for each bin, where expected value v(u|x) is the total number of expected events of
signal and background processes. The number of expected events of each signal process is normalized
by the signal strength p. The signal and background predictions depend on several parameters, such as
their normalization factor, statistical and systematic uncertainties. The likelihood function is expanded
including their effects. The NPs () are constrained by their estimated variation (o) in the fit using the

Gaussian functions G(6, o).
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In this analysis, a simultaneous fit is performed to the signal and top control regions for the VBF and
Boosted categories, for the 8 TeV and 7 TeV analysis, in order to estimate all parameters of the signal and
background processes. The fit on the top control region provides a handle on the normalization factors
for top background events, where one bin histogram is used as the probability density function in order
to focus on only normalization factors of Top (7p,q) and Top (¢ — Thag) events. Therefore, the final

likelihood function is expanded as following:

Nyear Ncateg region Npin

L(v|0) = (H H H H ey (e, y, ) o ”’”x)) XHG 0, 04), (4.23)

obe (y,c T, .1‘)

where year corresponds to the 8 TeV and 7 TeV analysis, categ. corresponds to the VBF and Boosted
categories, and region corresponds to the signal and top control regions. Total 185 NPs are considered
and fitted by the likelihood.

Based on the likelihood function, the signal strength u is tested by a profile likelihood ratio with the
following test statistic (q,,):

g = —2In(A(1)) = —21n(LL(“|9“))), (4.24)

where [ and 0; are the parameters that maximize the likelihood L, and 6?; represents nuisance parameters
that maximize the likelihood for a given p. The signal strength is evaluated by this test statistics obtained
from the a maximum likelihood fit. A level of disagreement between data and signal+background hy-

pothesis is represents by the p-value, defined as

o0

Pu = faulp)dqy, (4.25)
o0

obs.

where g;™ is the test statistic observed in data, and f (gulpe) is the probability density function for a

certain signal strength. Based on this p-value, the signal significance is quantified by pg, where its
definition is the same as the equation (4.25) with © = 0. The pg represents the probability that the
observed data can be explained by background only hypothesis.

4.9.2 Results of the H — 77,9 Search

The signal strength p is determined by combined likelihood fit to data distributions. Figure 4.27 shows
the BDT output distributions after the fit.

The combination of the VBF and Boosted categories in 7 TeV and 8 TeV analyses gives the best-fit signal
strength at mpy = 125 GeV of

1= 0.98"532(stat.) 7030 (syst.) & 0.06(theory syst.), (4.26)

where the systematic uncertainties are separately shown for the sum of experimental and theoretical
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Fig. 4.27: BDT output distributions of the VBF (a,b) and Boosted (c,d) categories for 7 TeV (a,c) and
8 TeV (b,d) analysis after the maximum likelihood fit. The bottom panels show both the ratio of data
and signal+background model, and the ratio of data and background only model, with statistical and
systematic uncertainties.

uncertainties. The signal strength is consistent with the SM prediction within uncertainties.

Figure 4.28 (a) shows the log;,(S/B) distribution of signal and background events obtained from the fit
with © = 0.98. The background distribution with & = 0 is also shown, which corresponds to the back-
ground only model. The distribution indicates a disagreement between the observed data and background

only model, even including the effect of all systematic uncertainties.

The signal significance pyg is also obtained from the fit. The results are pg = 9.98 x 1073 and py =
9.09 x 1073 for observed data and expected signal+background Asimov [133] data, respectively. These
po values corresponds to an observed (expected) significance of 2.30 (2.30) of the standard deviations.

Table 4.13 shows observed and expected signal significances and best-fit signal strengths at my =

101



125 GeV for individual years, categories and their combinations.

Year Category | Observed (expected) significance | Signal strength
VBF -0.44 (0.51) —0.774§3
7 TeV Boosted 1.09 (0.42) 2734511
Combined -0.16 (0.65) —0.231-48
VBE 2.48 (2.08) 1.2040:43
8 TeV Boosted 0.66 (1.06) 0.6415 00
Combined 2.54 (2.35) 110195
VBF 2.23 (2.11) 1.0270:59
7+ 8TeV | Boosted 1.01 (1.11) 0-921_(1):8(1)
Combined 2.33(2.33) 0.980:3%

Table 4.13: Observed and expected significances and best-fit signal strengths at mgy = 125 GeV for the
VBF and Boosted categories in 7 TeV and 8 TeV analyses and their combinations.

In order to investigate an impact on [ for individual uncertainties, Aj is evaluated for each NP by
performing conditional maximum likelihood fits, where each NP value is fixed to its 10 obtained from
nominal fit. The A for each NP is obtained by taking the ji difference between nominal fit and NP
fixed fit, referred to as post-fit Aji. Then, all nuisance parameters are ranked by the size of the post-
fit A1 in descending order, indicating their importance for the p measurement. Moreover, Aji is also
evaluated by another conditional fit, where each NP value is fixed to pre-estimated £10, referred to as
pre-fit Aji. The pre-fit Aji is used to evaluate the estimation of systematic uncertainties. Figure 4.29
shows the 25 highest ranked nuisance parameters. The post-fit Afi, the pre-fit A and the difference
of NP value between before and after fit (é — #y) are shown for each NP. Text colors of the NP names
represents the type of NP, which are statistical, experimental, theoretical uncertainties and normalization
factors. The highest ranked nuisance parameter is statistical uncertainty on the highest BDT output bin
in 8 TeV VBF category because this bin has the highest S/B ratio with smallest statistics. The uncertainty
on the H — 77 branching ratio has highest ranking in the theoretical uncertainties. The higher ranked
(important) experimental uncertainties are the JES uncertainties and the uncertainty on the electron to
Thad Misidentification efficiency. This indicates that precise reconstruction and systematic uncertainty
estimation of jets and 7,9 are crucial points of this analysis, and there is a room for the experimental
improvement in addition to statistically and theoretically limited parameters. Other nuisance parameters
are detailed in Section A.2.
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Fig. 4.28: Distributions of log;,(S/B) for the H — 7yThaq channel (a) and for the H — 77 combination
(b), where S and B are taken from the BDT output bin of each event, assuming a signal strength ¢ = 1.4.
The predicted background is obtained from the fit with best-fit p value (hatch) and with ;¢ = 0 (dashed
line). The signal yields are shown for mpy = 125 GeV at = 1 and the best-fit value (0.98 for H —
T¢Thad channel and 1.4 for H — 77 combination).
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Fig. 4.29: The 25 nuisance parameters which have the largest impact on the signal strength, with post-fit
Afi (blue hatch), the pre-fit Aji (yellow band) and 6§ — 6y (black dot), detailed in the text.

4.9.3 Combination Results of the H/ — 77 Search

In the above section, the results of the H — TyTh,q search are presented. In addition, H — 7,7, and

H — ThagThaq searches are also performed in the ATLAS experiment [123]. These two searches are

applied basically the same analysis strategy as the H — 7,79 analysis such as category definition,
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background suppression using BDTs, systematic uncertainty estimations. However, the event selection
in the three channels is fully orthogonal, and therefore statistical combination of these individual results
can be performed. Based on the same statistical model described in Section 4.9.1, the likelihood function
is obtained by multiplying the individual likelihood functions. The common systematic uncertainties,
such as object related uncertainties and theoretical uncertainties, are included as correlated nuisance

parameters.
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Fig. 4.30: The best-fit value for the signal strength y for the individual channels and their combination.
The total =10 is represented by the green band, with the statistical uncertainty (black), the experimental
uncertainty (blue) and the theory uncertainty (red).
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The best-fit value of the signal strength at my = 125 GeV is
1= 1437030 (stat.) 7052 (syst.) + 0.09(theory syst.). (4.27)

The results for individual channels and for each category are shown in Fig. 4.30. The results are consis-

tent with the SM prediction within uncertainties for both the combination and the individual channels.

The signal significance py is also extracted from the combined fit. The observed pg value is 2.7 x 1076,
which corresponds to a significance of 4.5¢ of the standard deviation, while an expected significance is

3.40. This result indicates “evidence for the decay of the Higgs boson into tau leptons”.

In order to visualize extract information of the Higgs boson mass from the fitted BDT output distribution,
a weighted m., distribution is shown in Fig. 4.31, where events are weighted by a factor of In(1 + S/B).
This weight procedure enhances events compatible with signal+background model. The excess can be

seen around m., = 125 GeV in the figure, which is consistent with the SM with myg = 125 GeV.
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Fig. 4.31: The weighted m.. distribution, where events are weighted by In(1 + S/B). These weights
are determined by the signal (5) and background (B) predictions for each BDT bin. The background
predictions are obtained from the fit with mpy = 125 GeV signal hypothesis (signal strength « = 1.4).
The lower panel shows weighted (data-background) distribution (black). The weighted signal distribu-
tions with mg = 125 GeV (red), my = 110 GeV (blue) and myg = 150 GeV (green) are also shown,
normalizing by each best-fit x4 value.

In order to evaluate each NPs, the same procedure described in Section 4.9.2 is performed. The absolute
contributions of the most important uncertainties on the measured signal strength parameter are summa-

rized in Table 4.14. The highest ranked nuisance parameter is statistical uncertainty of f%%, the second
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highest one is the uncertainty on the JES of 13%. The situation is the same as the H — 7yThaq search,
and so-that an improvement of the JES leads to increase the future analysis of the H — 77 search sensi-
tivity. The possibility of the JES uncertainty improvement can be considered by an analysis specific JES

measurement, such as the measurement using events which have the VBF or the Boosted topology.

Source of Uncertainty Uncertainty on p
Signal region statistics (data) fg:gg
Jet energy scale +0.13
Tau energy scale + 0.07
Tau identification £ 0.06
Background normalization +0.12
Background estimate stat. + 0.10
BR (H — 771) =+ 0.08
Parton shower/Underlying event + 0.04
PDF +0.03
Total sys. fg:gg
Total fgé?

Table 4.14: Important sources of uncertainties on the best-fit signal strength p. The contributions are
given as absolute uncertainties on the best-fit value of i = 1.43.
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CHAPTER 5

Study of CP Measurement in the 77 Final State

This chapter describes the sensitivity estimation of the measurement of CP properties of the Higgs boson
in the 77 final state. As described in Section 4, evidence for the decay of the Higgs boson into tau
leptons is found, and therefore the H — 77 analysis is shifted from the observation stage to the property

measurement stage.

Inthe H — 77 analysis, the signal strength corresponding to the coupling constant and the Higgs boson
mass has been measured and are so far consistent with the SM. On the other hand, information of the CP
properties of the Higgs boson have not yet been measured in the H — 77 analysis. Another main part

of this thesis is development and sensitivity estimation of the CP measurement in the 77 final state.

The H — TyThag and H — ThadThad channels used for this analysis are detailed in Chapter 4 and Section
5.1, respectively. The H — 747, channel is not included because this channel has the lowest signal
significance in the H — 77 channels, and it is hard to precisely reconstruct CP observables due to
the presence of four neutrinos in the final state. This analysis is performed only using the data sample
collected in 2012 with /s = 8 TeV because the data sample collected in 2011 with /s = 7 TeV is

statistically limited to reconstruct observables in a high sensitivity region (high BDT score bins).

The analysis strategies, such as analyzed samples, event selection, categorization, background suppres-
sion method and systematic uncertainties, are basically the same as the H — 7yThaq search. This chapter
focuses on the different points from Chapter 4 as follows: the H — ThaqThaqd channel, CP observables,

and the statistical model.

5.1 Overview of the H — Ty,4Thaq Analysis

This analysis uses the H — ThadThad channel in addition to the H — 7y7haq channel. This section
describes a brief overview of the analysis of the H — ThaqThaq channel, which is detailed in Ref. [123].

The branching ratio of the H — ThaqThaqg channel is ~ 42%, which is the second largest next to the
H — 7ymhaq channel. This channel has slightly higher m resolution than the other channels since this
channel includes the less number of neutrinos in the final state. The main backgrounds of this channel
are events from Z — 77 and multi-jet processes. The other events from electroweak process are few
percent level in the total expected event yields.

The analyzed data is collected by the di-tau trigger with 7h,q pr thresholds of 29 GeV and 20 GeV (see
Section 3.4). The amount of data is integrated luminosity of 20.3 fb=! at \/s = 8 TeV. The same

simulation samples for 8 TeV analysis are used as summarized in Section 4.3.2.
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Preselection

Di-tau Trigger

Lepton veto

Exactly two Thaqs

Leading mh,q pr > 35 GeV

Sub-leading T4 pr > 25 GeV

Tight identification for leading T,q
Medium identification for sub-leading 7y,q
Thad 1s0lation

Eiss > 20 GeV

Eiss direction between the two visible taus in ¢, or within Ag(mhag, EFS) < /4
0.8 < AR(Thad; Thad) < 2.4

| AN (Thad, Thad)| < 1.5

Physical MMC solution

VBF Category Definition

leading jet pt > 50 GeV with |n| < 4.5
sub-leading jet pr > 35 GeV with 2.4 < |n| < 4.5
An(jety, jety) > 2.0

b-jet veto

Boosted Category Definition

Not VBF
pH > 100 GeV

Table 5.1: Summary of the event selection and the event categorization for the H — 7h,q7Thaq channel.
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While the object definitions are exactly the same as listed in Table 4.2, the preselection is different from
the H — T7yThad channel. Table 5.1 presents the preselection criteria in the H — ThadThad analysis.
Events with electron or muon candidates are rejected, while one medium m,q9 candidate and one tight
Thad candidate with opposite charges are required. 7,4 candidates with additional tracks in the region
0.2 < AR < 0.6 are removed. In addition, events are required to have E%liss > 20 GeV and its direction
must either be between the two 7,4 in a ¢ plane, or within A¢(Thag, E%li“) < /4 of the nearest Thyq.
In order to further reduce the background from multi-jet production, requirements of the AR(Thad, Thad)
and A7 (Thad, Thad) are applied. Each threshold of the preselection is determined to reduce background
contamination with a minimal signal efficiency loss because the main background suppression is per-
formed by the BDT. After applying the preselection, the final state of this channel is orthogonal to the
H — TyThaq channel.

The event categorization is performed with slightly different definitions from the H — 77,9 channel.
The threshold of An(jet,,jet;) > 3.0 cut in the VBF category is lowered to 2.0, and requirements of
m,r > 40 GeV and the b-jet veto are removed, due to a different background composition between two

channels.

The Z — 77 background events are modeled by the embedding sample, while the multi-jet background
events are modeled by data events in the fake 7,4 enriched control region. The control region is defined
by reverting the 7,4 isolation and opposite sign requirement, and the number of 1,4 tracks requirement
is not enforced. In order to determine the normalization of multi-jet backgrounds, a template fit on a
An(Thadl, Thada2) distribution are performed using a dedicated category, referred to as rest category. The
rest category is defined by applying the preselection requirements but not passing the VBF or boosted
category selections. The result of the template fit is shown in Fig. 5.1, demonstrating the agreement
between data and background estimations with a negligible signal contamination. The other electroweak

backgrounds are modeled with simulation samples.

The background suppression is performed based on BDTs trained separately for the VBF and Boosted
categories. The input variables are basically synchronized with the H — 7ymh,q channel, where lepton
related variables are replaced to T4, i.€., £ - 1) centrality — Ty,,q - 17 centrality and pr‘} [pp — p%‘“‘"l / p%‘“‘d?
The mr variable is removed because the W+jets background contribution is minor (~ 2%) after the
preselection in the H — ThadThad channel. In WW+jet process, especially the W — Tv,,  (jet — Thad)
process can be the background for the H — ThaqThaq signal. However, the requirement of the E%“iss

direction significantly reduces this background.

A maximum likelihood fit is performed on BDT output distributions, including the same systematic
uncertainties described in Section 4.8. Figure 5.2 shows BDT output distributions in the H — ThaqThad
channel for the VBF and Boosted categories. The statistic uncertainty on the highest BDT bin in the
VBF category gives the most impact on the signal strength. The JES and TES uncertainties are the next
important nuisance parameters. In the H — Tp,g7hag 8 TeV analysis, the best-fit value of the signal
strength at myg = 125GeV is p = 1.8 fg:?, and the observed (expected) signal significance of this

channel is 2.90(1.90).
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5.2 CP Observables in the H — 77 analysis

In the H — 77 decay process, the CP state of the Higgs boson can be distinguished by spin correlations
of the di-7 lepton decay. The correlation is reflected in the angle between decay planes of the di-7 lepton.
In this section, the reconstruction method of the angle is described.

For the generator-level investigation, the ggF and VBF samples with the CP-odd Higgs boson (mpg =
125 GeV) are generated using POWHEG event generator at NLO QCD [134], interfaced to PYTHIA for
the parton shower, hadronization and underlying events. These samples are used to verify generator-level
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distributions of CP sensitive observables, referred to as “truth” samples in this analysis.

5.2.1 Transverse Spin Correlations

A spin correlation of the di-7 pair has information of the CP state of the Higgs boson in the H — 771
process [135]. Denoting the Higgs boson with a mixing CP state by H,ix, the spin dependence of the
Hpix — 77 decay probability is given by:

D(Hpix — 7777 ) ~1— 8] -s] +s7 - R(ma)-sT . (5.1)

R(ra) ( —cos(ma)  —sin(ma) ) _ ( Rxx  Rxy ) ’ (5.2)

—sin(ma)  cos(ma) Ryx  Ryy

where 5™ is spin polarization vectors of 7 leptons, and R(7«) is a spin density matrix with a mixing
angle ma. The parallel and vertical component of s™" tothe 7 lepton direction are denoted by SF and
sf, respectively. Rrx = —1 and Ryy = +1 represents the pure CP-even state Higgs boson (the SM
Higgs boson Hy), while Rzx = +1 and Ryy = —1 represents the pure CP-odd Higgs boson (the BSM
Higgs boson Ag). Schematic diagram of the relation of transverse spin vectors and the 7577 — 777
decay for the CP-even and CP-odd Higgs boson is shown in Fig. 5.3. Observables which include the
information of the transverse spin correlation between the di-7 leptons can be used to discriminate from
the CP-even and CP-odd Higgs boson.

(a) (b)

Fig. 5.3: Schematic diagram of the relation of transverse spin vectors of di-7 leptons and the 7577 —
rErF decay for the (a) CP-even and (b) CP-odd Higgs boson.

5.2.2 Acoplanarity Angle

One typical CP sensitive variable is proposed for reflecting the transverse spin correlation, referred to as
“acoplanarity” angle [135]. In order to define this variable, an another coordinate system (z’, v’ and 2’
axis) is defined in the di-7 rest frame. The 2’ axis is defined as the 7 lepton direction, while the 2/, 7/’ axes

are defined as horizontal and vertical axes in the transverse plane with respect to the 2’ axis, respectively.
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Fig. 5.4: Definition of the acoplanarity angle ¢cp. The 2’ axis is defined as the 7 lepton direction in the
di-7 rest frame. The ',y axes are defined as horizontal and vertical axes in the transverse plane with
respect to the 2’ axis, respectively. The ¢cp is defined as the angle between the 7+ — 7, decay plane
and the 7~ — 7~ v, decay plane.

The definition of the acoplanarity angle ¢cp is illustrated in Fig. 5.4. The range of ¢cp is [0,27]. In
order to increase statistics of each bin in the ¢cp distribution, the ¢cp is modified as the following:

— 0< <
¢cp = T (0<dep <) (5.3)

¢pcp — 7 (m < pep < 2m).
5.4

The ¢cp distribution becomes the distribution that is folded into 27 around 7 by the modification. The

range of the ¢cp becomes [0, 7], and thus statistics of each bin is increased to 2 times.

Figure 5.5 shows acoplanarity distributions of the H/A — 77 and Z — 77 processes for 7% 7T,
7t pF, pt pT and £+ 7T decays. The sensitivity on the CP state in the acoplanarity angle depends on the
number of visible particles. In case of multi-7* and/or multi-7° decay modes, the decay plane cannot be
properly reconstructed because the Th,q direction is determined as the vector sum of these particles. The
acoplanarity angle for the /=7 T decay has opposite distribution to other decays. In the 7577 — (*7T
decay, the relation of the transverse spin vector and the lepton direction is inverted from the relation in
Fig. 5.3 due to the presence of two neutrinos in the leptonic 7 decay [136]. Acoplanarity distributions

for other typical di-7 decays are summarized in Section B.

The acoplanarity angle requires information of neutrinos, and therefore the precise neutrino reconstruc-

tion or an alternative angle reconstructed by only information of visible decay products is necessary at
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the analysis.
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Fig. 5.5: Acoplanarity ¢cp distributions from truth samples, for the (a) 7% 7 ¥, (b) 7+ pT, (c) p* pT
and (d) ¢*7T decay modes from CP-even, CP-odd Higgs boson (red,blue) and the Z boson (black)
production processes, where the Higgs boson production process is the ggF process, and the Higgs
boson mass is set to 125 GeV.

5.2.3 CP Observables

The method of the precise neutrino reconstruction has not yet been established in the H — 77 analysis,
and therefore several alternative methods are proposed to reconstruct the acoplanarity angle according to
the di-7 lepton decay mode [135—143]. This analysis uses two typical methods for the 7% 7T and p* pT
decay modes, referred to as the impact parameter and the p — 757 decay plane method, respectively.
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Impact Parameter Method

The main target of the impact parameter method [135-138] is the 7577 — 77T decay mode, which has
2.8% branching fraction in the H — ThaqThaa channel. The method constructs three types of CP sensitive
angles using pseudo planes of the 7= — 71, decay, where neutrino directions are approximated from
the primary vertex and impact parameter information. The reconstruction procedure of three angles is as

follows:

The first angle ¢12 is defined as:
lab. — arccos(nf, -m ), (5.5)

where nlfb are impact parameter vectors. The impact parameter vector is defined as the perpendicular
vector to the 7+ vector from the primary vertex position, illustrated in Fig. 5.6.

Vertex

Fig. 5.6: Schematic diagram of the definition of the impact parameter vector nf:fb_, where the z axis

is defined as the proton beam direction The impact parameter vector 77 is defined as the perpendicular
vector from the primary vertex position to the 7+ vector.

The second angle is ¢p, which is defined as:

+
drp = arccos (L), (5.6)
In|[n]|

where nf are perpendicular components of impact parameter vectors in the 777~ rest frame. The

impact parameter vectors defined in laboratory frame are boosted into the rest frame using measured 7+

four-momenta (nﬂfb' — mn%). Then, the n™ is decomposed into parallel (nﬁ—L) and perpendicular (nf)
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components to each pT, expressed by:

n*=ri-ni+r -, (5.7)
where 7 and | are fractions of parallel and perpendicular components, respectively. The nﬁt and nf

are unit vectors.

The third angle is ¢y p, which is defined as:

Yp = arccos(p” - (n] x n7)), (5.8)

where p~ represents the unit vector of the 7~ direction. The 11p variable is especially sensitive to the

CP mixing state of the Higgs boson because it includes CP-odd and T-odd triple correlations [135].

Figure 5.7 shows the ¢l%* and ¢p distributions for the 7577 — 77T and the 7577 — (7T decay
from the ggF H — 77 process. The impact parameter method focuses on the 7577 — 7¥7T decay
mode, while these angles can be also reconstructed in the 7577 — ¢*7F decay mode by replacing the
7% vector with the ¢+ vector. The d)ﬁ,b distributions of the Z boson in Fig. 5.7 (a) and (c) have the
tendency to be close to the distribution of the CP-even Higgs boson. This is due to the spin correlation
of Z — 77 process as the following: The spin directions of di-7 leptons are the same due to the Z boson

spin of 1. In the 7t7T — 7*

7+ decay, pions are emitted in the 7 spin direction because of the left-
handed nature of the neutrino. Hence, the impact parameter vectors tend to have the opposite directions
ie. qbﬁ‘)b tends to be a large angle. On the other hand, in the /*7T decay, the tendency is opposite due
to the presence of two neutrinos in the leptonic decay. The ¢pp gives more sensitivity than the gbﬁ‘,b and
the flat distribution of the Z boson thanks to moving from the laboratory frame to the 7 7~ rest frame.
In order to discriminate the CP-even and CP-odd Higgs boson, the ¢pp variable is mainly used in this
analysis. The rp is dedicated to distinguish the CP mixing Higgs boson as shown in Fig. 5.11 (see

Section 5.3.1), so that this variable is useful to a CP mixing measurement in future analysis.

77T — p*pT decay plane Method

The main target of this method [139-142] is the 757T — pTpT decay mode, which has 16.0% branching
fraction in the H — ThaqThada channel. In this decay mode, the neutrino has relatively small momentum
compared with other decay modes due to the p meson mass of ~ 770 MeV. Therefore, the p* p~ rest
frame is useful to approximate the 7% 7 rest frame. As discussed in Section 1.2.4, a p meson decays
into detectable particles: one charged pion and one neutral pion. The approximated acoplanarity angle

¢, [139] is defined as an angle between the p*-7+ plane and the p~ -7~ plane, expressed by:

nt.-n"
¢, = arccos(if )7 (.9
8 [n*||n~|
nt = p.+ xXpo, (5.10)
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F1g 5.7: The qﬁl“b and ¢p angle distributions reconstructed by the impact parameter method, for the (a,b)
T - 7T:|:7T:F and the (c,d) 7t7T — ¢+ decay modes from the CP-even (blue), CP-odd (red) Higgs
boson and the Z boson (black), where the Higgs boson is produced from the ggF process with a mass of

125 GeV.
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Fig. 5.8: Definition of the acoplanarity angle ¢,. The 2’ axis is defined as the p meson direction in the
pT-p~ rest frame, The 2’, 7/ axes are defined as horizontal and vertical axes in the transverse plane with
respect to the 2 axis, respectively. The ¢, is defined as the angle between the p — 770 decay planes.

where p,.+ and p,.0 are momentum vectors of 7+ and 7, respectively. The definition of ¢, is illustrated
in Fig. 5.8, and it takes the range of [0, 27]. The 7% pT is also folded into 27 around 7 by the same
procedure with the equation (5.3).

If a spin correlation in the 7+ — p* (—> ﬂ'iﬂ'o) v, decay is not taken into account, this variable has no

sensitivity to the CP state of the Higgs boson. In order to cope with this, a charged energy asymmetry

(yT) variable, which reflects to the spin correlation, is defined as the following:

FE. .+ —FEo
+ ™ s
= —— 5.11
y E.++E’ ( )
where E, .+ and E,o are energies of the 7% and the 7, respectively. According to a product of charged
energy asymmetries (y1 X y2), the ¢, distributions with 1 x yo > 0 and ; X y2 < 0 are shown as Figure
5.9 for the 7577 — p*pT decay mode from the CP-even and CP-odd Higgs boson and the Z boson. In
order to deal with the effect, the ¢, angle is re-defined as the following:

+ —
by = Pp (y* xy” >0) 5.12)
T—¢,—m (yT xy <O0).

(5.13)
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Mixture Method

In order to cover one of the remaining decay mode of 7+7F — 7% T, which has non-negligible branch-
ing fraction of 13.6% in the H — ThadThad channel, an another acoplanarity angle ¢p_, is reconstructed
by mixing the impact parameter method and the p — 7=7" decay plane method. The definition is

expressed by:

¢p = arccos< e Tp ), (5.14)
[np||m,|

where np is the cross product vector of the impact parameter vector and the 7& momentum vector, and
1, 1s the cross product vector of 7% and 70 momentum vectors. The ¢1p-p 1s also folded into 27 around

7 by the same procedure with the equation (5.3).

This method also needs to take into account the effect of the spin correlation of the 7% — p* (— 7%7°) v,

decay, and the acoplanarity angle is classified corresponding to the sign of the charge asymmetry y as
the following:

_ 0 E + —F o
bpp = Pre-p <0 _ Ex—FBn (5.15)
T—¢w., (y>0)

Figure 5.10 shows the ¢pp., distributions with y > 0 and y < O for the 7577 — 7% pT decay mode from
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the CP-even, CP-odd Higgs boson and the Z boson.

The approximated acoplanarity angles are used as discriminant variables in this analysis, according to
the di-7 lepton decay mode. The separation ability of the impact parameter method is equivalent to

Fig. 5.5 because the method indirectly uses the same neutrino information using the impact parameter

+

vector. The separation ability of the p — 770 decay plane and the mixture methods are inferior

to the impact parameter method because these methods ignore neutrinos in the reconstruction of the
Tt — pt (—> 7T:t7T0) v, decay plane. The reconstruction method for each decay mode with its branching

ratio is summarized in Table 5.2.
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Fig. 5.10: The ¢yp., angle distributions with y < 0 (a) and with y > 0 (b) or the 757F — 7%pT decay
mode from the CP-even (blue) and CP-odd (red) Higgs boson and the Z boson (black), where the Higgs
boson is produced from the ggF process with a mass of 125 GeV.

Decay Method B.R.
H— Thad Thad 42.0%

50T 5 pEgT Impact Parameter 1.2%
71T = ptpT | p = 770 decay plane | 6.5%
TErF o ptpT Mixture 5.5%
H — T¢Thad 45.6%

0¥ o rEnT Impact Parameter 7.6%

Table 5.2: Summary of the reconstruction method for each decay mode with its branching ratio.
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5.3 Event Selection and Observable Reconstruction

The CP state of the Higgs boson can be clearly classified by acoplanarity angles using the generator
information. However, these angles are smeared after the ATLAS detector simulation due to resolutions
of objects, the primary vertex and impact parameters. This section describes reconstruction procedures

of approximated acoplanarity angles.

5.3.1 Simulation of the CB-odd Higgs Boson Sample

The CP-odd Higgs samples after the ATLAS detector simulation are prepared by the SM (CP-even)
Higgs samples, which are used in the H — 77 search, with TauSpinner program [144, 145]. The
TauSpinner program is able to modify 7 spin effects in a process that an intermediate state decays
into final states including 7 leptons. The generator information of 7 lepton kinematics in the CP-even
Higgs samples is necessary to reconstruct the information of 7 lepton polarizations and spin correlations
in this program. This program provides event-by-event weights corresponding to required spin effects
based on the input information, and it allows to model spin correlations of the pseudo-scalar or mixing
state Higgs boson by changing the mixing angle a. The CP-even and CP-odd Higgs boson correspond
to o = 0.0 and o = 1.0, respectively. Figure 5.11 shows the ¢p and p distributions for the Z boson
and the weighted CP-even sample modified the mixing angle from 0.0 to 1.0.
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Fig. 5.11: The ¢rp (a) and ¢p (b) distributions from the Z boson (black dot) and the weighted Higgs
boson (colored dots) samples for the 7577 — 77T decay mode, where the Higgs boson is produced
from the ggF process with a mass of 125 GeV. The mixing angle is modified from 0.0 to 1.0, and the
CP-even (-odd) Higgs boson corresponds to oz = 0.0(1.0).

The important advantage of this weighting method is that a desired sample can be prepared without

the ATLAS detector simulation which generally consumes a large amount of time. Figure 5.12 shows a
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comparison on acoplanarity angles between truth samples and weighted samples, demonstrating a correct
performance of the weighting method. A relatively large statistical uncertainty around ¢cp ~ 7 is due to
small statistics with relatively large weights. The TauSpinner weighted SM Higgs boson samples are

used as the CP-odd Higgs boson samples in this analysis.
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Fig. 5.12: Comparison between the truth (blue dot) and TauSpinner weighed (red dot) CP-odd Higgs
boson samples on the ¢cp distribution for the 7+ 7F (a), 7T pT (b) and pjE pT (c) decay modes, where
the Higgs boson is produced from the ggF process with a mass of 125 GeV. Distributions from the
CP-even Higgs boson (green circle) and the Z boson (black circle) are also shown.

5.3.2 Event Selection and Categorization

The event selection and categorization are summarized in Section 4.4 and Section 5.1 for the H —
TeThad aNd H — TpagThad channels, respectively. In addition, the mp,q decay classification based on
the ¥ reconstruction is performed because the acoplanarity angle is reconstructed for each 7 lepton
decay modes. As described in Section 3.4, the 7 reconstruction [54] is used in the BDTs of the Thaq
identification. Events are classified into N0 = 0 or 1 or > 2 using two dedicated BDTs, and it allows to
classify 1-prong Thyq into the 7% 7F, 7% pT and p™ pT decay modes. Figure 5.13 shows the number of
70 distribution of 1-prong Thags and jets, and identification and misidentification efficiencies of the N o
reconstruction in the form of a matrix. Although the 7° reconstruction has a high performance for the
discrimination between N o = 0 and N_o > 0, the large migration between N_o = 1 and N0 = 2 can
be seen in the matrix. A significant loss of the true decay mode of N0 = 1 can be expected due to the

migration, so that the 1,4 decay is classify into N, 0 = 0 and N0 > 0 in this analysis.

+ 7T, T p$’p:|: pT and ZiT}j;d channels, where the Eiﬁid

Total four decay channels are defined as 7
channel is treated as one decay mode. Events with 3-prong m,qs are discarded because they have no dis-
crimination abilities in their acoplanarity angles. The 7° four-momentum is determined from the cluster
information in the 7° reconstruction algorithm (see Section 3.4) with a mass value of 134.98 MeV, while
the 7* four-momentum and its impact parameters are obtained from 7,4 associated tracks with a mass

value of 139.57 MeV [15]. The primary vertex is determined by requiring to have largest > (pack)2.
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Fig. 5.13: The number of 7¥ distribution (a) for signal (red) and background (black) events, where a
reconstructed 7,9 candidate is required to have 1-prong, pr > 15 GeV and |n| < 2.5. The signal of a
7 lepton is obtained from simulated Z/Z " — 77 and W — Tu, events, while the background of a jet
is from the data sample collected by jet triggers. Probability matrix (b) of true and reconstructed decay
modes of 7 leptons with pr > 15 GeV and |n| < 2.5, which are obtained from simulated Z — 77 events.

Moreover, an additional selection, that events are required to be in three highest bins of the BDT output
distribution, is applied for both the VBF and Boosted categories in order to enhance the signal over

background ratio and to keep reasonable statistics.

After the event selection and categorization, the background estimation is performed for each decay
channel. Table 5.3 and 5.4 show predicted event yields in the four decay channels for the VBF and
Boosted categories. For signal, the number of events is estimated by SM (CP-even) Higgs signal samples,
then the number is scaled by the measured signal strength of ;x = 1.4 (see Section 4.9.3). Normalizations
of the CP-even and CP-odd signal events are adjusted with the quoted numbers in the table. The number
of events used in this analysis is quite limited due to additional selections of 1,4 decay classification and
the cut on the BDT distribution, while the signal over background ratio is significantly increased from
the preselection. The acoplanarity angles are reconstructed as discriminant variables based on the decay

channels and the yields.
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Process/Channel nt rF at pF ot pT éiT}f';d

Fake 7haq < 0.1 2.1+0.24 1.94+0.22 | 1.1 £0.12
Z =TT 1.94+0.15 | 3.7+0.46 | 54+0.67 | 6.8+ 0.81
Others 0.124+0.04 | 1.3£0.06 | 28+0.14 | 3.7+ 3.0
ggF (mpg =125GeV) | 0.36 £0.12 | 0.97£0.35 | 0.93+0.34 | 0.75£0.3
VBF 0.73+0.18 | 214054 | 22+£0.56 | 1.7£0.41
WH < 0.1 < 0.1 < 0.1 < 0.1

ZH < 0.1 < 0.1 < 0.1 < 0.1

Total background 20£1.6 71+29 10.14+3.1 | 11.6 £3.7
Total signal 1.14+1.0 3.1+£2.0 3.1+£19 25+1.9

Table 5.3: Predicted event yields for VBF category in the 7% 77, 7% pT, p* pT and ¢*7,, channels,
assuming the data in 8 TeV with an integrated luminosity of 20.3 fb—!. For signal, the quoted numbers
are estimated by CP-even Higgs signal events with the measured signal strength of 1 = 1.4. The quoted
uncertainties on the individual background and signal components represent only systematic uncertain-
ties, while the total background and the total signal represent full statistical and systematic uncertainties.

Process/Channel at ot at pT ptpT 1ty
Fake Thaq 8.3+0.1 171+ 2.0 24.1 4+ 2.8 3.8+04
Z =TT 392449 | 61.3£7.7 | 110.0+14.1 | 45.34+3.6
Others < 0.1 < 0.1 < 0.10 26.0 +9.1
ggF (mpg =125 GeV) | 1.4 £0.52 39+14 4.5+ 1.6 2.7£0.96
VBF 043+0.11 | 1.3£0.33 1.4+0.36 1.4+ 0.36
WH 0.30+0.08 | 0.87+0.23 | 0.84+0.22 | 0.73 +0.22
ZH 0.18£0.05 | 0.454£0.12 | 0.554+0.15 | 0.34 = 0.09
Total background 475+76 | 7844+ 11.3 | 134.1 +£42.7 | 75.1 +24.1
Total signal 2.3+2.2 6.5+ 2.8 7.3+34 5.2+ 2.6

Table 5.4: Predicted event yields for Boosted category in the 7= 77, 7 pF, p* pT and £+ 7], channels,
assuming the data in 8 TeV with an integrated luminosity of 20.3 fb—!. For signal, the quoted numbers
are estimated by CP-even Higgs signal events with the measured signal strength of © = 1.4. The quoted
uncertainties on the individual background and signal components represent only systematic uncertain-
ties, while the total background and the total signal represent full statistical and systematic uncertainties.
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5.3.3 Observable Reconstruction

The three different methods described in Section 5.2 are applied to reconstruct acoplanarity angles ac-
cording to the decay channels. The impact parameter method is applied for the 7% 7 ¥ and Eiﬁf';d
channels, while the p — 770 decay plane method and the mixture method are applied for p pT and
7+ pT channels, respectively. Figure 5.14 shows reconstructed and truth acoplanarity distributions for
each decay channel, where events are required to pass the preselection. In the remainder of this analysis,
the preselection is the event selection before the categorization, listed in 5.1 and 4.3 for the H — ThaqThad
and the H — 7y7haq analysis, respectively. Significant decreases of the discrimination ability of recon-

structed distributions can be seen for all categories compared to truth distributions.

For the impact parameter method, the reason of this behavior is resolutions of the primary vertex position
and impact parameters. Figure 5.15 shows the resolution of the primary vertex position, indicating the
most significant source is the resolution of z position with its RMS of ~ 0.2 mm. The zg resolution gives
more effects to the acoplanarity angle than the dj resolution. For the p — 7 7° decay plane method, the
smearing source is the migration between N, o = 1 and N o > 1. While the dedicate 7° reconstruction
algorithm is applied, the p™ pT decay channel contains both events with N..o = 1 and N,o > 1. The
70 four-momentum is defined as the vector sum of all 7¥s in case of events with N, .o > 1, which is not
perfectly matched with the assumption of the p — 77" decay plane method. For the mixture method,

the smearing comes from the convolution of both sources.

Although the acoplanarity angles are smeared after the reconstruction, they still have an ability to dis-
tinguish the CP-even from CP-odd Higgs boson. Figure 5.16 and Figure 5.17 shows acoplanarity dis-
tributions for the CP-even and CP-odd signals and all background processes after event selections and
categorizations, which are final discriminates of the analysis. The distributions are divided into two bins

considering the statistics.
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Fig. 5.14: Reconstructed acoplanarity ¢cp distributions after the preselection for the (a) 7 7F, (b)
7t pF, (c) p* pT and (d) KiTIEd decay modes from CP-even, CP-odd Higgs boson (red,blue) and the Z
boson (black) production processes. Truth distributions for the CP-even and CP-odd Higgs boson after
the preselection are also shown as dashed line. The Higgs boson production process is the ggF process,
and the Higgs boson mass is set to 125 GeV.
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respectively. The black line represents the Z — 77 background distribution.
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5.4 Systematic Uncertainties

The systematic uncertainties for the H — 7y7Th,q channel are already summarized in the Section 4.8.
For the H — ThaaThada channel, the sources of the systematic uncertainties are basically the same as
the H — T7yThaq channel, while the uncertainty related to electron and muon are not needed and the
uncertainty on the di-tau trigger is assigned, which is the order of (8 ~ 9%). In addition, the Fake Factor
uncertainty is replaced to the uncertainty on the template fit for the multi-jet event estimation. The
uncertainty is evaluated by the template fit with alternative template derived from a sample where the
Thad candidates fail just the opposite-sign charge requirement. The alternative template gives a different
set of yields from the default template, and they are assigned as the systematic uncertainty. Table 5.5
shows the summary of the systematic uncertainties on the sum of the signal yields and on the sum of the

background yields for the H — ThaqThaq analysis.

VBF Boosted

Syst. Source
S B S B

Experimental Uncertainties

Luminosity | £2.8% | +0.1% | £2.8% | +£0.1%

Tau trig. % | <01% | TI8% | <0.1%
Tau ID +6.6% | £3.8% | £6.6% | +£5.1%
TES +2.9% | £2.5% | £2.9% | +2.5%
JES a5 % | £0.3% | £5.1% | +£0.2%

Emiss soft term | £0.5% | +£0.2% | £0.1% | < 0.1%

Background Modeling Uncertainties

Embedding - +5.2% - 4+0.6%
Fake Est. - +2.2% - +3.3%

Theoretical Uncertainties

QCD Scale | 91% | +£0.2% | T193% | +0.2%

PDF A% | £0.2% | T3S | +0.2%

UE and PS +38% | <0.1% | +£2.8% | < 0.1%

Generator +1.3% | < 0.1% | £2.8% | < 0.1%
H — 77 BR. | £5.7% - +5.7% -

Table 5.5: Summary of systematic uncertainties on the sum of signal and background yields for the VBF
and Boosted categories in the H — 7,,47Thag channel.
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5.5 Results of the CP Measurement

5.5.1 Statistical Model

The number of events in the signal region is not enough to measure the mixing angle « of the CP state
of the Higgs boson, so that an expected exclusion limit on the pure CP-odd Higgs production is derived,
without using the observed data. In order to archive this, the statistical model described in Section 4.9.1
is slightly modified with pure CP-even and pure CP-odd hypotheses based on Ref. [146]. The POI is
the fraction of CP-odd Higgs boson (foqq) on the total Higgs boson production. Here, the fraction of
CP-even Higgs boson (feven) is constrained by a condition of feyen = 1 — foqq- Therefore, the equation
(4.22) is modified as

Ngig Nbkg

V(foaal®) = 1 Y niig [ foad - Poaa() + (1 = foaa) - Peven(®)] + D 1y, fo(), (5.16)
s b

where p(z) denotes the distribution of the acoplanarity angles normalized to unit, which is used as
probability density functions. The signal strength ji in the Asimov dataset is fixed to the measured

best-fit value p = 1.43. The likelihood function itself is the same as the equation (4.23).

The exclusion limit is derived by performing a binned maximum likelihood fit on the Asimov dataset
with foaa = 0. The value of foq is evaluated with the test statistics g7, = —2In(A(foda)). The level
of disagreement of the Asimov dataset is quantified with the p-value py, . defined as the equation 4.24.
In order to obtain the exclusion limit, the frequent statistical method, referred to as C'L; method, is
used [133, 147].

CL, = Ploa_ (5.17)
1—p

5.5.2 Results

The maximum likelihood fit is performed on the Asimov dataset to estimate expected C'L exclusion
limit of the CP-odd Higgs boson production. Figure 5.18 (a) shows the test statistics ¢ distributions for
the pure CP-even (feven = 1) and CP-odd (feven = 0) Higgs boson combining the H — 7y7,q4 and
H — ThagThad channels. Based on the ¢ distribution, the result of the confidence level for exclusion is
56%, corresponding to the exclusion significance of 0.78c. The same NP evaluation method as described
in Section 4.9.2 is performed. The most important NPs are dominated by statistical uncertainties on
the bins of the acoplanarity, indicating this analysis is limited by the statistics rather than systematic

uncertainty.

Furthermore, the prospect study is performed for the LHC Run-2 experiment. The LHC operation is
restarted from June, 2015 with /s = 13 TeV after two years of shout down time, and it is planned to
collect the data amount of integrated luminosity of 100 fb—! until 2018. The signal and background cross
sections are scaled from /s = 8 TeV to /s = 13 TeV [88, 126]. However, the analysis procedures, such
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as event selection, categorization, BDT approach and acoplanarity reconstruction, are not modified from
the 8 TeV analysis, and exactly the same systematic uncertainties are assigned. The maximum likelihood
fit is performed assuming integrated luminosity of 20 fb=!, 50 fb=! and 100 fb—!. The confidence level
of the expected CP-odd Higgs boson exclusion limit at /s = 13 TeV for each integrated luminosity
is shown in Fig. 5.18 (b). The expected limit with 100 fb~! is 96% confidence level, indicating that
the 95% C'L exclusion is promising at least within 100 fb~1, i.e., full data amount of the LHC Run-2
experiment. This prospect study uses the most conservative approach because any analysis improvement
is not taken into account. Several improvements for the LHC Run-2 experiment have been studied,
such as the primary vertex re-fitting without 7,9 associated tracks, additional discrimination variables,
specific BDT for the CP analysis and so on. These improvements would enhance the sensitivity of the
measurement, and therefore the expected 95% C'L exclusion limit will be achieved with a smaller data
amount than 100 fb—1.

An additional important point of this analysis is that exactly the same measurement methodology can be
applied for any particles which decay into the 77 final state, regardless of the particle mass. The search
for the BSM Higgs boson in the 77 final state is in progress at the LHC Run-2 experiment, assuming the
MSSM theory model. In case of a discovery of a new particle with a high mass, the CP measurement of
the discovered particle is important to examine its theory model. As the summary of the analysis, it can
be said that a door to the CP measurement of the SM/BSM Higgs boson in the 77~ final state is opened

for overall mass range.
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Fig. 5.18: Example of the distribution of the test statistics gy, ,, (a). The CP-even and CP-odd Higgs boson
(H and A) are represented by blue and red lines, while the shade areas correspond to the integrals of the
expected distributions used to compute the p-value for the CP-odd Higgs boson exclusion. Expected
confidence level of the CP-odd Higgs boson exclusion as a function of an expected integrated luminosity
(b). The red marker represents the result of \/s = 8 TeV with an integrated luminosity of 20 fb~!, while
the blue markers represent the results of y/s = 13 TeV with 20 fb=%, 50 fb~! and 100 fb—*.
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CHAPTER 6

Conclusions and Prospects

The Higgs mechanism, which is responsible for the mass generation via spontaneous symmetry breaking,
plays an important role in the SM. The W and Z boson masses are generated by the gauge couplings
with a predicted scalar particle, the Higgs boson. The mechanism also predicts fermion masses via
the couplings between the Higgs boson and fermions, so-called Yukawa couplings. In order to verify
the Higgs mechanism, an experimental discovery of the Higgs boson was one of the most important
motivation of the LHC programme.

In July 2012, the ATLAS and CMS experiments reported a discovery of the Higgs boson with a mass
of ~ 125 GeV with di-boson final states. With full dataset in 2011-2012, corresponding to an integrated
luminosity of up to 25 fb~!, the measurement of spin and parity quantum numbers of the discovered
Higgs boson is performed by both experiments, and the result is consistent with the J© = 0% predicted
by the SM. Taking the discovery and the measurement with di-boson final state, the recent major focus
of physics analysis at the LHC is the direct observation of the Yukawa coupling. For the Higgs boson
with ~ 125 GeV, the most sensitive fermionic search channels at the LHC is the H — 77 channel.

This thesis presents a search for the Higgs boson and a study of its CP measurement in the 77 final
state with the ATLAS detector. The first main part is the search for the Higgs boson in the 77 final
state, based on data corresponding to an integrated luminosity of 4.5 fb~! of /s = 7 TeV and 20.3 fb—!
of \/s = 8TeV collected in 2011 and 2012, respectively. The H — 77 decay can be subdivided
into three search channels corresponding to 7 lepton decays, i.e., lepton-hadron, fully hadronic, fully
leptonic channels. The analysis presented in this thesis focuses on the lepton-hadron channel, while the
statistical combination of three channels is performed. Event selections and categorizations are optimized
corresponding to main production processes of the ggF and the VBF. Several background processes
contribute to the selected signal region. Dedicated data-driven estimation methods are applied to main
background events of Z — 77, W+jets and QCD processes. In order to efficiently discriminate signal
events from background events, a multi-variate technique, Boosted Decision Tree (BDT) as classifier,
is used with various input variables. A maximum likelihood fit is performed to data with the expected
signal and background on the BDT output distribution in order to measure the signal strength g, which

is defined as the ratio of cross section times branching ratio in data to that in theoretical prediction.

An excess of data over the expected background from other SM processes is observed in the high BDT

score region. The measured signal strength at m g = 125 GeV in the lepton-hadron channel is:
1= 0.98"532(stat.) 7030 (syst.) & 0.06(theory syst.). (6.1)
The observed (expected) significance of the excess is 2.30 (2.30). The statistical combination of three
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search channels is performed, and the measured signal strength at mpy = 125 GeV is:
p=1.437527(stat.) 7032 (syst.) 4 0.09(theory syst.). (6.2)

The corresponding observed (expected) significance is 4.50 (3.40). The result presents that “evidence
for the decay of the Higgs boson into leptons”, and also “first evidence for the Yukawa coupling to

down-type fermions”.

The LHC Run-2 experiment at /s = 13 TeV already started from June 2015, and data of ~ 100 b1 is
collected in 2015-2018. Higgs signal events with ~ 11 times higher statistics are expected in the data,
taking into account an increase of the cross section from 8 TeV to 13 TeV. Therefore, a discovery for
the H — 77 is promising and precise measurements of the coupling constant, mass and CP will be
performed. Furthermore, it might be interesting to search other production processes (e.g., V H, ttH —
771) for better understanding of Yukawa couplings, and to search for the BSM Higgs boson predicted in
the MSSM with the 77 final state.

The second main part is the CP measurement of the Higgs boson in the 77 final state. The analysis
is performed with the lepton-hadron and the fully hadronic channels, based on data corresponding to
an integrated luminosity of 20.3 fb=! of \/s = 8 TeV collected in 2012. The CP state of the Higgs
boson reflects the transverse spin correlation of 7 leptons in the final state. The dedicated variable named

+ Tﬁl,;dl/T decay planes. Instead of the

acoplanarity angle is defined, which is an angle between 7
precise neutrino reconstruction, alternative reconstruction methods are applied according to 7 lepton
decays. Event selections and categorizations are basically the same as the search analysis, while the 7j,,q

classification and the cut on the BDT score are applied for the CP analysis as additional selections.

A maximum likelihood fit on the acoplanarity angle is performed to obtain the expected exclusion limit
of the CP-odd Higgs hypothesis. The fit on the observed data is not performed due to limited statistics.
The expected exclusion limit is 56% confidence level assuming the data of 20.3 fb~! at \/s = 8 TeV. The
prospect study at y/s = 13 TeV is also performed by scaling cross sections and an integrated luminosity.
The confidence level for exclusion with 100 fb~! corresponding to expected full data amount of the LHC
Run-2 experiment is 96%, indicating that the 95% confidence level exclusion is promising at the Run-2
experiment. Several analysis improvement is under development in the Run-2, so that an earlier exclusion
is expected. Also it might be interesting to continue the CP analysis to measure the mixing angle of the
CP state, with an assumption of a mixing state of the CP-even and CP-odd Higgs boson. Moreover, in
case of a discovery of the BSM Higgs boson in the 77 final state, its CP state can be measured by using
the analysis strategy presented in this thesis.
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Additions for Chapter 4

A.1 Background Modeling
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Fig. A.1: Input variable distributions for the same sign control region of the 8 TeV VBF category.
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Fig. A.2: Input variable distributions for the W +jets control region of the 8 TeV VBF category.
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Fig. A.4: Input variable distributions of the Top (7,4) control region in the 8 TeV VBF category.
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Fig. A.5: Input variable distributions for the same sign control region of the 8 TeV Boosted category.
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Fig. A.6: Input variable distributions for the W +jets control region of the 8 TeV Boosted category.
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Fig. A.7: Input variable distributions for the Z — 77 control region of the 8 TeV Boosted category.
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Fig. A.8: Input variable distributions for the Top (7had) control region of the 8 TeV Boosted category.
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Fig. A.9: Correlation distributions of input variables, z; v.s. < z; >, for the VBF category in 8 TeV
analysis. The z; ; represents any two input variables, and < z; > represents the mean value of z;. The
data and the background distributions are shown as black and blue dots, respectively. The displayed
uncertainties represents the statistical uncertainty on each mean value.
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Fig. A.10: Correlation distributions of Input variables, z; v.s. < z; >, for the Boosted category in 8 TeV
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data and the background distributions are shown as black and blue dots, respectively. The displayed
uncertainties represents the statistical uncertainty on each mean value.
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A.2 Nuisance Parameters

The 25 nuisance parameters which have the largest impact on the signal strength are summarized in Fig.

4.29. The meaning of each nuisance parameter is the following:

stat lh12 vbf bin11
Statistical uncertainty on 11th (highest score) bin of the BDT output score distribution for the
8 TeV VBF category.

JES FlavResp
Flavour composition and response uncertainties for the JES difference between quark and gluon

initiated jets.

JES Detectorl
Systematic uncertainty on the JES related to detector responses.

TAU EFAKE2012
Systematic uncertainty on electron to 7,9 fake probability measured using Z — ee (€ — Thad)

tag-and-probe method.

JES EtaModeling

Systematic uncertainty on the JES, related to the n-intercalibration.

JES 2012 Modeling1
Systematic uncertainty on the JES in the 8 TeV analysis, related to modeling and theoretical un-

certainties in the JES measurement procedure.

BR tautau
Uncertainty on the H — 77 branching ratio.

stat Th12 boost bin10
Statistical uncertainty on the 10th (highest score) bin of the BDT output score distribution for the
8 TeV Boosted category.

stat lh12 vbf bin10
Statistical uncertainty on the 10th (second highest score) bin of the BDT output score distribution
for the 8 TeV VBF category.

norm LH12 Top boost
Normalization factor for Top (7hag) and Top (¢ — Thag) backgrounds in the Boosted category,

which is free parameter in the maximum likelihood fit.

TES True 2011
Systematic uncertainty on the TES in the 7 TeV analysis.

QCDscale ggH m23

QCD scale uncertainty on H+ > 2 jets signal events from the ggF production process.
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QCDscale ggH ptH m01

QCD scale uncertainty on 4 < 2 jets signal events from the ggF production process.

norm LH12 Ztt bv
Normalization factor for the Z — 77 background, which is free parameter in the maximum like-

lihood fit and the same value is used for the VBF and Boosted categories.

GenAcc2Z
Uncertainty on the choice of event generators for the Z — ¢/ ({ — Th,q) background.

JES FlavComp TAU G
Systematic uncertainty on the JES for events with gluon or 7 initiated jets.

stat Th11 vbf bin9
Statistical uncertainty on the 9th (highest score) bin of the BDT output score distribution for the
7 TeV VBF category.

TES Fake 2012

Systematic uncertainty on the TES for events with misidentified m,4s in the 8 TeV analysis.

stat lh12 vbf bin8
Statistical uncertainty on the 8th (fourth highest score) bin of the BDT output score distribution
for the 8 TeV VBF category.

TES InSitu 2012

Systematic uncertainty related to the in-situ based TES measurement in the 8 TeV analysis.

ANA EMB ISOL 2011

Isolation uncertainty for the embedding sample in the 7 TeV analysis.

norm LH12 Top vbf
Normalization factor for Top (7haq) and Top (¢ — Thaq) backgrounds in the VBF category, which
is free parameter in the maximum likelihood fit.

LUMI 2012
Systematic uncertainty on the integrated luminosity in the 8 TeV analysis.

EL RES
Systematic uncertainty of the electron energy resolution.

ANA EMB MFS 2012

Subtraction uncertainty for the embedding sample in the 8 TeV analysis.
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APPENDIX B

Additions For Chapter 5
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Fig. B.1: Truth acoplanarity distributions of the CP-even (blue), CP-odd (red) Higgs boson and the Z
boson (black) for each 777~ — hadron-hadron decay.
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Fig. B.2: Truth acoplanarity distributions of the CP-even (blue), CP-odd (red) Higgs boson and the Z
boson (black) for each 777~ — lepton-hadron (a,b,c,d) and lepton-lepton (e) decay.
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