REAL-TIME IMAGE MOSAICING FROM A VIDEO SEQUENCE

Masakatsu Kourogi, Takeshi Kurata!, Jun'ichi Hoshanot and Yoichi Muraoka

Waseda University, School of Sei. & Eng. 3-4-1 Okubo, Shinjuku-ku, Tokyo, 169-8555, JAPAN,
Electrotechnical Laboratory, 1-1-4 Umezono, Tsukuba, Ibaraki, 305-8568, JAPAN.
ISECOM IS Laboratory, 8-10-16 Shimorenjaku, Mitaka, Tokyo, 181-8528, JAPAN.

E-mail:kourogi@muraoka.info.waseda.ac.jp

ABSTRACT

This paper describes a fast and robust image registra-
tion method that can be used to create a panoramic
image/video from video sequences. To estimate align-
ment parameters for image registration, the method
computes pseudo motion vectors that are rough esti-
mates of optical flows at each selected pixels. Using
the proposed method, we implemented a software sys-
tem that can, with a low-cost PC, create and display
panoramic images/videos in real-time.

1. INTRODUCTION

Creating panoramic images from video sequences is
useful for many applications such as image browsing
[8], video surveillance [t] and virtual reality [3][7]. Its
real-time processing is of great significance hecause it
enables video mosaicing to be performed without aceu-
mulating video sequences and it enables online user to
specify the way that panoramic images are created. It
also enables us to create a panoramic image on which
live video frames are overlaid. Such panoramic videos
are very suitable for presentation of a wide scene he-
cause they let a guide move around while explaining in
the scene without causing the viewer to lose sight of the
global scene. In order to overlay live video frames on
a panoramic image, it is necessary to achieve real-time
image registration for scenes including objects that are
moving or are not included in the panoramic image
(that are outliers).

Although previous works [2] have dealt with image
registration when the scenes include objects that are
outliers, the previous method requires intensive compu-
tational cost that hinders real-time software implemen-
tation. On the other hand, some previous methods [9]
can provide nearly real-time processing. However they
assume the scenes in video sequences not to include
outliers, and implementation issues have not covered
thoroughly.
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In this paper, we describe a fast and robust method
for frame-to-frame and frame-to-mosaic image registra-
tion under affine and projective motion model, and con-
sider implementation issues for real-time processing.

We assume the influence of motion parallax in the
scenes to be relatively small, and compute pseudo mo-
tion vectors that are rough estimates of optical flows
at each selected pixels. Pixels are selected according
to the gradient of image brightness, and the number
of pixels is controlled to guarantee real-time process-
ing. Then the pseudo motion vectors are verified by
pixel-wise matching, and alignment parameters are es-
timated from verified motion vectors. The M-estimator
15 used to exclude outliers.

Using this method, we implemented a software sys-
tem that can create and display a panoramic image /video
from video sequences in real-time with a low-cost PC.

2. IMAGE REGISTRATION

2.1. Frame-to-frame image registration

The proposed method estimates frame-to-frame align-
ment parameters by the following computationally light-
weight steps.

1. Compute pseudo motion vectors that are rough
estimates of the optical flows at each pixel.

Verify the computed motion vectors by pixel-wise
matching?

Estimate the motion parameters from verified mo-
tion vectors.

Compensate the global motion between succes-
sive frames and repeat steps 1-4 on the compen-
sated [rames until either the error of motion com-
pensation is below a threshold or a fixed number
of iterations has been completed.

[

. Update the motion parameters by using the M-
estimator,
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2.1.1. Pseuwdo motion vectors and pizel-wise match-

g
The computation of pseudo motion vectors at each pix-
el is based on the spatio-temporal gradient of image
brightness. Let I{z,y,t) be the brightness of a point
(z,y) at time ¢, and we define the pseudo motion vector
(up,vy) by using the following equations:
5t/ 55 /5 M
Since the pseudo motion vectors at each pixel can be
computed by only the spatio-temporal gradients at the
pixel, its computational cost is quite small.

The qualitative characteristics of these equations
can be explained as follows, TIf the true motion vec-
tor (u,v) at the point (x,y} is euf‘hmently small the
well-known constraint equation %u + -—v + at =0
should be satisfled. Using this equatlon the pseudo
motion vector can be written as follows:
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The ratios of horizont;al~to—vert1ca1 and vertical-to-horizongal

gradients of image brightness, -g—-% / % and ‘g% / g—;, are

empirically known to have bell-shaped distributions with
peaks at zero. Thus the distribution of pseudo motion

vectors {uy,vp) has its peak near the true motion vee-

tor (u,v). Although the constraint equation does not

generally hold if the motion vector (u,v) is large, the

distribution of pseudo motion vectors (uy, vp) is also

empirically biased to the true motion vector.

When dealing with actual discrete image sequences,
we use the following equations to compute the horizon-
tal, vertical, and time gradients of image brightness.
Let I.(z,y) and I.(x,y) be the image brightnesses of
the reference frame and the eurrent frame at a poing

(z,y):
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where §2 and §y are horizontal and vertical sampling
units of image, respectively.

Civen a threshold T, we can select a psenudo motion
vector (uy,v,) by testing the following condition:

[Te(x + wp,y 4+ vp) — L(,y)| < T. (2)

Since the true motion vector should satisfy this equa-
tion, it is possible to verify the pseudo motion vectors
by testing this condition.
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2.1.2. Parameters estimation

In the next step, the global motion parameters are es-
timated from the selected pseudo motion vectors by
using the least-squares method. In this paper, we es-
timate affine motion model because of its stability of
parameters estimation. Then the estimated global mo-
tion between the frames is compensated and the mo-
tion parameters are re-estimated from the compensated
frames. There is, however, heavy computational cost
for compensating motion between frames at each iter-
ation. Thus we use the following strategy in order to
avoid the motion compensation. Let the previous esti-
mation result of affine parameters be (ay,az,.,05). A
compensation motion vector (u,,v.) can he computed
at each pixel (z,y) by caleulating

Ue = @&+ a2y + ay,

Ve = 4%+ asy + ag.
We can comptite pseudo motion vectors and time deriva-
tives between compensated frames without actually com-

pensating by using the following equations:

61 a1

ay + Ve,
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— 5t/ 5 + e

% =Ic($+ue=y+'”e) —I,‘(il‘,y). (4)
Compusasion and selection of pseudo motion vectors
and the estimation of the global motion parameters
are repeated until either the average error of pixel-wise
matching is below a threshold or a fixed number of
iterations has been completed. The selected pseudo
motion vectors, however, include two types of outliers:
(a) those caused by moving objects, (b) those caused
by the wrong pixel-wise matching. We therefore use
the M-estimator to reject those outliers. We use the
Cauchy weight function w(e) = W because its
computational cost is relatively low.

By giving the estimated affine parameters as an ini-
tial estimate, we can find projective motion parameters
by using Szeliski’s well-known algorithm {6]. Since the
initial estimate is close to the solution of projective
parameters, the algorithm should converge to it in a
relatively small number of iterations.

A diagram of the frame-so-frame image registration
is shown in Figure 1.

2,2, Frame-to-mosaic image registration

In estimating frame-to-mosaic alignment parameters, it
is necessary to handle large displacement because the
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Figure 1: A diagram of image registration

panoramic image 1s much larger than the frame., The
previous method of frame-to-frame 1mage registration,
however, requires the initial estimate to be relatively
close to the parameters because the method is based
on the spatio-temporal gradient of image brightness.

We therefore give multiple initial estimates so that
the motion parameters to be estimated are sufficiently
close to at least one of the initial estimates. By tak-
ing the estimated parameters that gives the smallest
MSE (mean squared error), we can estimate the frame-
to-mosalc alignient parameters for lmage registration.
Int this paper, we estimate affine parameters to create
a cylindrical panorama and estimate projective param-
eters to create a planar panorama.

Once the alignment parameters are estimated, sub-
sequent estimation finds the parameters by using the
previous result as an initial estimate.

2.3, Computational cost

Most of the computational cost of the proposed method
is due to the computation of pseudo motion vectors and
of pixel-wise matching, since they are computed at each
pixel and at each iteration.

The computation of pseudo motion vectors requires
the caleulation of the time derivative of image liright-
ness and requires the derivative to be divided by the
horizontal and vertical gradient of image brightness in
Eq. (3). Because the gradients are fixed throughous it-
eration, by computing the recipracal of gradients 1/ g%
and 1/ g—; we can caleulate the pseudo motion vectors
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at each iteration without the division operation by us-
ing the following equations:

Ji2} oI T
Up = — 57" (1/'5}‘) T e, Vp= —%

(1/§0) + we.
Since for most CPUs division is much more expensive
operation than multiplication, the use of these equa-
tions can be expected to reduce the computational cost.

Sub-pixel image brightness is required for pixel-wise
matching in Eq. (2) and computation of time derivative
in Eq. (4). We use linear interpolation to compute sub-
pixel brightness.

Let N be the number of pixels and M be the number
of iterations. The numbers of operations required are
listed in Table 1.

| operation | # of operation |
compute reciprocal of gradient 2x N
compute compensation vector NxM
linear interpolation 2x Nx M
parameters estimation M

Table 1: Computational cost for image registration

3. IMPLEMENTATION ISSUES

We built a software system that (1) creates and displays
new panoramic images from video sequences, and (2)
overlays the video frame on a panoramiec image that
has already been created.

3.1, System overview

The system creates and displays panoramic images/videos
from video sequences hy going through the following
steps.

1. Capturing a video frame.

X

Image registration.

Merging the frame to the panoramic image/videa.

3.
4, Displaying the panoramic image/video.

To create a new panoramic image from video se-
quences, we estimate frame-to-frame alignment param-
eters between captured frames, and merge each frame
to a mapped plane by warping it with the estimated pa-
rameters. We estimate afline parameters to map each
frame to a eylindrical panorama and estimate projec-
tive parameters to map each frame to a planar panora-
ma.

The cylindrical panorama is used for creating wide-
view panoramic images. The vertical slit at the image



center of each frame is merged to the panoramic im-
age since the slit is approximately tangent plane of the
cylindrical panorama.

To overlay video frames on a panoramic image that
has already been created, we find frame-to-mosaic align-
ment parameters by using the proposed method and we
overlay the frames by warping them with the parame-
ters.

3.2. Computational resources for implementa-
tion

We implemented the system on a low-cost PC (QS:
Linux-2.2.4, CPU: Pentium!I-450MHz [Dual CPU]). The
software uses Video for Linux API for capturing full-
rate video frames (size: 320 x 240, 24-bit RGB), and
X11RE library for displaying a panoramic image/video.

3.3. System architecture

The four steps explained in Section 3.1 were imple-
mented as a pipeline of UNIX processes, each commu-
nicating with the other processes via shared memory
facilities. If the OS supports multiprocessing function,
the processing can be speeded-up by the OS without
rewriting or recompiling code as the number of CPUs
increases since most of the multiprocessing-supported
OSes regard a UNIX process as a unit of scheduling.
The leading UNIX OSes such az Linux, IRIX and So-

laris are aggressively supporting multiprocessing.

3.4. System optimization

A naive implementation of the pipeline processing de-
scribed in Section 3.1 limits the frame-rate of all the
processes to that of the most time-consuming process.
In fact, on the computational resource described in Sec-
tion 3.2, processes 1 and 2 require 30 msec. per frame,
while processes 3 and 4 respectively require 80 and 70
msec. This means that process 1 and 2 must wait 50
msec. for the completion of process 3, That is critical
because image registrasion hetween successive frames
becomes more challenging as the frame rate is lower
{because the displacement can be larger), We there-
fore improved the pipeline processing so that it would
not stall the image registration process. We did this as
follows:

If process 3 is not completed when process 2 is com-
pleted, process 2 continues image registration hetween
the next frames and adds the cstimated parameters
to the affine parameters until process 3 is completed.
When process 3 is completed, process 2 delivers the ac-
cumulated parameters and the last frame to process 3
for merging. This improvement lets the image registra-
tion process run without stalling.
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4. EXPERIMENTAL RESULTS

The experimental results described in this section show
the effectiveness of the proposed method in ereating
pancramic images/videos from video sequences on a
low-cost PC.

4.1. Online creation of panoramic images

We create the panoramic image with projective param-
eters, from live input video taken from a pan/tilt /zoom
camera. For image registration, we use a threshold of
pixel-wise matching T = 5.0, and we set the number of
pixels N = 2000, and the number of iterations 3 = 30.
Those values are empirically suitable for hoth real-time
processing and stable parameter estimation.

The panoramic image created (size: 900 x 310) is
shown in Figure 2. The processing times required for
each process and for overall throughput are lsted in
Table 2.

Running the software on the multiprocessor P'C (2
CPUs) reduces the throughput by almost 50%, This
indicates that the processing power of two CPUs can
be fully exploited.

! Process processing time :I
Image registration 30 msec
Merging frame to mosaic 80 msec
Displaying mosaic 70 msec

| Total |
| Throughput |

180 msecJ
90-100 msec ]

Table 2 Processing times and throughput for the pro-
posed method

Wit

...

Figure 2: Input video frames (ahove) and a panoramic
image created (below).



4.2. Overlaying video on panoramic image

We created a panoramic image (eylindrical panorama)

on which input video frames were overlaid. The panoram-

ic image (size: 1172 x 240) and the input frames (size:
320 x 240) are shown in Figure 3, and the overlaid
panoranic video is shown in Figure 4. It took 800 m-
sec. to establish frame-to-mosaic image regisiration,
becanse we gave 20 initial estimates. Once the align-
nient parameters were estimated, the system could over-
lay input video frames at 10-12 frames per sec,

In this video sequence, a guide is introducing the
building while moving around the scene. The created
overlaid panoramic video delivers and depicts the scene
bester than the input video frames do.

N

Figure 3: A panoramic iinage (above) and input video
frames {below).

5. CONCLUSION

We developed a fast and robust method for estimating
frame-to-frame and frame-to-mosaic alignment affine
and projective parameters for the online creating and
displaying of panoramic images/videos from video se-
quences. We also considered some implementation is-
sues to for real-time processing. Experimental results
show that the proposed method can, with a low-cost
PC, create and display panoramic images/videos from
video sequences in real-time,
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Figure 4: A video overlaid on the panoramic image.
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