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ABSTRACT

Modern power system is huge and complex. State monitoring and fault diagnosis are
necessary to guarantee its stability and safety. The traditional fault diagnosis methods for
distribution network are mainly based on a large amount of sensor information and a complete
model of distribution network. These methods have solved the fault diagnosis problems in a
certain degree, but still remains some shortcomings, such as high dependency of sensor
information and enormous size of fault diagnosis model. Moreover, with the penetration of
grid-connected PV generation, the conventional fault diagnosis method encounter an increasing
number of bottlenecks, such as fluctuation of PV output and malfunctions of protective relays

caused by PV power injection.

The doctoral dissertation concerns the above problems and presents a new hierarchical fault
diagnosis (HFD) method for power distribution network that is based on a hierarchical model

and the equivalent-input-disturbance (EID) approach.

Due to the complexity of power distribution, a complete model of an entire distribution is
extremely complicated. Therefore, a hierarchical technology is applied to build a hierarchical
model of distribution network for fault diagnosis. Fault diagnosis is carried out from the top

down through the layers to gradually locate a fault and to identify its type.

While faults occur, the faults will cause large disturbances to the system from the standpoint
of power supply. Based on this concept, the EID approach, which can estimate the magnitude of
system disturbances, is used to diagnose the faults. To eliminate the influence of PV for the fault

diagnosis, the fault signal is abstracted by removing the PV output fluctuation from EID.

Unlike conventional methods, the proposed method uses the hierarchical model for fault
diagnosis, which reduces the complexity involved in modeling, shortens the computation time
and does not need a large amount of sensor information. Furthermore, our fault diagnosis
method shows a good performance in the case of PV generation embedded in the feeder. The
simulations on IEEE 37 nodes radial distribution test feeder model demonstrate the validity and

superiority of the HFD method.
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Chapter 1
Background and Research Outline

1.1 Chapter Introduction

The electrical power system represents not only one of the most complex artificial systems
in the world, but also one of the most significant ones in modern society. Power system are key
elements of modern society, providing clean and convenient energy to drive motors, light
houses and streets, run manufacturing plants and business, and power our communications and
computer systems. With the development of human society, the demand of electrical power is
ever-increasing. In a word, the power system is the basic of modern human life, which plays a

vital and important role in maintaining the society operation.

The stable and security operation is the most important issue for power system. When the
fault occurs, location and type of the fault should be identified exactly and rapidly to lessen the
loss or influence of fault. The traditional fault diagnosis methods for power distribution are
mainly based on the fusion of sensor information from protection system. Although, these

methods solved the problems in a certain degree, there are still many limitations.

In recent years, the renewable energy power such as solar energy, wind energy and etc.
have experienced a remarkably rapid growth because they are pollution-free power sources.
Photovoltaic (PV) system, as a kind of renewable energy, has been widely installed in the
distribution feeders. With these distributed PV generators embedded, many new problems are
also brought to relay protection system, which did not consider this situation when it was built.
Furthermore, the conventional fault diagnosis methods based on the relay protection system

are suffered from this situation.

This dissertation mainly investigates the new challenges of fault diagnosis for distribution
network when the large-scale of PV generators embedded, and wants to design a novel fault
diagnosis method for distribution feeders, which can overcome the limitations of conventional

methods.

In this chapter, the background and the research outline of this doctoral thesis are
presented. The definition and categories of faults in power system distribution network are
given out. In addition, the overview of conventional fault diagnosis methods, which includes
monitoring information-based and model-based fault diagnosis methods are presented.
Furthermore, the influence of grid-connected PV system to the distribution network is analyzed.

Finally, the objective and the structure of this thesis will be presented briefly.
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Chapter 1

1.2 Faults in Electrical Power System

The operation of a power system involves a complex transfer of electrical energy form one
station to another, thus faults occur frequently. This section will give out the definition of faults

in power system and classify them.

1.2.1 Electrical Power System

In general, the electrical power system consists of power generators, power transmission
and distribution, power control, power conversion and power measurement and monitoring.
The block diagram of an electrical power system is shown in Fig.1-1. The electrical powers are
produced by generators, delivered by power transmission and distribution to the power
consumers and the electricity supply and the electricity consumption need to keep the balance.
The Supervisory Control and Data Acquisition (SCDA) system is necessary to monitor the
operation state of entire power system. The information for fault diagnosis usually comes from

the data collected by the SCDA system.

Transformer
N
o ~fr—
Power transmission
monitoring .
(SCADA) | N4
g
o |
2 | WA
= R
1 &
17
measurement =,
IS
=1
’ Transformer Control o
Power =
generators

Fig. 1-1 Block diagram of an electrical power system.

1.2.2 Faults Definition and Classification

Nowadays, severe consequences have been coursed by large-scale blackouts of power
system, such as blackouts in the USA (1965) and Europe (2006). In July 2012, the blackout in
India affected over 700 million people, about of 9% of the world population, more than 2 days.
The blackouts cause the immeasurable financial losses for human society. Moreover, blackouts
not only lead to financial losses, but also lead to potential dangers to society and humanity. So it
is necessary to pay attention to fault diagnosis of power system, to detect and remove it timely.

Faults can be broadly classified into two main areas which have been designated Active Faults
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Chapter 1

and Passive Faults.
a) Active Faults

The Active Faults are when actual current flows from one phase conductor to another
(phase-to-phase) or alternatively from one phase conductor to earth (phase-to-earth). This type
of fault can also be further classified into two areas, namely the “solid” fault and the “incipient”

fault.

The solid fault occurs as a result of an immediate complete breakdown of insulation as
would happen if, say, a pick struck an underground cable, bridging conductors etc. or the cable
was dug up by a bulldozer or rock fall. In these circumstances the fault current would be very
high, resulting in an electrical explosion. This type of fault must be cleared as quickly as possible,

otherwise there will be bring dangerous to electrical equipments and operating personnel.

The incipient fault, on the other hand, is a fault that starts from very small beginnings. For
example, some partial discharge in a void in the insulation, increasing and developing over an
extended period, until such time as it burns away adjacent insulation, eventually running away

and developing into a solid fault.

Other causes can typically be a high-resistance joint or contact, alternatively pollution of
insulators causing tracking across their surface. Once tracking occurs, any surrounding air will

ionize which then behaves like a solid conductor consequently creating a solid fault.
b) Passive Faults

Passive faults are not real faults in the true sense of the word but are rather conditions that
are stressing the system beyond its design capacity, so that ultimately active faults will occur.

Typical examples are:

¢ Overloading: Leading to overheating of insulation (deteriorating quality, reduced life

and ultimate failure).
¢ Over-voltage: Stressing the insulation beyond its limits.
¢ Under frequency: Causing plant to behave incorrectly.

¢ Power swings: Generators going out-of-step or synchronism with each other.

1.2.3 Fault Types in the Three-Phase Network

The types of faults that can occur on a three phase alternating current system are as shown
in Fig. 1-2. It will be noted that for a phase-to-phase fault, the currents will be high, because the

fault current is only limited by the inherent series impedance of the power system up to the
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point of faulty.
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Fig. 1-2 Type of faults on a Three Phase System. (A): Phase-to-earth fault; (B) Phase-to-phase fault;

T

% Pilot
F

G

a
el

(C) Phase-to-phase-to-earth fault; (D)Three phase fault; (E) Three phase-to-earth fault;
(F)Phase-to-pilot fault; (G)Pilot-to-earth fault.

By design, this inherent series impedance in a power system is purposely chosen to be as
low as possible in order to get maximum power transfer to the consumer and limit unnecessary
loss in the network itself in the interests of efficiency. On the other hand, the magnitude of earth
faults currents will be determined by the manner in which the system neutral is earthed. Solid
neutral earthing means high earth fault currents as this is only limited by the inherent earth
fault impedance of the system. Meanwhile, it is worth noting at this juncture that the power

factors of bus nearby the fault site will descend.

1.3 Conventional Fault Diagnosis Methods

When a fault occurs in power system, it is imperative to limit the impact of outages to the
minimum and to restore the faulted facilities as quickly as possible. This requires that the
location and type of the fault first be identified. This identification function is referred to as
“fault diagnosis of power system”. This fault diagnosis function is then the most basic fault
handling function of power system supervisory and control system such as Energy Management
System (EMS) and SCADA systems. The configuration of a fault diagnosis system is shown in Fig.
1-3.

Fault diagnosis can be divided into local fault diagnosis and centralized fault diagnosis.
Local fault diagnosis takes place at power plant and substation facilities and aims to diagnose
these facilities. Centralized fault diagnosis takes place at control centers equipped with EMS and
SCADA systems using transmitted fault information. This dissertation is primarily concerned

with centralized fault diagnosis.

The objects of fault diagnosis in power system contain power generators, transmission line,
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Chapter 1

distribution network, electrical equipments and so on. In this thesis, we focus on the fault

diagnosis in distribution network (distribution feeder).

[
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Fig. 1-3 Configuration of a fault diagnosis system with function distributed.

In conventional systems, fault diagnosis is performed using a table of possible faults that
contains information concerning operating protective relays, tripped circuit breakers, fault
location, and fault type that is prepared in advance. When a fault occurs in the power system,
this table is referred to in order to identify the location and type of fault. This approach
correctly diagnoses the case of a simple fault like a single fault with correct operation of
protective relays and circuit breakers. However, in the case of a single fault complicated by
unwanted operation of protective relays and circuit breakers or simultaneous multiple faults as
often occur in the case of lightning strokes, the processing becomes excessively complex and the

diagnosis is not always correct.
The fault diagnosis method can be classified into two approaches.

a) The first approach consists of organizing monitoring information from operating relays
and tripped circuit breakers during a fault and its relationship to fault conditions into a tree

structure or in tabular form. This is referred to as the monitoring information-based approach.

b) In the other approach, the structure and functions of the protective relaying system are
modeled, the fault conditions are simulated and diagnosis is made comparing the simulation

results with the actual monitoring information. This is referred to as the protective structure
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model based approach.

An overview of each approach and their characteristics are presented in the following

sections.

1.3.1 Monitoring Information-Based Approach

In the early systems such as [1-1], the knowledge base was closely tied to a particular
network configuration and was thus fixed. In actual operation this proved problematic since the
systems could not adequately cope with changes in the network configuration. Several systems
including [1-2]-[1-12], [1-5] were subsequently developed to resolve this problem. The

algorithms that are used in these systems can largely be divided into three types.

a) In the first type, a method used in early systems that did not apply a knowledge-based
system was employed. The fault is diagnosed from the cases where all operating relays and
circuit breakers operate properly, to the cases of incorrect maloperation and then unwanted

operation [1-6].

b) In the second type, the knowledge-based systems were applied to improve the efficiency
of detection of incorrect maloperation and unwanted operating relays and circuit breakers
using experience rules [1-3]. Based on the information provided by relays and breaks, Fukui and
Kawakami constructed a database of expert knowledge to carry out on-line fault diagnosis using
expert inference [1-1]. In addition, systems that perform verification by using the results of the
first method as the input to a protective relay system simulator were developed [1-6], [1-7],

[1-11].

c) In the third type, the fault location is diagnosed by judging the incorrect maloperation
and unwanted operation of relays and circuit breakers using the intersection set of the
protection zones of operating relays. If there is only one element in the intersection set, it is
judged that element is faulted. If there are two or more elements in the intersection set, the fault
is located at element, but it is impossible to make further identification. If the intersection
results in an empty set, the operating relays are divided into two groups and the intersection is
repeated in order to allow for a multiple fault. Finally, fault diagnosis using knowledge in the
form of experience rules to deal with unusual fault cases such as blind faults that involve relay

characteristics is performed.

In order to obtain a high-speed algorithm in the monitoring information-based approach,
not all of the relaying system’s complex functions are taken into consideration. One example of
this simplification is setting the protection zone of the protective relay equal to the set of

protected equipment. All of the systems [1-3]-[1-5], [1-8]-[1-10] at the field testing stage utilize
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this approach. It has been indicated that this approach allows configuration of a practical

system for the preparation of fault restoration guidelines.

1.3.2 Model-Based Fault Diagnosis Approach

In the model-based approach, a number of proposals have been made that differ in the
manner of expressing the model. One effort has been directed at expressing the protective
relaying system configuration and functions as an AND-OR logic circuit, and using logic circuit
diagnostics to perform fault diagnosis [1-13], [1-15]. However, not all of the protective relaying
system's functions can be converted into AND-OR logic circuits. Since it is necessary to
completely express the operating logic of the protective relaying system in logical format, some
technique must be developed to simplify the representation for application to large-scale power

systems.

Several systems have been proposed that utilize simulators of the protective relaying
system as the model [1-16]. The basic approach to utilizing a simulator for fault diagnosis is
proposed in [1-17]. Several other simulators of protective relaying systems have since been

proposed.

In fault diagnosis utilizing simulation, a hypothesis as to the fault conditions is prepared
from the monitoring information and the hypothesis is then verified via simulation [1-18]. If the
results of simulation match the monitoring information, the hypothesis is then judged as the
solution of fault diagnosis. If the simulation results do not match the monitoring information, a
new hypothesis with revised fault conditions is generated. Fault diagnosis is completed when all

hypotheses have been simulated.

With the development of artificial intelligence, many new methods were applied. A fault
diagnosis model based on PN to simulate the relationship between the protective relaying
systems and the faults was established [1-20, 1-21]. Meanwhile, this method can handle
different topological structural models. Moreover, Wen and Han built a mathematical model to
detect faults based on the information of protective relays, and they converted the

fault-detecting problem into a 0-1 integer programming problem [1-22].

In this method it is necessary to prepare knowledge for generation and revisions of fault
condition hypotheses in addition to the simulation. In order to perform correct fault diagnosis,
there must be a good correspondence between the level of simulator functions and the
knowledge used to perform generation and revisions of the fault condition hypotheses.
Obtaining this correspondence involves implementing complex functions in the simulator in

order to increase the accuracy of fault diagnosis, which is expected to be fairly problematic. For
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this reason, a method of using general-purpose procedures to process the model, instead of
knowledge contained in the object system to generate and revise fault condition hypotheses, has
been proposed [1-23]-[1-24], [1-25]. According to [1-25], since the fault diagnosis system can
be implemented just by creating a model, the validity of fault diagnosis results resides solely in
the model. As a result, one benefit of the system is that the performance of the system can be

easily evaluated by verifying the accuracy of the model.

1.4 Influence of PV Installation

PV systems, which can convert sunlight energy into electricity, have gained much attention
as a measure for reducing CO2 emissions against global warming. The grid-connected PV
systems can convert sunlight into alternating current electricity for power consumers and also
can inject the surplus electrical power into the distribution directly. The main purpose of it is to
reduce the electrical energy imported from the electric utility. Meanwhile, grid-connected PV
systems are usually installed to enhance the performance of the electric network by reducing
the power losses and improving the voltage profile of the network [1-26]-[1-28]. Therefore, the
penetration level of PV system is rapid growth in recent years. In Japan, the installation target of
PV grid-connected system is set at 2BGW by 2020, and 53GW by 2030 [1-29]. Furthermore,
because of the event of Japanese nuclear leak in Fukushima nuclear power station, the
government will revise the country’s energy policy that decrease the nuclear power and
increase the renewable energy. On such a background, it is estimated that a large-scale PV

Grid-connected system will be installed in electrical power networks in the near future.

However, as a coin has two sides, grid-connected PV systems also impose several negative
impacts on the network, especially if their penetration level is high. Such negative impacts
include power and voltage fluctuation problems, harmonic distortion, malfunctioning of
protective devices and overloading and under loading of feeders. These problems and effects

also bring many new difficult and challenges to the fault diagnosis for power system.

The structure of traditional power distribution network is shown as Fig. 1-4 (a). The power
flow of distribution is unidirectional, from the generator to load consumers. However, with the
larger-scale PV embedded into the distribution, the reverser power may be occurred, as shown
in Fig. 1-4 (b). This situation was not taken into account in the former fault diagnosis method.
Therefore, the relationship between faults and operation information of protection relays and
circuit breakers may changed a lot, which will destroy the fault diagnosis system has been

established based on knowledge.
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55 Time

Consumers

(a) (b)

Fig. 1-4 Power flow of network: (a) Power flow of network without PV connected; (b) Power flow of
network with PV connected.

1.5 Research Outline

The doctoral dissertation concerns the above problems and presents a new hierarchical
fault diagnosis (HFD) method for power distribution that is based on a hierarchical model and

the equivalent-input-disturbance (EID) approach.
1) Construction method of the HFD Model is proposed.

For a local distribution network, the amount of load nodes is varied from the dozens to
thousands and the numbers of sensors are numerous. Due to the complexity of it, a complete
mathematical model of an entire distribution system is extremely complicated and contains a
huge number of parameters. Since the use of such a model for fault diagnosis involves a
time-consuming deduction process, a high-performance microprocessor is needed for real-time
diagnosis. Therefore, a hierarchical modeling technology is applied to the power system. In the
each layer of HFD model, the distribution network can be divided into several Load clusters,
which of them contains a number of load nodes. Fault diagnosis is carried out from the top

down through the layers of the HFD model to locate the faults.

2) The EID approach [1-30] [1-31] is applied to the fault diagnosis method for the Load

Cluster.

The parameter fluctuation, measurement noise and the external disturbance always exist in
the actual system, beside the power system. For a stable operation system, if the disturbances
caused by these factors are under an allowable range, the system will undergo a little oscillation

and come back to the steady state in a short time. However, if the disturbances are too large and
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exceed the tolerance range, even resulting in running failure of the system, we regards that a
fault occurs in the system. Therefore, faults can be defined as: the disturbances exceed the
allowable range and break the stability of system. The fault diagnosis method proposed in this

thesis is based on this viewpoint.

The power system is a larger-scale system, with ten of thousands of electrical equipments.
In order to maintain the safe and stable operation of power system, the most important issue is
keep the balance between the power supply and power consumption. As we know, the power
consumptions are unpredictable and change with the time lapse. From the perspective of power
supply, the variation of power consumption is a kind of disturbance to power supply, and we
regard it as a normal disturbance, not a fault. When a fault occurs in power system, the
consequence is current increasing and/or voltage dropping in a short time, which can be
regarded as an abnormal disturbance or fault disturbance. The abnormal disturbance has
different characteristics with the normal disturbance, for example the magnitude and
differential of them. Therefore, if we can obtain the normal disturbances and fault disturbance

of system and distinguish them, the fault diagnosis would be carried out.

Based on this concept, the EID approach, which can estimate the system disturbances, is

applied to diagnose the faults.

3) To eliminate the influence of PV to the fault diagnosis, the fault signal is abstracted by

removing the PV fluctuation from the EID.

The fluctuation of the output power of PV systems due to the variations in the solar
irradiance caused by the movement of clouds is the main factor impacting on the distribution
feeders and brings the large distribution to the utility power supply. By measuring the PV
generation output variation and estimating the EID of PV to the Load Cluster, the PV’s influence

could be eliminated in the fault diagnosis.
The structure of this doctoral thesis is planned as follows:

Chapter 1. The background of the research is presented. Then the definition and
categories of faults in electrical power system are introduced briefly. Moreover,
the overview of conventional fault diagnosis methods is expounded. In addition,

the influence of grid-connected PV generation to the fault diagnosis is analyzed.

Chapter 2. The HFD Model based on Backward and Forward Sweep (BFS) power flow
calculation algorithm [1-32] is set up. Considering the PV system has two

different operation types, thus we improve the BFS algorithm to adapt them.
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Moreover, the IEEE 13 nodes radial distribution feeder [1-33] is used as an

example to illustrate the hierarchical modeling process.

The fault diagnosis method for distribution network based on EID approach is
proposed. The theory basis and design method of EID approach are described
in detail at the standpoint of control theory. Furthermore, the simulation

results on a case study are presented to illustrate the effective of the method.

The fault diagnosis method for distribution feeder with PV generation
embedded is presented. The influence of PV generation to fault diagnosis is
analyzed in depth. Additionally, the approach for separation of PV’s impact on

the fault diagnosis is designed. A case study testifies the validity of our method.

In order to make the procedure of Hierarchical Fault Diagnosis Method easy to

understand, the IEEE 37 nodes test feeder model is used as an example.

The conclusions and the possible future works are presented in this chapter.
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Chapter 2
Hierarchical Fault Diagnosis Model of Power
Distribution Networks

2.1 Chapter Introduction

Modern power systems are enormous and complex. In a distribution network, the amount
of consumers is varied from the dozens to thousands and the numbers of sensors are numerous.
Due to the complexity of the systems, a complete mathematical model of an entire distribution
system is extremely complicated and contains a huge number of parameters. Since the use of
the complete model for fault diagnosis involves a time-consuming deduction process, a

high-performance microprocessor is needed for real-time diagnosis.

In order to reduce the complexity of system model, the hierarchical modeling technology is
widely applied in many fields. In the spacecraft health monitoring and fault diagnosis, A. Barua
et al, [2-1] and [2-2], develop a systematic and transparent fault-diagnosis methodology within
the hierarchical fault-diagnosis concepts and framework. A hierarchical model for the
assessment of high level quality attributes in object-oriented was designed in [2-3]. Similarly, in
this thesis, we attempt to introduce the hierarchical modeling technology into the power
distribution network fault diagnosis. By the hierarchical model, Fault diagnosis can be carried

out form the top down through the layers to gradually locate a fault accurately.
The structure of this chapter is planned as follows:

Section 2.2: The framework of Hierarchical Fault Diagnosis model for distribution network
is proposed. The Tokyo-23-districts distribution network is used as an example to illustrate the
construction method of the HFD model. The procedures of HFD method are also presented in

this section.

Section 2.3: The model parameters, which are used to construct the HFD model, are
calculated by the Backward and Forward Sweep algorithm. In the power flow calculation, the PV
system can be classified into PV-specified node and PQ-specified node, therefore, the BFS

algorithm is improved to accommodate the different operation type of PV systems.

Section 2.4: The definition of Load Cluster is given out in this section. The load cluster is the
basic unit of the distribution network in hierarchical model. And the dynamic model of the load

cluster is given out.

Section 2.5: The IEEE 13 nodes radial distribution feeder is used as an example to illustrate

the modeling process for the HFD model.
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2.2 HFD Model Construction

For the proposed fault diagnosis method, not the complete model of network, but the
hierarchical model is used to diagnose the fault instead. In this section, the framework of HFD

model is given out and the procedures HFD algorithm is also proposed.

2.2.1 Framework of HFD Model

B Shibuya District
[ Chiyoda District
[ Shinjuku District
B Bunkyo District
B Toyoshima District

Fig. 2-1 Schematic Diagram of Tokyo 23 districts distribution networks.

The distribution network is constituted by many load nodes. A hierarchical model of a
distribution network is built by first dividing it into multiple clusters based on the locality
and/or logical topology. Then, the clusters are subdivided successively into smaller clusters.
This produces both a multilayer structure and a hierarchical model of the system. Fault
diagnosis is carried out from the top down through the layers to gradually locate a fault and to

identify its type.
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Take the Tokyo 23 districts as an example. Fig. 2-1 is the overview diagram of Tokyo
23-districts distribution networks. According to the administrative divisions, Tokyo city can be
divided into 23 clusters at first, including the Shibuya, Shinjuku, Chiyoda, Bunkyo, Toyoshima
and other districts. If we treat the entire Tokyo as the Layer 0 of the HFD model, the 23 districts
construct the Layer 1 of the HFD model and each district is a component at Layer 1. In addition,
each of the districts can be subdivided again, according to the community structure or the
logical topology of the distribution networks. Takes the Shinjuku district as an example, Waseda
Campus and Nishi-Waseda Campus are the components of the Shinjuku district and both of
them contain a number of load nodes. Meanwhile, the Shinjuku district also contains other
clusters just like the Waseda Campus and Nishi-Waseda Campus, and all of clusters construct
the Layer 3 of the HFD model. Furthermore, the Nishi-Waseda Campus can be subdivided at
Layer 4. The building of the campus is the components at this layer, for example, 55-building,

53-building, 63 building and so on.

Fig. 2-2 is hierarchical framework of Tokyo 23-districts distribution networks. In the
framework of the Tokyo 23-districts distribution network, the entire network is divided into n
layers. With the deeper of layer, the cluster is smaller. At the last layer, the cluster can not be
subdivided any more. In each layer of the model, there are several clusters. Each of them
contains a number of load nodes. In this thesis, this kind of cluster, which contains many load

nodes, is called Load Cluster. The load cluster is the basic unit for the hierarchical fault diagnosis

model.
Tokyo 23 districts Layer 0
) 4
Shibuya | | Chiyoda | |Shinjuku| | Bunkyo | | Chuo Laver 1
District District District District District y

Waseda ik
Waseda
Campus

Campus

55
building

63
building

Fig. 2-2 Hierarchical framework of Tokyo 23 districts distribution networks.
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The equation (2.1) is the complex power calculation approach for the Load Cluster n in

Layer k, C:
§9 =2 0 Si (2.1)

Where, the ®* is the set of all the nodes in Load Cluster C"*, S is the complex power of

the Node i and the S is the total complex powers of Load Cluster C inlayer k.

In the HFD model, fault diagnosis can be carried out from the top down through the layers
to gradually locate the fault. For example, we assume that a fault occurs at load cluster “63
building” of the Fig. 2.2. Firstly, the fault can be detected at Layer 1 and located at Load Cluster
“Shinjuku District” of Layer 1. And then, diagnose the child load clusters belong to the load
cluster “Shinjuku District” at the Layer 2 and the fault can be further located at load cluster
“Nishi-Waseda Campus”. Finally, diagnose the child load cluster belong to the “Nishi-Waseda

Campus” at Layer 3 and the fault can be located at “63 building”.
The HFD model is applied to diagnose the faults have two advantages.

1) The faults location is gradually located from the top of the hierarchical structure

downward through the layers. It is simple and computationally inexpensive.

The entire distribution networks contain thousands of nodes. When a fault occurs at a
certain node, it is hard to locate the fault node from all the nodes in one time. For the HFD model,
we can locate the fault layer by layer from the top to down. In each layer, there are only several
or dozens of Load Clusters. Compared to the entire model, the HFD model is simpler and the

computation time is faster.

2) Whatever the effect of the fault is small or large, the hierarchical model is always able to

locate the fault in final.

In the standpoint of entire Tokyo 23 districts dispatching center, faults can be classified

into 3 levels.
a) The fault occurs at the household electricity equipment, we call it tiny level;
b) The fault occurs at the community electricity equipment, we call it middle level;
c) The fault occurs at the district electricity equipment, we call it large level.

The different level of faults, have the different influence range to the dispatching center of
Tokyo. If a fault occurs at the electrical equipment of the district and leads to blackout in a
large-scale area, the effect of the fault is large and it is easy to be identified by the dispatching
center of Tokyo. However, if the fault is the tiny fault, due to the little influence of it, the dispatch
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center is hard to detect it.

However, in our model, by monitoring the different layer of model, whatever the fault is
large or small, the fault can be detected layer by layer. For example, we can monitor the Layer 1
or lower Layer (Layer 2) to monitor the fault may be occurred at Layer 3. In this way, the fault

can be identified earlier and removed it timely, avoiding the worse impact on the network.

2.2.2 Procedures of HFD Algorithm

As mentioned above, the fault diagnosis start from the top to down and locate the fault
position gradually. There are many reasons for performing a fault diagnosis. For example, a
supervisor might want to know if it is safe for one of the power plants in a large system to
supply power to the loads it services. In this case, diagnosis should start at the layer containing
that plant. On the other hand, for maintenance, a supervisor might need to check if there is a
fault in a particular area. In that case, the diagnosis should start at the relevant layer.
Hierarchical fault diagnosis provides the flexibility needed to handle a variety of diagnostic

needs.

Extracting the key points from the above discussion gives us the following HFD algorithm.

If Layer k isto be checked, fault diagnosis starts from that layer.

Step 1) Construct a hierarchical model of the network and calculate the dynamic model of

each load cluster.

Step 2) Monitor the Layer k of the hierarchical model in a real-time fashion. If a fault occurs

at load cluster Cy, then go to the next step.

Step 3) Go to Layer k+1 and check the child load clusters of Ci in this layer to determine
which cluster contains the fault (Cy.1 for example). If the cluster containing the fault has only

one node, go to Step N.

Step 4) Go to Layer k+2 and examine the child clusters of Ci.1 in this layer to determine
which cluster contains the fault. If the cluster containing the fault has only one node, go to Step

N.

Step N) Determine the type of fault by analyzing the amplitude and phase of the estimated

state of the smallest cluster containing the fault, which was produced by the dynamic model.

Note that, if a cluster containing a fault has only one node, then the location of the fault is
determined in that step and the type is determined in the next step; there is no need to always

descend to the lowest layer. Furthermore, the fault diagnosis does no need to scan all the load
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clusters and only diagnose the clusters and their child clusters that might have a fault. This can

reduce the computation complexity and save much computation time.

2.3 Model Parameters Calculation Algorithm

In the section 2.2, the construction method of HFD model is expounded. Before
constructing the model, the model parameters including nodal voltages and transmission lines
current, need to be calculated at first. In this section, the BFS algorithm is used to calculate the
model parameters of the distribution feeders. With the PV system embedded to the feeders, the
BFS algorithm need to be improved to accommodate the different of PV system operation

model.

2.3.1 Basis of BFS Algorithm

The algorithm for the BFS power flow simulation for three-phase unbalance radial
distribution system was formulated by D. Shirmohammadi and C. S. Cheng [2-4]. The algorithm
is quite simple since it was only based from the two basic laws in electrical engineering, the
kirchhoff’'s current and voltage laws. Since specially formulated for the power flow of a
distribution system, which is usually, radial to up to weakly meshed in the configuration, it is
fast and a very effective tool for a simulation where speed is a factor, like the power flow of a

large scale system.

The primary feeders of the distribution system consist of mostly three-phase overhead or
underground line sections (branches), and occasionally double-phase or single-phase line
sections near the end of the feeder laterals. In the three-phase power flow algorithm, we
number each node or line section in the network by a single index, regardless of the number of
phases of this node or line section. The series impedance of a line section, /, is represented by a

3x3 matrix:

Zaa,l Zab,l Zac,l
Z = Zaoy  Zopy Zpgy |- (2.2)

z oot L

ac,| cc,l

If any phase of the line section does not exist, the corresponding row and column in this matrix
contain all zero entries. Fig. 2-3 shows line section | between nodes i and j with shunt

admittances and loads attached to each node.

To apply the single-phase power flow algorithm described in [2-5] to three-phase we first
convert the primary distribution network to a radial system by breaking all the loops. Line

sections in the radial network are ordered by layers away from the root node (substation bus),
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and the Fig. 2-4 is reprinted below as an example.
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Fig. 2-3 A three-phase line section.

0

Fig. 2-4 Branch numbering scheme for radial distribution network.
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Let the root node be the slack node with known voltage magnitude and angle, and let the

initial voltage for all other nodes be equal to the root node voltage. The iterative algorithm for

solving the radial system consists of three steps. At iteration k:

Step 1) Current injection calculation for each node:

Sia *
I (k) X Y.
S.
2| ()
Sic *
V_(k—l)

(2.3)

Where I, I, Iic, are current injection at node i correspoding to constant power load and

shunt elements Siq, Sis, Sic are scheduled power injections at node i; Viq, Vi, Vic are voltage at node

i; Yia, Yin, Yic are admittances of all shunt elements at node i.
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Step 2) Backward sweep to sum up line section current: starting from the line section in the

last layer and moving towards the root node, the current in line section /is:

(k) Q) ()

‘]Ia Ija ‘]ma
| == | + 2| Im| - (2.4)
‘]Ic ch me ‘]mc

Where Jiq, /i, Jic the current flows on line section [; M is the set of line sections connected to
node j. Note that the negative sign in (2.4) is to keep consistent with current injection as

calculated in (2.3).

Step 3) Forward sweep to update nodal voltage: starting from the first layer and moving

towards the last layer, the voltage at node j is:

Vja " Via © Zaa,l Zab,l Zac,l ‘]Ia ©
ij = Vib - Zab,l be,l Zbcl ‘]Ib . (25)
jc ic Zac,l Zbc,l ch,l ‘]Ic

After these three steps are executed in an iteration, the power mismatches at each node for

all phase are calculated:
AS K :V_(k)(|_(k))* VA

Asi(bk) :Vit(Jk)(Ii(bk))* _Yi;
Asi(ck) :Vit(:k)(li(ck))* _Yi:

V.| S
Vol
Vic

-S,. (2.6)
-s

|2

ic

If the real or imaginary part (real or reactive power) of any of these power mismatches is
greater than a convergence criterion, steps 1, 2 and 3 are repeated until convergence is achieved.

The Fig. 2-5 is the flow chart of the BFS algorithm.

Equations (2.3)-(2.6) provide the solution for a three-phase radial network. In a meshed
system, it is necessary to simulate loops by injecting currents at both ends of all breakpoints.
Currents at breakpoints are calculated using the compensation technique and a breakpoint
impedance matrix. This procedure is based on the same principle as described in [2-6] and [2-7].
In this thesis, we do not discuss the fault diagnosis in the meshed distribution network.

Therefore, we do not describe it in detail.

2.3.2 Improved BFS Algorithm

In the power flow calculation problem, the variables are nodal complex voltages and
complex powers: V, 6, P, Q. Usually, two variables at each node are assumed known before the

calculation. According to the original data, the nodes in power system can be classified into
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three types.

Initialize the parameter Is the convergence
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Forward calculate the
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Fig. 2-5 Flow chart of BFS algorithm.

a) PQ-specified Nodes: For PQ-specified nodes, the active and reactive power (P, Q) are
specified as known parameters, and the complex voltage (V, 0) is to be resolved. In the feeders,

most nodes belong to PQ-specified nodes, because the load is the known.

b) PV-specified Nodes: For PV-specified nodes, active power and voltage magnitude (P, V)
are specified as known variables, while the reactive power Q and voltage angle 6 are to be
resolved. Usually, PV-specified nodes should have some controllable and large enough reactive
power resources and can thus maintain node voltage magnitude at a desirable value. Generally
speaking, the nodes of power plant can be taken as PV-specified nodes, because voltages at these
nodes can be controlled with reactive power capacity of their generators. Some substations and
embedded generators can also be considered as PV-specified nodes when they have enough

reactive power compensation devices to control the voltage.

c) Slack Nodes: For Slack nodes, the voltage magnitude V and phase 6 are given as known
variables, while the active power P and reactive power @ are variables to be solved. Usually, in
the large feeders, usually there should be one and only one slack node specified. For the Fig. 2-4,

the node 0 (root node) is the slack node of the feeder.

The PV system connected to the nodes by the inverters, which can control the output active
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power P, reactive power Qp, and/or voltage V,, to the consumers. Therefore, the PV systems

can be regarded as two kinds of node in power flow calculation.

1) PV-specified node. As a PV-specified node,, the active power and voltage magnitude (P, V)

of PV systems are specified.

2) PQ-specified node. As a PQ-specified node, the active power and reactive power (P, Q) of

PV system are specified.

For different demands, the consumers can choose the different PV system. If the consumer
is strict with the voltage, the PV-specified node type PV system can be installed. If not,
PQ-specified node type PV system can be used.

In former section, the BFS algorithm is described how to solve the power flow. And all the
load nodes of the feeder are assumed to be PQ-specified nodes in calculation. The complex power
of node S is known in advance, in the equation (2.3). With the different PV systems connected to
the load node, the BFS algorithm should be improved to accommodate the two kinds of PV

system.

If the PV system is regarded as PQ-specified node, the output complex power S,,=Pp,+jQ,vis
known. In this situation, the PV system and the node where it installs are considered to be a new

node, and the complex power of new node need to be updated (2.7) before starting the iteration

of BFS algorithm. Specifically, in the Step 1) of the BFS algorithm, the complex power S, , S,,
S,. are replaced by the new complex power S, S,, S..
Sila = Sia + Spva’ Si‘b = Sib + Spvb’ Silc = Sic + Spvc . (27)

If the PV system regards as PV-specified node, the output reactive power of PV system Qp, is
unknown and in order to keep the voltage of the node stable, the reactive power @p, should be
changed. Therefore, special procedures must be performed to maintain its voltage magnitude

after the each iteration of BFS algorithm, as well as to monitor its reactive power capability.

In the thesis, we have applied a compensation method using a PV-specified node sensitivity
matrix to eliminate the voltage magnitude mismatch for all PV-specified nodes. The basic idea of
this method can be explained as follows. Suppose a power flow calculation has converged, and
the magnitude of voltage at PV-specified nodes is not equal to the scheduled values. In order to
obtain the scheduled voltage magnitude at a PV-specified, we need to determine the correct
amount of reactive power or reactive current injection generated by the unit. Therefore, the
problem of compensating PV-specified node voltage magnitude becomes: Find the reactive

current injection, I, for each PV-specified node so that the voltage magnitude, | V|, of this node is
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equal to the scheduled value. Since the relation between I; and |V] is nonlinear, I; can only be
determined iteratively. A PV-specified node sensitivity matrix is introduced to approximate the

nonlinear relation between |V| and [, and is used to evaluate [, iteratively as described below.
1) PV-specified Node Sensitivity Matrix

A PV-specified node is modeled in a similar manner as in [2-8]-[2-11], i.e., the constants for
a PV system are the three-phase real power output and the magnitude of the positive sequence
voltage. The use of positive sequence representation for voltage magnitude regulation makes it
possible to properly represent the automatic voltage regulation mechanism of a generating unit,
where in most cases, the average of voltage magnitude of all three phases is the voltage

magnitude that is regulated.

The incremental relation between the magnitude of positive sequence, voltage and the

magnitude of the positive sequence reactive current injection is expressed as

[z,)[1,]" =[av]”. (2.8)

Where, [Z,] is a constant real matrix, referred to as the PV-specified node sensitivity matrix. The
dimension of [Z,] is equal to the number of PV-specified nodes. Column j of [Z,] may be
determined by applying I; = {0,1} to PV-specified node j with all loads and sources removed, and
solving a positive sequence network with one back and forward sweep for the change of voltage

magnitudes at all PV-specified nodes.

Equivalently, [Z,] can be formed by observing the following numerical properties of its
entries. The diagonal entry, z; in [Z,] is equal to the modulus of the sum positive sequence
impedance of all line sections between PV-specified node i and the root node (substation bus). If
two PV-specified nodes, i and j, have completely different path to the root node, then the
off-diagonal entry zj is zero. If i and j share a piece of common path to the root node, then z; is
equal to the modulus of the sum positive sequence impedance of all line sections on this
common path. Based on these, [Z,] can be formed by identifying the path between PV-specified
nodes and the root node. When forming [Z,] for a group of feeders connected to different
substations, the impedance paths will be between the PV-specified node on a feeder and the

substation bus (root node) to which the feeder is connected.

In our power flow algorithm, [Z,] is formed for all initial PV-specified nodes and factorized
into LU before any power flow iteration is performed. Depending on whether there are PV to

PQ-specified node conversions, [Z,] and its factors may have to be updated.

2) Iterative Process for Voltage Magnitude Correction
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Suppose there are n PV-specified nodes in a system. The reactive current injections at these
PV-specified nodes are determined through an iteration loop outside the breakpoint current
compensation. Each time after the breakpoint voltage mismatches are reduced below a
threshold (2.6), the following steps are performed to correct the voltage magnitude at all

PV-specified nodes. At iteration y:

Step a) Calculate positive sequence voltage magnitude mismatch for all PV-specified nodes

AVi(y) _ |\/iS

-Vl =12, (2.9)

Where V,° is the scheduled voltage magnitude for node i. If any of these mismatches is greater

than a threshold, then perform the next step.

Step b) Solve for PV-specified node reactive current injection using (2.8). The solution
provides a linear approximation of the reactive current injection needed to eliminate the
voltage magnitude mismatch in this iteration. If the reactive power generations were unlimited,
we would inject lizq, ligh, Lige, at 90 degrees leading the corresponding voltage, Vi, Vi, Vi, at each
PV-specified node, i:

o) _ ) _j00°+8)
12 =1, e
o) _ ) _jooe+a)
1 =t e (2.10)
o) _ () _§(90°+&())
17 =1, e

iqc

Where, 6,,, d,,, O, are voltage angles of the three phase of the PV-specified node. Since in

reality the reactive power capability of a generator is always limited, the reactive power limits
must be checked first to determine whether the required current injections are available, as in

the next step:

Step c) Calculate the required reactive power generation Q for all PV-specified nodes:
QY =Q" +Q,, i=12...n. (2.11)

Where Q, is the new reactive power injection at node i. It is calculated using the PV-specified

node voltage and the new current injection:

Q=i b 1"+ tm[V 1y 17 + v 1, ], (2.12)

ia’ia ic'ic

The new current injection at PV-specified node i is a combination of the desired reactive current

injection and load current injection:
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1 ()
Iia - qua + Iia

) 1 )
e =i +1ip - (2.13)

1 ¥)
Iic - quc + Iic

Qiain (11) is the scheduled reactive load at PV-specified node i.
Step d) Qigthen is compared with the reactive power generation limits. If Q;; is within the
limits, i.e.,

o <Qy <Qpn (214)
then the corresponding reactive current, liga, lig, liqe, are injected to PV-specified node i according
to (2.10). In subsequent iterations, these currents will be combined with other nodal current
injections. Otherwise, if Q; violates any reactive power generation limit, it will be set to that
limit, divided by three for three phases and combined with the reactive load of each phase at
this node. Subsequently, the row and column in the PV-specified node sensitivity matrix, [Z,],

corresponding to this node are removed and the LU factors of [Z,] are updated.

The iteration described in steps a)-d) will continue until the voltage magnitude mismatches

for all PV-specified nodes as calculated in (2.14) become less than a threshold.

Start

A
The Initial stage

(1) Import the line parameters and load parameters,
forming the PV sensitivity matrix, [Z,];

(2) Update the active and reactive power of the node
connected with PV system operated in PQ model;
(3) Assume the initial vaule of active and reactive
power of PV system operated in PV model.

i
il

\ 4
BFS approach

By iteration, calculate the power flow of the feeder.

A

PV node compensation
By the iterative process for VMC, update the reactive
power of PV node in order to make the voltage equal
to the scheduled voltage.

PV node |V| mismatch <e

Fig. 2-6 Flow chart of the power flow algorithm with PV-specified node compensation.
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The flow chart of overall power flow algorithm is shown in Fig. 2-6. It is seen that the
algorithm consists of two nested iteration loops for radial power flow and PV-specified node
voltage magnitude compensation, respectively. The termination of each iteration loop is
controlled by a threshold. Our experience shows that once the PV-specified node compensation
starts after the initial iterative radial power flow, subsequent radial power flows always
converge in one or-two iterations under the same threshold for power mismatches.

2.4 Dynamic Model for Load Cluster

Applying the BFS algorithm, the system parameters are obtained. It gives the voltage of
each node and the current of each transmission line. The procedure for building a dynamic
model of load cluster is explained below. For simplicity, only faults on the load side are

considered.

The hierarchical model of distribution network should be constructed according to the

locality and/or logical topology primary, which has been described in detail at section 2.2.
Let the set of all nodes in the load cluster be:

® ={Node 1, Node 2,---,Node N}. (2.15)

The main parameters of the distribution feeder are:

¢ Inputvoltage of the cluster, v,(t) ;
¢ Line impedance between nodes, Z; (i,je®);and
¢ Complex power of eachnode, S; (ie®).

We assume that the load cluster C" atlayer 1 contains all the nodes of the feeder but the
root node. The input of the C" is donated as u”(t), which is the voltage of the load cluster

VO (t) .
The complex power of Cluster C” is:
Sl(l) = Zjecb\{Node 0} SJ" (2.16)

The equivalent impedance of the cluster is:

Or7m
z® _U1 U,
)
S,

(2.17)

Note that U” is the phasor of the variable u”(t),and U" is the complex conjugate of
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uo,
The impedance of the load cluster, Z{", can be represented by a resistance R and a

reactance X" connected in series (Fig. 2-7),

zZV =R+ jXO. (2.18)

Fig. 2-7 Equivalent impedance of load cluster.
1) The impedance Z!" is an inductive load when X" >0 and X" is given by:
XV =wL=27fL(Q). (2.19)
2) The impedance Z" is a capacitive load when X" <0 and X" is given by:

xo-_ 1 ___1
«C 2r fC

(©). (2.20)

Actual power systems are usually inductive, which means that X>0 in most cases [2-12].

The dynamics of the equivalent circuit of Layer 1 (Fig. 2-8) are given by

Fig. 2-8 Equivalent circuit of Cluster C" in Layer 1.

Oty = AVXD (1) + BOu® (t
{ l<‘>() Al(l) 1<1>( * 1<1) l(l)( )' (2.21)
Yy, () =C'x () + Dy u (1)

Where

u” () =v, (), X" O=" (1), ¥ O =v" (). (2.22)
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i’ (t) is the current flowing into C; v{"(t) is the voltage of C";and

h+R oo 1 CO R _ L (h+R) DO — L,
H 1

Al(l) == il 1 1 .
L+l L +L, Le + Ly Le + Ly

(2.23)

Where 1, and L, are the equivalent resistance and reactance, respectively, of the line from
the substation to load cluster; and R, and L, are the equivalent resistance and reactance,

respectively, of C".

The dynamics of Cluster n—m in Layer k, C*) , is derived in the same manner:

{x';“m ()= A X (0 + B Ui 1) (2.24)
Yatn (®) = Gl (0 + D5 U (0)
where u® (t) is the output voltage of C*™"; x{ (t) is the current flowing into the cluster;

y® (t) is the output voltage of the cluster; and A*) B® C®

-m> =n-m>~n-m>

DX eR.

2.5 Application to IEEE-13 Feeder Model

The hierarchical modeling method is now applied to a small power distribution feeder,
IEEE 13 nodes radial distribution feeder, “IEEE-13 feeder” for shorter. The aim is to illustrate

the hierarchical procedures and testify the effective of BFS power flow calculation approach.

This chapter uses the IEEE-13 feeder model [2-13], or IEEE-13 feeder for short, as an
example to illustrate how to construct a hierarchical model. The IEEE-13 bus feeder was
developed by Institute of Electrical and Electronics Engineers (IEEE) as a standard simulation

platform for power system analysis.

The model of I[EEE-13 feeder (Fig. 2-9) has 13 nodes. Node 650 is the power substation, and
the other nodes are loads. A step-down transformer connects the substation to each load, and

another transformer is used between Nodes 634 and 633.

2.5.1 Data of IEEE-13 Feeder Model

The topology of the feeder was shown in Fig. 2-9. The rated output voltage of the power
substation was 115 kV. All the nodes connect with substation by a transformer. Node 634 is also
connected with parent node 633 by the transformer XFM-1. The parameters of transformers are

shown in Table 2-1. T he transformer ratio of substation is y,,, =115/4.16, and the ratio of the

XFM-1is yyp,_, =4.16/0.48.
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Power Station @ 650

Transformer b’
646 645 632 633 634
O O O o——e
611 684 671 692 675
@ @ @ @
652 @ 630

Fig. 2-9 IEEE 13 nodes radial distribution feeder (IEEE-13 feeder).

TABLE 2-1 TRANSFORMER DATA OF IEEE-13 FEEDER

kVA kV-high kV-low R-% X-%
Substation: 5,000 115-D 416 Gr. Y 1 8
XFM -1 500 416 - Gr.W 0.48 - Gr.W 1.1 2

Table 2-2 shows the line section data of feeders. The data consist of the node terminations
of each line section (Starting node number and end node number) and the length of each line
section. In this case, we just consider the material of line is the same, thus the line impedance

was

Z. =03+ j0.6Q/km. (2.25)

line

TABLE 2-2 LENGTHS OF LINES FOR IEEE-13 FEEDER

Line No. Starting node No. End node No. Length [ft]
1 650 632 700
2 632 645 500
3 645 671 300
4 632 633 500
5 633 646 300
6 632 684 2000
7 684 680 300
8 680 692 800
9 680 634 300
10 684 611 1000
11 684 652 300
12 652 675 500

For the case study, we only consider the single-phase of load for simplify. The data of node
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load is in Table 2-3, including the active power and reactive power.

TABLE 2-3 NODAL ACTIVE AND REACTIVE POWER OF IEEE-13 FEEDER

Node No. P [kW] Q [KVAR]
632 66.6 38.2
645 170.5 95.1
671 383.7 220
633 1215 62.6
646 230.2 132
684 70.2 36.3
680 160.3 87.7
692 170.5 51.4
634 42.6 20.2
611 271.2 80.7
652 127.9 70.8
675 281.4 154

2.5.2 Hierarchical Framework of IEEE-13 Feeder

As mentioned in Section 2.2, the IEEE-13 feeder should be divided into several load clusters
at the first layer. In order to make the structure clearer, the Fig. 2-9 can be redrew as a tree

structure as Fig. 2-10.

Power Station @ 650

Transformer b’

634

Fig. 2-10 Tree structure of Fig. 2-9.

According to the logical topology of IEEE-13 feeder, the hierarchical model of the IEEE-13
feeder is divided into 5 layers. The numbering is zero-based, and the superscript of a load
cluster indicates the layer number. Clusters containing multiple nodes are broken down in

successive layers, as explained in Table 2-4.
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TABLE 2-4 HIERARCHICAL STRUCTURE OF IEEE-13 FEEDER

Layer 0
Nodei, ie®,
c” =  Whole network @ =1{(650),(632),(645,671,633),
(646,684,680,692,634),(611,652,675)}.
Layer 1
c” = c: Root node (Node 650, which is the substation).
ch: Load nodes
Layer 2
c = c?): Node 632 (Parent node).
c?): Nodes 645 and 646.
c: Nodes 671, 684, 680, 692, 611, 652, and 675.
c?: Nodes 633 and 634.
Layer 3
c?) = co Node 645.
o) ,: Node 646.
(6 = co) Node 671.
col Nodes 611, 652, 684.
col . Node 680.
O . Nodes 675 and 692.
ce) = o) Node 633.
co Node 634.
Layer 4
o, = cH Node 611.
c Node 684.
c . Node 652.
o, = CH Node 692.
cH . Node 675.

From the Table 2-4, framework of the hierarchical model for the IEEE-13 feeder is divided

into 5 layers.
1) Layer 0 contains one cluster, C'”, representing the whole network.

2) In Layer 1, the network is divided into 2 clusters, C!” and C". C" contains only the

root node, which is the substation, Node 650; and C" contains all the load nodes.

3) In Layer 2, Cluster C" of Layer 1 is divided into 4 clusters: C°, C%, C?,and C%.

C® contain only the parent node (Node 632), and the other clusters contain the child nodes.
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More specifically, Cl(_zz) contains Nodes 645 and 646; cf}g contains Nodes 671, 684, 680, 692,

611, 652,and 675; and C) contains Nodes 633 and 634.

4) In Layer 3, C°) is divided into 2 clusters (C°),, C% ,) C°) into 4 clusters (C'),,
¢, ¢B,, €% ), and C%) into 2 clusters (C°),, C° ). C), (Node 645), C°), (Node
646), C°), (Node 671), C"), (Node 680), C°), (Node633),and C°), (Node 634) contain
only one node; C°), contains Nodes 611, 684, and 652; and C"), contains Nodes 692 and
675.

5) In Layer 4, C°), is divided into 3 clusters [C'*), , (Node 611), C'*), , (Node 684),
C* ,, (Node652)],and C°), into 2 clusters [C'"),, (Node 692), C!*,, (Node 675)].

Fig. 2-11 is the hierarchical model of IEEE-13 feeder. In the Fig. 2-11, there are two type of
load cluster: square and circle. Squares type indicate single-node clusters and circles type

indicate multi-node clusters, which are subdivided in the next layer. The fault diagnosis will be

located at the square type load cluster finally.

<C(0) (Whole network) > Layer 0
i

[ ] | Im
3 3 3 3 3 3
¢ || adn] | ey o ¢, Gt || G2 | Layer3
{Neas) | | {Neas) | | N7t} - {Neso ! {Ne33} | | {Neza}
| —
4 4 4 4) “
Cl(—g—Z—l (:1(—%—2—2 Cl(—g—2—3 cl(—3—4—1 q7§7472 Layer 4

{Net1} || {Nesat || {Nes2}t | | {Neoa} || {Ne7st

Fig. 2-11 Hierarchical structure of IEEE-13 feeder.

2.5.3 Model Parameters Calculation Results

Apply the BFS algorithm to calculate the power flow of IEEE-13 feeder, which are used to
construct the system matrixes of fault diagnosis dynamic model. In order to simplify the

programming for BFS algorithm, we renumber the nodes from 0 to 12. Table 2-5 is the details.
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TABLE 2-5 NEW NUMBER OF NODE

Original New Original New

Number of node number of nodes Number of node number of nodes
650 0 680 7
632 1 692 8
645 2 634 9
671 3 611 10
633 4 652 11
646 5 675 12
684 6

Fig. 2-12 shows the simulation result of nodeal voltage without PV embedded. Vi is
assumed to be the sending voltage and Vi, is assumed to be terminal voltage. To regulate Vi

which is the lowest within the proper range, sending voltage is controlled.

4160

3952

Voltages [V]

3744

1 2 3 4 5 6 7 8 9 10 11 12
Nodes

Fig. 2-12 Nodal voltages of IEEE-13 feeder without PV embedded.

With PV systems embedded into the feeders, the power flow of feeder will changed. AS
mentioned in section 2.3.2, the PV systems can be regarded as two kinds of nodes: PQ-specified
Nodes and PV-specified Nodes in power flow calculation. We assume the PV systems install in
terminal node 646 (5), 611 (10), 652 (11), 680 (7), 675 (12), 634 (9) and the capacity of PV is
equal to the 50% of the load of the node where PV installed, as shown in Fig. 2-13.

1) PV system regards as a PQ-specified node.

In this case, we assume the PV active power is the 50% of the active power in the node
where PV embedded and the reactive power is equal to zero. The information of PV system is

shown in Table 2-6.
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g 650 (0)

(1

632 (1)

645 (2)
[5]
646 (5)

633 (4)
[9]
634 (9)

692 (8)
[12]

|

&y 6ll p 675(12)
Pv. (10)i  (AD§ py i PV
() & &© & 3)
PV PV PV
4) Q) (6)

Fig. 2-13 IEEE-13 feeder with PV installation.

TABLE 2-6 DATA OF PV GENERATIONS WHICH ARE REGARDED AS PQ-SPECIFIED NODE

PV Location New numbers of Load of the nodes PV capacities,
number node node in BFS [kW] +j [KVAR] [kW]+ j [KVAR]
PV1 646 5 230.2+;132 115.1+j0
PV 2 680 7 160.3+87.7 80.2+j0
PV 3 634 9 42.6+j20.2 21.3+j0
PV 4 611 10 271.2+j80.7 135.6+j0
PV 5 652 11 127.9+;70.8 64.0+j0
PV 6 675 12 281.4+j 154 140.7+j0
4160
= _ o -
e N N e e e N e N e e N N N
8
o
=
3744

1 2 3 4 5 6 7 8 9 10 11 12
Nodes

Fig. 2-14 Nodal voltages of IEEE-13 feeder with PVs, which are PQ-specified nodes.

Apply the Backward and Forward approach to the feeder, the results of node voltages are

shown in Fig. 2-14. The voltages increased in the feeders, not only the nodes embedded with the
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PV system, but also the other nodes. The PV generator can produce the electrical power to the
nodes. It can reduce the current come from the substation and reduce the voltage loss in the

transmission lines. Therefore, the voltage of all the nodes increased.
2) PV system regards as a PV-specified node.

In this case, we assume the PV active power and the voltage magnitude. The information of

PV system is shown in Table 2-7.

TABLE 2-7 DATA OF PV GENERATIONS WHICH ARE REGARDED AS PV-SPECIFIED NODE

PV Location New nurpbers of PV capacities, Voltage magnitude
number node node in BFS [kW]+j [kVAR]
PV1 646 5 115.1+j0 0.980 p.u.
PV 2 680 7 80.2+j0 0.980 p.u.
PV 3 634 9 21.3+j0 0.980 p.u
PV 4 611 10 135.6+j0 0.975 p.u
PV 5 652 11 64.0+j0 0.975 p.u.
PV 6 675 12 140.7+j0 0.975 p.u.

For the PV-specified node, the PV-specified Node Sensitivity Matrix of the feeder should be
constructed at first. According the construction principle of the matrix, the PV-specified Node

Sensitivity Matrix Z of Fig. 2-13 is

)

. (2.26)

PVNSM —
41

51

N N N N N N

61

Where, the elements of Zpynsm, Zij(i,j = 1, 2, ..., 6), is the impedance of PV systems and i, j is the
number of PV systems. The diagonal elements of Z: zi1, z22, Z33, Za, Zss, Zes, are the
self-impedances of the PV systems respectively and other elements of Zpynsm are mutual

impedances among the PV systems.

Z,=72,+2,+1, Z, =1 Z, =1,
Z,=1 Zy=7,+7;,+1, Z,=1,
;=1 Zy=1, Ly=17,+2,+1,
Z,=1 Z,,=17,+1, Z, =1
Zi5=1, Zys=17,+1, Zys =1,
Zis=1 Ly =17,+1, Zy=1,
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2,=7,+2,+2,+1,
2y s=2,+2,+1
Zy=1,+1,

ZSl_Zl
Z,=1+1,
Z53_21
Z,=2+12,+1

2y=17,+2,+2,+1,

Ly =17 +1,

Chapter 2

(2.2

Where, the zx (k=1, 2, ..., 12) is the impedance of transmission line as shown in Table 2-2, which

can be calculated before the iteration of BFS algorithm according to the parameters of feeder.

Substituting the line impedance to the (2.27), yields the PV-specified node sensitivity matrix

ZpyNsM:

[0.195 +j0.362
0.064 +j0.248
0.064 + j0.248
0.064 +j0.248
0.064 + j0.248

0.064 +j0.248

0.064 +j0.248
0.175 +j0.620
0.064 +j0.248
0.138 +j0.496
0.138 +j0.496
0.138 +j0.496

0.064 +j0.248
0.064 +j0.248
0.194 +j0.321
0.064 +j0.248
0.064 +j0.248
0.064 +j0.248

0.064 +j0.248
0.138 +j0.496
0.064 +j0.248
0.242 +j0.565
0.164 +j0.521
0.138 +j0.496

0.064 +j0.248
0.138 +j0.496
0.064 +j0.248
0.164 +j0.521
0.294 +j0.635
0.138 + j0.496

0.064 +j0.248 |
0.138 +j0.496
0.064 +j0.248
0.138 +j0.496 |
0.138 +j0.496

0.165 +j0.501 |

4100

0.98 p.u.l-

Voltages [V]

095 p.u.l-

4000

6 7
Nodes

8

11

12

Fig. 2-15 Nodal voltages of IEEE-13 feeder with PVs, which are PV-specified nodes.

Fig. 2-15 is the results of node voltages when PV systems are regard as the PV-specified

nodes. The voltage of nodes 4, 5, 7, 9 are reaches scheduled values 0.98 p.u. and the voltages of

nodes 10, 11, 12 are reaches scheduled value 0.95 p.u. The output reactive powers

compensation of PV systems are also calculated in Table 2-8.
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TABLE 2-8 REACTIVE POWER OF PV GENERATION

PV Location = New numbers of Reactive powers
number node node in BFS compensation of PV [kVAR]
PV 1 646 5 103
PV 2 680 7 61
PV 3 634 9 21
PV 4 611 10 122
PV 5 652 11 53
PV 6 675 12 119

2.5.4 Dynamic of Load Clusters

In the former calculation, the power flow of the test feeder, including the nodal voltage and
line currents, have been obtained. Then, apply the equation (2.16) - (2.20) to obtain the
dynamics of all the load clusters for hierarchical model. Because our dynamics of load cluster
only contains one state, which is the current flow into the load cluster, the matrixes of system 4,
B, C, D are one dimension.

Firstly, take the load cluster C" as an example to illustrate the dynamics calculation. The
substation is considered to be an infinite-bus power system. So its output, V,(t), is not affected

by the loads of the system. The transformer is considered to be an ideal transformer, and the

input voltage of Layer 1 is
ViV () = Vigso (1) / Yoso-
And the sets of node for the C” is
@Y ={(632),(645,671,633), (646,684,680,692,634),(611,652,675)}.

The complex power of Cluster C" is:

SP=2 .S,

jed’f”
The S; is the complex power (load) of node j. The equivalent impedance of the cluster is:

(Dyy (M
Vl )Vl

z0 =2
1 )
S,

Note that V,* is the phasor of the variable v’ (t), and V," is the complex conjugate of V,".
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The impedance of the load cluster, Z!", is represented by a resistance R and a inductance
L' connected in series,
ZY =R" + jol".
Finally, the dynamics of C!" is:

X(t) = —435.382x(t) + 71.711u(t)
y(t) =—0.527x(t) + 0.864u(t)

We give out the dynamics of all the load clusters at each layer in different situations.

1) PV systems are not embedded into the IEEE-13 feeder.

TABLE 2-9 DYNAMIC MODEL OF LOAD CLUSTERS WITHOUT PV GENERATIONS EMBEDDED

Dynamic model

of load cluster Matrix A Matrix B Matrix C Matrix D
ch: -435.382 71.711 0.527 0.864
2 -545.706 2.927 0.737 0.994
c?: -479.059 16.389 0.610 0.969
c: -450.808 53.041 0.557 0.899
c?: -403.341 6.410 0.466 0.988

co) -424.479 6.771 0.507 0.987
Co ., -540.148 10.061 0.726 0.981
o) -535.063 16.989 0.717 0.968
Co,: -508.510 15.970 0.666 0.970
o, -363.034 6.339 0.390 0.988
Co) . -453.812 18.554 0.562 0.965
o) -356.123 4.648 0.377 0.991
co,: -660.189 2.097 0.954 0.996
CH ., -655.142 8.606 0.945 0.984
cH -390.268 2.830 0.442 0.995
CH 5 -464.873 5.429 0.583 0.990
c® . -351.124 6.694 0.367 0.987

2) PV systems are embedded into the terminal nodes of IEEE-13 feeder. PV systems are
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regarded as PQ-specified nodes.

TABLE 2-10 DYNAMIC MODEL OF LOAD CLUSTERS WITH PV GENERATIONS EMBEDDED, WHICH ARE REGARDED AS

PQ-SPECIFIED NODE

Dynamic model

of load cluster Matrix A Matrix B Matrix C Matrix D
ql: -434.882 54.892 0.528 0.895
2 -545.735 2.889 0.737 0.995
c: -589.656 13.494 0.820 0.974
% -490.522 38.674 0.632 0.927
co: -403.382 6.324 0.466 0.988

Co -424.530 6.672 0.507 0.987
o), -648.246 7.192 0.932 0.986
o) -535.397 16.539 0.717 0.969
(G -649.213 12.577 0.934 0.976
Co) -526.130 3.506 0.700 0.993
(G -502.776 12.708 0.655 0.976
Col: -356.147 4.585 0.377 0.991
Gy -694.566 1.135 1.020 0.998
CH -693.447 4.636 1.018 0.991
CH e -390.298 2.762 0.442 0.995
(I -679.324 3.940 0.991 0.993
CH -351.187 6.524 0.367 0.988

3) PV systems are embedded into the terminal nodes of IEEE-13 feeder. The embedded PV

systems are regarded as PV-specified nodes.

TABLE 2-11 DYNAMIC MODEL OF LOAD CLUSTERS WITH PV GENERATIONS EMBEDDED, WHICH ARE REGARDED AS

PV-SPECIFIED NODE

Dynamic model

Matrix A Matrix B Matrix C Matrix D
of load cluster
g -629.704 66.632 0.896 0.873
c?): -545.317 2.875 0.736 0.995
c?: -590.061 13.476 0.821 0.974
cA: -701.886 49.406 1.034 0.906
co: -631.197 6.744 0.899 0.987
C(3) .
1-2—-1*
-424.539 6.655 0.507 0.987
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Co -1257.309 10.436 2.089 0.980
co -535.506 16.392 0.717 0.969
o, -940.305 18.642 1.487 0.965
co -1123.423 7.285 1.835 0.986
o, -593.498 15.427 0.828 0.971
Co -604.654 5.580 0.849 0.989
co e -853.965 1.271 1.323 0.998
Cl, -1178.141 11.470 1.938 0.978
cH -604.459 3.257 0.848 0.994
CcH . -1151.381 5.775 1.888 0.989
Cl, -1022.296 11.483 1.642 0.978

2.6 Conclusion

Construction method of the Hierarchical Fault Diagnosis Model was proposed in this
chapter. Due to the complex structure of distribution network, using an entire model of it for
fault diagnosis was very time consuming, therefore the HFD model for distribution network was
set up. In the HFD model, the distribution network was built by first dividing it into multiple
load clusters based on the locality and/or logical topology. Each cluster contained a number of
load nodes. Then the clusters were subdivided successively into smaller load clusters. This
produced both a multilayer structure and a hierarchical model of the system. Fault diagnosis
was carried out from the top down through the layers to gradually locate a fault and to identify
its type. The parameters of HFD model were calculated by the Backward and Forward Sweep
(BFS) power flow calculation algorithm. Meanwhile, in the power calculation the PV system can
be classified into two types: the PV specified nodes type and the PQ specified node type, thus we
improved the BFS algorithm to adapt them.

The IEEE-13 feeder was selected to illustrate how to construct the hierarchical model. The
hierarchical framework of IEEE-13 feeder was given out, and then the BFS algorithm was
applied to calculate the model parameters exactly. The dynamic models for all the load clusters

are obtained finally.
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Chapter 3
Fault Diagnosis Method of Power Distribution Networks
Based on EID Approach

3.1 Chapter Introduction

The parameters fluctuation, unmodeled dynamics, measurement noise and the external
disturbance always exist in the actual control system, beside the power system. In order to
improve the robustness of the system and ensure the normal operation of the system, many
control methods have been developed to eliminate the impact of these disturbances and
maintain the system stable. However, if the disturbances are too large and exceed the tolerance
range for system, the faults may occur at the system. Therefore, if the disturbances can be

estimated, it can be used to diagnose the faults.

In control theory, a considerable number of studies have been devoted to the estimation
and rejection of the disturbance. While most of these methods require the differentiation of
measured outputs, the methods in [3-1]-[3-8] do not. However, in [3-1]-[3-3], rank conditions
are imposed on the unknown inputs; [3-4] requires exact information on a disturbance; [3-5]
and [3-6] consider only a special class of disturbances; and [3-7] and [3-8] use the inverse
dynamics of the plant directly in the construction of the estimator. She et al. [3-9]-[3-11]
devised an EID method that overcomes the drawbacks of these methods. In this method, the
state of the plant is needed for the estimation. On the other hand, from the standpoint of the
fault diagnosis, it is more reasonable to estimate a disturbance on the input channel, called
equivalent-input-disturbance, than to estimate the disturbance itself because we can use the
EID to assess the extent of the damage caused by a fault at different levels from the standpoint

of its influence on the power supply.
The structure of this chapter is planned as follows:

Section 3.2: The definitions of EID for a system containing disturbances that may not
necessarily be imposed on the control input channel are given out. And the EID estimation

based on the control input and the output of the plant is described.

Section 3.3: The fault diagnosis method based on EID approach fault is explained in detail.

The two key critical technologies: 1) Thresholds of EID, 2) Characteristics of fault, are proposed.

Section 3.4: The simulation results on a case study are presented to illustrate the effective

of the fault diagnosis method based on EID.
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3.2 Concept of EID Approach

This section first defines an EID, describes the configuration of an EID estimator and then

designs the filter and state observer for EID estimator.

3.2.1 Definition of EID

Consider the linear time-invariant plant in Fig. 3-1

dx_ (1)
—2= = AX,(t)+ Bu(t) + B,d(t
o) - Ax, )+ Bu®) + B,d() o)
Yo (1) =Cx, (1)
Where AeR™, BeR™, B,eR™, CeR™, x®)eR" , ut)eR™, dt)eR™

and y,(t)eR".

d(?) By

x,(7)
u(?) B s x40 C y—(t)>

Fig. 3-1 Plant.
The following assumptions are made about the plant.
Assumption 3.1: (A, B, C) is controllable and observable.
Assumption 3.2: (A, B, C) has no zeros on the imaginary axis.

Remark 3.1: Assumption 3.1 is for simplicity. Since we want to use a control input to
improve the tracking performance of the output, if the plant is not controllable and/or

observable, then we only need to consider a controllable and observable subsystem of it.

Remark 3.2: Assumption 3.2 is necessary to guarantee the internal stability of a servo
system and to allow the output of the plant to track a reference input without a steady-state

error [3-12].

For simplicity, we only consider the single-input single-output (SISO) case, which means
that n, = 1 and n, = 1. Note that, since B and B; may have different dimensions, the disturbance
may be imposed on a channel other than the control input channel, and the number of
disturbances and associated input channels may also be larger than one. However, if we assume
that a disturbance is imposed only on the control input channel, as shown in Fig. 3-2, then the

plant is given by
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dx(t)

T AX(t)+B[u(t)+d, ()] (3.2)
y(t) =Cx(1)
An EID is defined as follows.
1)
x(?) x(?) (1)
u(?) B s c >
A

Fig. 3-2 Plant with EID.

Definition 3.1: Let the control input be u(t) = 0. Then, the output of the plant (3.1) for the
disturbance d(t) is yo(t), and the output of the plant (3.2) for the disturbance d.(t) is y(t). The
disturbance d.(t) is called an EID of the disturbance d(t).if y(t)=y,(t) forall t=0.

Let

(D:{pl (t)Sil’l(a)lt+¢5l)}, i:O’-..n’ n<w (3.3)
where @ (>0) and ¢ are constants, and p(t) denotes any polynomials in time ¢ (i = 0, ..., n).

If the trajectory of the output caused by the disturbance d(t) isy,(t) e @, then, from the
concept of stable inversion [3-13], it follows that there exists an EID d,(t)e ® on the control

input channel that produces the same trajectory. This leads to the following lemma.

Definition 3.2: Under Assumptions 3.1 and 3.2, there always exists an EID d,(t)e® on the

control input channel of the disturbance d(t) imposed on the plant (3.1), and the output it

produces belongs to @.

Remark 3.3: Note that, since the stable-inversion approach computes a particular control
input and a particular state trajectory that either does not excite the zeros of the system or
excite them in a stable manner, this approach produces a satisfactory control input for a given

output, even for a system with unstable zeros/poles.

Remark 3.4: Since we focus on the effect of disturbances on the output rather than on the
disturbances themselves, the stable-inversion approach guarantees the existence of an EID,
regardless of any difference in dimension between the control input matrix B and the

disturbance input matrix Bg or any difference between the ranges of their linear transforms.

From the aforementioned Definition 3.2, we know that we can calculate an EID from the

input and output of the plant. Since the calculation is complicated and also requires information
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on future outputs, this approach cannot be directly used to obtain an EID. However, since this
lemma clarifies that an EID exists, it gives us a theoretical guarantee of the meaningfulness of
EID estimation. In the next section, we devise a simple method of estimating an EID. Considering

the aforementioned lemma, we mainly use (3.2) as the model of the plant in the rest of this

paper.
3.2.2 Estimation of EID

The configuration of an improved system is shown in Fig. 3-3, where
B"=(B'B) B'. (3.4)

[t can be viewed as a conventional servo system (internal model, state observer, and state
feedback) combined with a disturbance estimator that produces an estimate of an EID. K is the
observer gain, and F(s) is a low-pass filter that limits the angular-frequency band of the
disturbance estimate. Since we know the exact form of the reference input, an internal model is
employed in the control system to improve the tracking precision for the reference input. On the
other hand, since the disturbance is assumed to be unknown, no internal model of it is
contained in the control system, and we need to devise a method of suppressing its influence on
the output. Note that the EID estimator makes use of the state observer instead of the inverse
dynamics of the plant. This is a big difference in system structure between the
disturbance-observer method and the one presented in this paper. In Fig. 3-3, for the state

observer
%(t) = AR(t)+ Buy (t)+ K[ y(t)-C&(t)] (3.5)
holds. Letting
AX(t)=%(t)-x(t) (3.6)
and substituting it into (3.2) yields
%(t)= AR(t) + Bu(t)+{Bd, () +[ AX(t) - AAX(t) ]} (3.7)
Assume that there exists a control input Ad (t) that satisfies
AX(t)— AAX(t)=BAd(t). (3.8)
Substituting (3.8) into (3.7) and letting the estimate of the EID be

A

d(t)=d,(t)+Ad(t) (3.9)
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allow us to express the plant as
%(t)= AX(t)+ B[u(t)+d(t) ] (3.10)

Remark 3-5: Equations (3.9) and (3.10) mean that, if we take the state of the plant with an

EID to be k(t), which is exactly the state of the observer, then the difference between the state

of the plant and that of the observer is equivalent to the difference between the exact value and

the estimate of the EID. Equation (3.10) plays a key role in the EID estimation.

Equations (3.5) and (3.10) yield

B-d(t) = KC[x(t) - k()] (3.11)

State Observer

o e
Disturbance . -
timati X(t (t y()
estimation B () ()
L-

Fig. 3-3 Configuration of disturbance estimation.

I

If we solve (3.11) for c](t) , then a least square solution is
d(t) = B"KC[x(t) - R(1)] (3.12)

d (t) is filtered by F(s), which selects the angular-frequency band for disturbance estimation.

Thus, the filtered disturbance estimate d (t) isgiven by
D(s) = F(s)D(s) (3.13)
where, D(s) and Iﬁ(s) are the Laplace transforms of d~(t) and a(t) , respectively.

Remark 3-6: Since an estimate is obtained for an EID, the channel on which the EID is
imposed might be different from that of the actual disturbance. Therefore, generally speaking, a
full-order state observer must be used to estimate the state of the plant because, if a disturbance

exists, then the estimated state of the plant might be different from the actual state, which
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includes the effects of the disturbance. This difference degrades the tracking precision if we

directly use the available states. In order to obtain an EID with a high precision, it is important

to guarantee that J(t)—y(t) converges to zero. Therefore, using a full-order state observer is

desirable.

3.2.3 Design of Filter and State Observer

The state observer gain K and the low-pass filter F(s) should be designed so that they do

not destroy the stability of the system. Regarding stability, if we let
r(t)=0, d()=0 (3.14)
then the plant (3.2) is
X(t) = AX(t) + Bu(t). (3.15)
Combining (3.5), (3.6), and (3.14) with the aforementioned equation yields
AX(t) = (A— KC)AX(t) + Bd(t). (3.16)
On the other hand, (3.12) is equivalent to
d(t)=-B"KCAx(t)+d(t). (3.17)
Using the relationships (3.14) - (3.17), equations (3.16) and (3.17) yield the transfer function

from d(t) to d(t)

G(s)=1-B*KC|sl -(A-KC)" |B
® [s ( ) } . (3.18)
=B*(sl - A)[sl -(A-KC)]'B

Note that the stabilized dynamics in Fig. 3-3 are unobservable from the dynamics of plant, thus
do not appear in the transfer function (3.18). For this system, we obtain the following from the

small-gain theorem [3-14].

Theorem 3-1: For a suitably designed state-feedback, the control law guarantees the

stability of the control system under the following conditions.

1) A-KC is stable.

[G(jw)F(jw)], and o, (G) means the maximum

max max

2) ||GF||OO <1, where ||GF|LO = sup o
0<w<o
singular value of G.

Remark 3-7: The stability conditions for the improved servo system can be broken down

into two parts (Separation Theorem [3-15]). First, the state-feedback servo system is stable.
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Second, the conditions in Theorem 3-1 hold. Since the only parameters in those conditions are K
and F(s), their design is much simpler than the design of parameters in the
disturbance-observer method [3-16], which requires a low-pass filter to guarantee the stability

of the whole system.

On the other hand, for the dual system of the plant

X (t)=A"Xx ()+CTu,(t
{Lo HO+CO, (3.19)
Yo (=B X, ®)
Consider the state feedback parameterized by a scalar p > 0
u () =K x (). (3.20)

If (AT, c’, BT) [and, thus, (A, B, C)] is a minimum-phase system, then, based on the

concept of perfect regulation [3-17], [3-18], we can obtain an K; that ensures

lim|sl -(A-K,C)] 'B=0. (3.21)

p—®

Note that [SI —(A—KPC)]_l B is part of G(s), which means that a large enough p makes

|G( ja))| sufficiently small for all ®e[0, ). Therefore, based on the concept of perfect
regulation, for a given F(s), we can obtain an K that satisfies the conditions in Theorem 3-1.

We applied the Linear Quadratic Optimal Control method to calculate the gain K. Consider

the m- input, n- state system with xeR",ueR":
X(t) = AX(D) +Bu(t), X(t,)=%,, te[t,t,]. (3.22)
Find open loop control u(z), re[to,tf] such that the following objective function is
minimized:
t
3 (U %1t ) = L [ X" (©Qx(t)+u" (HRu(t) |dt + x(t, )" Sx(t, ) (3.23)

where Q and S are symmetric positive semi-definite nxn matrices, R is a symmetric positive

definite mxm matrix. Notice that xo, to, and trare fixed and given data.

The control goal generally is to keep x(t) close to 0, especially, at the final time ¢, using

little control effort u. To wit, notice in (3.23)

¢ X" (1)Qx(t) penalizes the transient state deviation,
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¢ X'(t,)Sx(t;) penalizes the finite state,

¢ u'(t)Ru(t) penalizes control effort.

This formulation can accommodate regulating an output y(t)=Cx(t) e R" at near 0. In this
case, one choice for S and Q(t) are C'(t)W(t)C(t) where W(t)eR™ is symmetric positive

definite matrix.

Theorem 3-2: The optimal control solution and the state observer gain K of the equation

(3.20) is:

u(t)=-K (t)x(t), K'(t)=R'BTP(t) (3.24)
where, P(t) e R™", is the solution to the following so called continuous time Riccati Differential
Equation:

—P(t)= A"P(t)+ P(t)A+ Q- P(t)BR'B"P(t)

3.25
P(t)=S, te[t,t] (3.25)
Moreover, the minimum cost achieved using the above control is:
I (Xt by ) =ming , J(U,X,) = Xg P(t,)X, (3.26)

3.3 Key Technologies of Fault Diagnosis

In this section, three critical considerations in fault diagnosis method based on EID

approach are
1) Fault disturbance;
2) Thresholds of the EIDs;
3) Characteristics of faults.

They are discussed below.

3.3.1 Fault Disturbance

In our method, we identify the faults by distinguishing the characteristics of the
disturbances. If there is no any fault occurs at the system, the disturbance is the normal
disturbances caused by load parameters variation, measurement noise or other regular reasons.
If some faults occur at the system, the disturbance caused by the fault will impose to the normal
disturbance. Furthermore, the characteristics of the normal disturbance and fault disturbance

are different.
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In order to analyze the characteristics of the two disturbances, a three-phase short-circuit
fault is assumed to occur at the distribution feeder, as shown in Fig. 3-4 (a). Then, we
constructed a short-circuit fault module by the MATLAB SIMULINK tool (Fig. 3-4) to carry out

the simulation.

In the simulation, a three-phase short circuit fault occurs at the transmission line. The
output voltage of three-phase source is 110 MV and frequency is 50 Hz. The load of three-phase

series RLC Load is 5 MW. The total simulation time is 0.5s.

In the three-phase fault module, we set the short-circuit fault occurs at 0.1s. Once
short-circuit occurs, the protection system will make the breaker trip immediately to isolate the

fault position and protect the system. We set the fault recover at 0.4s.

ua(f)+ i) R Z

Fig. 3-4 (a) Three-phase short circuit.

Continuous

Powergui

A Tabc _>B D

A A A |g———=a|A a |#———=a
C T C C |e=——=a|C ¢ Y C c
Three-Phase Source Three-Phase Three-Phase Three-Phase
Series RLC Branch
Transformer V-1 Measurement
Two Windings
e ( 2s) :D

SMW

i =
ree-Phase
% Series RLC Load ‘i‘

Three-Phase Fault
Fig. 3-4 (b) Simulation structure for short-circuit fault.

From the Fig. 3-5, the three-phase current experienced a rapid increase at 0.1s and the
short-circuit current reached the stable at about 0.25s. At 0.4s, as the breaker tripped, the fault
position is isolated and the short-circuit currents are disappeared. During the period [0.25s,
0.4s], the increased current bring a large disturbance to the system. In order to prove this, we
introduce the disturbances to the system and apply the EID approach to estimate the

disturbance.
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Fig. 3-5 Three-phase short circuit fault current.

In the Fig. 3-6, the simulation structure includes three modules:

1) Disturbance Design module. This module is the fault current simulator, which included

all the components of Fig. 3-4. And the measurement of current is the output of this module.

2) Actual system. This module can simulate the actual system with parameters variation,

measurement noise or other normal disturbance.

3) EID Estimator. This module is applied to estimate the EID, which has introduced in the

Section 3.2.
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Fig. 3-6 Simulation structure for EID approach.
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Fig. 3-7 EID of system in different situations.
54| Page



Chapter 3

In the Fig. 3-7, the di(t) is the EID of the system in the normal condition and the d»(t) is the
EID of the system when system suffered from a fault during the period [0.1s ,0.4s]. For the
normal condition, the EID of system, di(t), is small and stay in the range [-1000, 1000]. For the
fault condition, the d»(t) increase remarkably and exceeded the range obviously during the fault

period. This simulation result can prove two points:
1) The system disturbance can reflect the system operation condition, normal or fault.

2) The EID of system can be applied to diagnose the fault instead of the real system

disturbance.

3.3.2 Thresholds of EIDs

The key point of the EID-based fault diagnosis method is that a fault is taken to be a
disturbance. However, a system is constantly subjected to a variety of disturbances and
parameter fluctuations. It is regarded as being in the normal state when the estimated EID is
within a certain range. And the system is determined to suffer a fault only when either the

estimated EID or the rate of change in the EID exceeds a certain value.

1.2
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Fig. 3-8 Load variation of a node during a 24-hour period.

Fig. 3-8 shows the load variation of a node during a 24-hour period. Previously collected
statistics are used to determine the minimum and maximum loads during a day, and the average

load for a day, Si_avg, for the load node.
SL_min = 0.4 p.Ll., SL_max = 1.2 p.u. and SL_avg = 0.75 p.Ll.. (3.27)

Thus, the allowable range of loads is [Si_min, Si_max]. The allowable rate of change for the EID is

determined based on the rate of change in §;. Statistics are used to determine two fault

detection thresholds for the EID in the dynamic model of Cluster C":

a) Absolute threshold, ds .(t): the smallest EID that indicates a fault; and

b) Differential threshold, dp (t): the smallest rate of change in an EID that indicates a fault.
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So, when either (:Ieil_(t) >d, ,,afaultis considered to have occurred.

&e_L(t)‘ >d, . or

3.3.3 Characteristics of Faults

After a fault has been pinpointed, its type must be determined. Actually, in the three-phase
distribution networks, the faults can be classified into 7 categories: (1): Phase-to-earth fault; (2)
Phase-to-phase fault; (3) Phase-to-phase-to-earth fault; (4) Three phase fault; (5) Three
phase-to-earth fault; (6) Phase-to-pilot fault; (7) Pilot-to-earth fault. In our method, we only use
the voltage and current information of fault node, not all the information of sensors. Therefore,
it is almost impossible to identify the specific fault types. Note that a circuit failure (short or
open) in a power system causes a change in the power supply, which is reflected in the change
of the amplitude and phase of a node current. This type of fault can be determined by
monitoring the current of a cluster, which is the state of its dynamics. However, it is usually

impractical (if not impossible) to directly measure the states of all the parts of a system. So, it is

necessary to build a state observer for the dynamics of each cluster. The state of Cluster C' at

Layer k, frfk)(t), is taken as an example and is explained below.

a) Variation in Current Amplitude

The amplitude of the current of a cluster changes with the load. For example, let the

minimum and maximum loads of Cluster C*' be S*_ and S respectively. Since

n_min n_max ’

|(k)

n_max

ESNI)

n_max

. (3.28)
®©  _[g® ()
In min _I:Sn min /Un :I
it is only necessary to observe the current, |, and check whether
[ (k k k
[0 €[ 1801 | (3.29)

holds or not.
b) Variation in Current Phase

Generally speaking, the power factor should be in the range [0.86, 1] to guarantee the

stability of a power system. That means that the power factor angle, ¢, should satisfy
pe[-307,30"]. (3.30)

This is also a criterion for fault detection.
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3.4 Application to a Load Cluster

As an example to illustrate how to apply the EID approach to carry out for the cluster, we
apply the method to the dynamics of Load Cluster C" at Layer 1, which was described in

chapter 2, section 2.5.

The dynamic model of Load Cluster C!” was:

{)‘((t) =—480.06x(t)+14.02u(t) (3.31)

y(t) =—0.62x(t) + 0.97u(t)

An optimal observer gain, K", was calculate for The equation (3.24) that minimized the

performance index.
© T T
3 = o] @x o +[u ] ul o]
Where  p{” =3x10* and Q" =1.The parameters yielded

K" =-554.56. (3.32)

The verification results for Layer 1 of the model (Fig. 3-9) show that the estimated error in the
state, Ai”(t)=i"(t)—1"(t), was very small (less than 1%). This means that, for fault diagnosis,

the state of the system produced by the state observer can be used rather than the actual state,

which may be unavailable.

60 1 1 1 1
] Y N A R
0 1Ml h bl ol i
30 BLER L . e R L Al i
.60 : : |

AV (1) [A]

1 [s]
Fig. 3-9 Estimated state error, Ai"(t).
Next, we need to testify that the state observer gain Kl(”, calculated by the LQ method, can
guarantee to satisfy the two conditions in Theorem 3-1.

Then, we introduce the normal load variation (Fig. 3-10) to the simulation and calculate the

disturbance (Fig. 3-11) when system operates in normal conditions. The load variation varied

from 1.3 p.u. to 0.35 p.u.. According to simulation result, the thresholds for Cluster C" were
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set to

d,, =2500, d2’,, =80000. (3.33)

D le

Load [p.u.]

00 i i i i
0.0 0.2 0.4 0.6 0.8 1.0

Fig. 3-10 Normal load variation.

There are two types of faults (Fig. 3-12): For one, the amplitude of the load exceeds the
maximum; and for the other, both the amplitude and the power factor of the load are outside the
allowable range. The two type faults were added to the cluster, respectively and testify whether

the disturbances caused by the faults can be detected by EID approach.

3000.0 ; ;
2000.0 — """""""""""""" 1k ‘
— 10000 ekt b e e e 118
2.
3
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z
<
-100 i i i i
0.0 0.2 0.4 0.6 0.8 1.0
t[s]

Fig. 3-11 Thresholds of EID.
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Fig. 3-12 Faults: (a) amplitude type and (b) phase type.
Applying the EID approach to Layer 1 yielded an estimate of the disturbance, (j](e”(t) (Fig.
3-13). The value exceeded the absolute threshold during the periods [0.3,0.5], which means

that faults occurred during that time.

dv () [kV]
R OMIaY

500 - - - 600
‘ ‘ ‘ = 400 —
= 250 §
z Z 200
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_(Eg 222200
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| | ! -400
-500 : | : -600
0.3 0.4 0.5
t[s] t[s]
(a) (b)

Fig. 3-13 EID estimate, d’(t) and d\’(t) of Cluster C" inlayer 1.
(a) EID for amplitude type fault; (b) EID for phase type fault.
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Fig. 3-14 Amplitudes and phases of 1.

It is clear from the result of EID, the disturbance and its differential can detect the faults.
However, it is hard to distinguish the two type faults clearly only using the characteristics of
disturbances. Next, this information is obtained from an analysis of the system states, that is, the

currents, of the load cluster with faults. The calculated amplitudes and phases of the estimated
states, 1"(t), yielded the following information (Fig. 3-14):

a) For Fig. 3-14 (a), the amplitude of the current was outside the allowable range, and the
phase shifted so much that Condition (3.30) failed. So, both the amplitude and phase of the state
were abnormal in this situation. The fault of (a) is the phase type fault.

b) For Fig. 3-14 (b), the large change in current during the period [0.3,0.5] was outside

the allowable range; but the change in phase was small. So, only the amplitude of the state was

abnormal in this situation. The fault of (b) is the amplitude type fault.

The infinity and Euclidean norms of the EIDs of different layers can be used to assess the
damage caused by faults at different levels. More specifically, the infinity norm is related to
maximum power, and the Euclidean norm is related to total energy. Equation (3.34) and (3.35)

show the infinity norm and Euclidean norm of the EIDs for clusters, respectively.

[d2 @), = 21745 (3.34)

dP @) =1884. (3.35)
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3.5 Conclusion

The Equivalent-Input-Disturbance approach was applied to a fault diagnosis method for the
load cluster in this chapter. From the viewpoint of system robustness, faults can be defined as:
the disturbances exceed the allowable range and break the stability of system. Based on this
idea, the EID approach, which can estimate the system disturbances, is applied to diagnose the
faults. Firstly, the theory basis of EID approach and the definition of EID were introduced.
According to the characteristics of dynamic model for load cluster, the design method of state
observer gain was given out. Secondly, two critical considerations of fault diagnosis method
based on EID approach, which are the thresholds of the EIDs and the characteristics of faults
were discussed. Furthermore, after a fault was located, its type must be determined. This type of
fault was determined by monitoring the current of a load cluster, which is the state of its
dynamics. Lastly, the simulation results on the case study were presented to illustrate the

effective of the fault diagnosis method.
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Chapter 4
Fault Diagnosis of Distribution Networks with PV
Generation Embedded

4.1 Chapter Introduction

In recent years, the renewable energy power such as solar energy, wind energy, fuel cells
and etc. have experienced a remarkably rapid growth because they are pollution-free power
sources. PV, as a kind of renewable energy, has been widely applied in the world. With the PV
system installing to distribution network, although many benefits have brought to the both
consumers and utility, some difficult problems also appeared. In particular, with the PV system
injecting the power, the feeders get active and the short circuit fault current of feeders will be
changed. The short circuit current of protection relay needs to be set again. What is worse, due
to the fluctuation of PV output, the level of short circuit fault current will change with the

variation of PV output. Therefore, the conventional protection turns out to be unsuitable.

Conventional methods are based on huge number information of protective relays and
breakers in the system to identify the fault and locate fault position. If the false tripping or miss
tripping of breakers frequently occur, it is hard to get the correct result for fault diagnosis.
Recently many researchers begin to pay attention to the fault diagnosis of power distribution
with PV connected. The paper [4-1] proposed a new protection scheme to solve the problem of
protection mal-operation. However, in the new scheme, the installation location of protection

device need to be changed and the amount of protection devices need to be increased.

In chapter 3, a new fault diagnosis method for the distribution network has been proposed,
which not only can overcome the shortage of traditional methods, but also can avoid installing
any new devices or modifying the exist protection system. However, before applying it to the
network installed with PV system, the influence of PV system output fluctuation need to

eliminate primarily.
The structure of this chapter is planned as follows:

Section 4.2: The impact of PV system to the distribution feeder is analyzed, including the

reverse power, electrical line losses and malfunction of protection system.
Section 4.3: The dynamic model of load cluster with PV system is presented.

Section 4.4: The fault diagnosis method to the feeder with PV system embedded is

proposed. In particular, the approach how to eliminate the PV’s influence is given out.

Section 4.5: The simulation results are presented to testify the effective of our method.
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4.2 Impacts of Grid-connected PV Generation

Before the fault diagnosis for the LC with PV system embedded, the impacts of
Grid-connected PV system are analyzed, including the voltage variation, reverse power,

electrical line losses and protection system malfunction.

4.2.1 Grid-connected PV Generation

A grid connected PV system [4-3] converts sunlight directly into AC electricity. The main
purpose of the system is to reduce the electrical energy imported from the electric utility. Fig.
4-1 shows a general block diagram for a PV grid-connected system with feedback current
control and two PWM blocks provided by inverter manufacturer: PWM Maximum power point
tracking (MPPT) for maximum power generation and PWM (DC-AC) for DC-AC converter in

current mode. The main components consist of:
(a) A PV panel which generates direct current from sunlight;

(b) DC-DC with isolated transformer designed for achieving the maximum power with
PWM control produced by a simple method, namely Perturbation and Observation technique

(P&O) (dP/dv=0) where P represents the PV output active power and V the voltage of PV;

(c) DC-AC full-bridge converter, which is used to generate AC waveform from DC signal

with current-mode PWM scheme;
(d) Switching filter, used for eliminating the unwanted signal; and
(e) Other parts, for example Phase Lock Loop (PLL) and load in parallel connection.

PV Array DC-DC with Switching

. DC-AC .
Isolation Filter Load

HE . }“{ :“@ j fJ; Utility

O

1
PWM(mppt) |71 PWM (de-ac)| |12

Y A

Error AMP. +P] {« PLL [«

A

Vac

Idc

MPPT

\
A

Yy

multipler

Vdc

Fig. 4-1 Block diagram of a PV grid-connected generation.
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The direct current and voltage from the PV panel are measured and formed as inputs for
the MPPT block to generate a PWM signal for the dc-dc converter in order to operate in
maximum power generation. The current amplitude at maximum operation from the MPPT
block is multiplied with in-phase sinusoidal unit-vector waveform which is produced from the
PLL block. The result is designated as current reference signal. At the output of dc-ac converter
stage, the actual current from the inductor current flowing through the filter is sensed and
compared with the current reference, and then the error is compensated with the PI controller.
This stage is called error amplification. Finally, this output is compared with the saw-tooth

signal to generate a PWM signal for the gate drive of dc-ac converter in the comparison stage.

With the PV system connected to distribution network, many benefits will bring to the both
electricity consumer and utility. For the consumers, they can save money as well as improve
their power supply reliability by installing PV grid-connected systems, because they can
generate and use the solar energy at the peak demand when power is at its highest price of the
day. For the utility, they can improve the voltage profile and reduce the loading level of
branches. In radial distribution networks, bus voltages decrease as the distance from the
distribution transformer increases, and may become lower than the minimum voltage
permitted by the utility. By installing PV grid-connected system near substation or the end of
feeder, the power of PV will import to the feeder, so the voltage of node will improve and the

load level of branches will decrease.

Because of these reasons, the installations of PV grid-connected systems in many countries
have been supported by utilities and government agencies. In Japan, the installation target of PV
grid-connected system is set at 28GW by 2020, and 53GW by 2030. Furthermore, because of the
event of Japanese nuclear leak in Fukushima nuclear power station, the government revised the
country’s energy policy that decrease the nuclear power and increase the renewable energy. On
such a background, it is estimated that a large-scale PV Grid-connected system will be installed

in electrical power networks in the near future.

Despite all the benefits introduced by PV systems to electric utilities, these systems might
lead to some operational problems [4-4]. One of the main factors that lead to such problems is
the fluctuations of the output power of PV systems due to the variations in the solar irradiance
caused by the movement of clouds. Such fluctuations lead to several operational problems and
make the output power forecast of PV systems a hard task. In addition, the high cost of these
systems limits the possible solutions that can be adopted by electric utilities to reduce the

severity of the operational problems that might arise due to these fluctuations.

The PV grid-connected system installed at Honjo campus in Waseda University in Tokyo,
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Japan is studied. The electrical characteristics of the PV grid-connected system will be used in
the study of the influence of PV installation to distribution network. The PV array is made of
amorphous silicon. The rated capacity of the PV is 55 MVA, which supplies local loads, mainly
electricity for fluorescent lighting, air conditioning units at the point of common coupling. The

load is essentially inductive. The system configuration is shown in Fig. 4-1.

The most important factor for the output of PV system is the solar irradiance. Therefore,
the electricity from PV is varying with the different season and weather. We collected and

analyzed the fluctuations of PV output for one year.

The table 1 shows the average of PV output among different season and weather.
Compared with cloudy and rain day, the PV can have obviously higher output power in sunny
day. Meanwhile, the PV output power in spring and summer was larger than fall and winter. The
maximum of PV output appeared on the sunny day of spring, not in summer, because the
weather in spring is fine and typhoons frequently happens in summer. In the opposite, the

minimum of PV output appeared on the rain day of fall.

TABLE 4-1 DATA OF PV DURING ONE YEAR PERIODS

Average standard

Season  Weather days Output deviation
of PV

Sunny 49 0.808 0.175

Spring Cloudy 26 0.322 0.216

Rain 13 0.239 0.214

Sunny 42 0.660 0.141

Summer  Cloudy 41 0.334 0.202

Rain 9 0.170 0.123

Sunny 67 0.432 0.112

Fall Cloudy 16 0.201 0.144

Rain 9 0.063 0.063

Sunny 61 0.521 0.147

Winter Cloudy 22 0.251 0.183

Rain 7 0.208 0.204

Sunny 219 0.605 0.144

Total Cloudy 105 0.277 0.187

Rain 38 0.170 0.151

According to the average data of PV output in different season and weather, we can get the
fluctuations of PV output power model as Fig. 4-2. Although PV output powers have different

patterns in different season and weather, we also can find some common ground with them. The
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output of the PV System has been captured for a period in a day from 6:00 am to 19:00 pm. It

can be seen from Fig. 4-2 that the peak values occur around 12:00am.

PV power(p.u.)

1 3 5 7 9 11 13 15 17 19 21 23

time (h)
—— Spring-Sunny —=— Spring-Cloudy Spring-Rain
Summer-Sunny —*%— Summer-Cloudy =~ —®— Summer-Rain
—+— Fall-Sunny —— Fall-Rain —— Fall-Rain
Winter-Sunny Winter-Cloudy Winter-Rain

Fig. 4-2 PV output model.

In order to evaluate the impact of PV installation to distribution network, we need obtain
the load fluctuation without the installation of PV grid-connected at first. In this section, a
variety of load cases are adopted. The load data, which collected from the Honjo campus in
Waseda University, were assumed in four patterns, including seasons of spring, summer, fall,
winter as Fig. 4-3. From Fig. 4-3, the spring load and winter load was maximum and minimum
load respectively. And it was obviously that the maximum and minimum of PV output also

appeared in spring and winter. So we make the PV penetration in spring and winter to be the

typical model to research.

40

LoadMW]

1 3 5 7 9 11 13 15 17 19 21 23
time (h)

—=—Spring —#—Summer —¢—Fall - Winter

Fig. 4-3 Load model.
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Then, we assume various scenarios of PV installation in distribution networks and show
evaluation of the influence of PV installation on distribution networks to find the best scenarios
for PV installation. The same value as the peak of the load was assumed to be 100% PV output,
and the cases of 30%, 50%, 70%, 100% are also simulated for comparison. The Fig 4-4, 4-5
shows the spring and winter load model with the cases of 0%, 30%, 50%, 70%, 100% of PV
penetration. By using these data, active power and reactive power are changed along with the

load curve, while keeping the power factor constant.

40
30

20
10 /
0

10 - \\\()/

—20 I I I I I I I I I I I I I I I I I I I I I I I

power[MW]

time (h)

—#—PV=0% —e— PV=30% —4*— PV=50% —8— PV=70% —<— PV=100%

Fig. 4-4 Load with PV penetration in spring model.
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Fig. 4-5 Load with PV penetration in winter model.

4.2.2 Reverse Power

It was assumed to introduce load pattern and PV model in spring and winter to all the

nodes in feeder and to keep the voltages on adequate range (+5%) by the tap control. The
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profile of sending voltage, terminal voltage and the changing of tap position are drawn in spring

and winter model.

7000
6900 |
6800
6700 |
6600 |
6500
6400

Voltage(V)

1 3 5 7 9 11 13 15 17 19 21 23
time(h)
—%—PV (0 —=—PV30% —&—PV50% —4—PV70% —<PV100%

Fig. 4-6 Sending voltage curve in spring model.
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1 3 5 7 9 11 13 15 17 19 21 23
time(h)
—#—PV (0 ——PV30% —— PV50% —&—PV70% —< PV100%

Fig. 4-7 Terminal voltage curve in spring model.
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Fig. 4-8 Tap position.

The different kinds level of PV penetration in distribution networks in spring are shown in
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Fig. 4-6 - 4-8. These figures are sending voltage (V1), and terminal voltage (Vi2), tap position,
respectively. Sending voltage is controlled in order to keep terminal voltage near the normal

voltage of 6600V, and tap change frequency is limited as few times as possible.

--First, in the scenarios of 100% PV installation, the terminal voltage was raised excessively
at peak time of PV output because larger numbers of PV power import to feeder. The terminal
voltage was kept in an adequate range by dropping the sending voltage enough. The frequency

of tap changing increased because the sending voltage was rebounded in night time.

--Second, in the case of 70% PV installation, the sending voltage profile was similar to the
one at 100%, however the terminal voltage was smaller than former, because the PV power
poured in to the feeder was lower. Meanwhile, the frequency of tap changing was comparatively

few because the load was offset by the PV output at the PV output peak time.

--Third, in the case of PV installation 50%, 30%, tap position was regulated so that the
sending voltage was kept high at each time. The range of tap control had allowance because PV

output power compensated voltage drop.

As a result, the node voltages can be controlled within an adequate range by changing taps.
However, if the capacity of PV installation exceeds the allowable range, which is 100% of peak
load in this case, the tap changes frequently. Furthermore, we can get the conclusion that when
the capacity of PV installation larger than 70% of peak load, the reverse power will happen.
Specifically, 0.93MW reverse power flow occurred on 70% PV case, 4.3MW reverse power flow

occurred on 100% PV case.

6950

6900 .
W Sl

T .

6800 | w

6750 | | | | | | | | |
1 3 5 7 9 11 13 15 17 19 21 23
time(h)
—¥— PV 0 —— PV 30% —— PV 50% —— PV 70% PV100%

Voltage(V)

Fig. 4-9 Sending voltage curve in winter model.
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Fig. 4-10 Terminal voltage curve in winter model.
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Fig. 4-11 Tap position.

In winter model, the simulation results are shown as Fig. 4-9 - 4-11. The sending voltages
were basically consistent in all scenarios of PV installation and the terminal voltage kept in a
low voltage level, because the low PV power poured into the distribution network. The tap
change infrequently, just once a day. The reverse power flow of feeder did not occur in all of PV

installation cases.

4.2.3 Electrical line losses

Electrical line losses occur as current flows through conductors, transformers and other
transmission and distribution system devices [4-5]. The magnitude of the losses is related to
current flow and resistance of the devices. Thus, line losses can be decreased by reducing either

the resistance or the current.

With the introduction of PV, the current flows through the conductors are decreased. For
this reason, the electrical line losses of distribution feeder are decreased simultaneously. Fig

4-12 shows electrical line losses with 0%, 30%, 50%, 70%, 100% of PV penetration,
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respectively. Loss reduction, due to installation capacity, was shown to be in the order of
hundreds of kilowatts for 0%, 30%, 50%, 70%, 100% penetration. So we can get the conclusion
that the installation capacity of PV has considerable effects on system losses, higher PV
penetration lower electrical line losses. However, when the PV penetration exceed the 70% of
load, the reduction of losses was not obvious. And we also can note that the decrease of losses

was not obvious in winter because of lower PV ouput power.

1
— 08 [
2
E’J 06
2 B
3 0.4
@]
= 0.2 [
0 . =] .
PV=0 PV=30% PV=50% PV=70% PV=100%
time(h)

O Winter B Spring
Fig. 4-12 Electrical line losses of distribution feeder

4.2.4 Protection System Malfunction

The fault current level describes the effect of faults in terms of current or power. It gives an
indication of the short circuit current or (apparent) power boost. In [4-2] the fault level in p.u. is

defined as

fl=i=—. (4.1)

Where, i is the fault current related to the nominal current and Z is the inner impedance of the
Thevenin representation of the network in p.u.. Example for this value are given in [4-2], typical
fault levels in distribution networks are in a range of 10-15 p.u., where 1 p.u. corresponds to the

rated current.

The fault current has to be distinguishable from the normal operational current for the
relay triggers. If for example, a remote part of a distribution network is equipped with large PV
installations, it could happen that in case of a failure there is almost no significant rise of the
phase current and the fault is therefore not detected from the over-current protection system.
With PV embedded in the network, the fault impedance Z; can also decrease due to parallel

circuits, therefore the fault level increase and there could be unexpected high fault currents in
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case of a failure. This situation puts components at risk since they were not designed to operate

under that circumstance.

Bus 1 Bus 2 Bus 3 ]pv Bus 4

R I, Iy a
| ' g ' g

Fig. 4-13 Short circuit at a. Current from transmission network I,,, current from embedded PV

generator I,

For correct operation it is also important that relay measures the real fault current which
was expected and taken under consideration when relay was configured. Fig. 4-13 shows d
distribution feeder with an embedded PV generator that supplies part of the local loads.

Assuming a short circuit at point g, the generator will also contribute to the total fault current

|, =1 (4.2)

nW+Ipv.

But the relay R will only measure the current coming from the network from the network infeed
Inw. This is, the relay detects only a part of the real fault current and may therefore not trigger
properly. There is an increased risk especially for high impedance faults that overcurrent

protection with inverse time-current characteristic may not trigger in sufficient time.

In order to prove this, we constructed a simulation of short-circuit current analysis for Fig.
4-14 is the simulation structure in the MATLAB Simulink. The voltage of utility source is 110kV
and the ratio of the transformer is 110kV/11kV. The PV source embedded in the Bus 3 and the
voltage of PV output is 11 kV keeping the same with the network voltage. The three phase short

circuit fault occurs at Bus 4. The simulation time is 0.5 s and the fault occurs at 0.2 s.
1) The PV source is not embedded into the bus 3.

The fault current measured of breaker R at bus 2 is shown in Fig. 4-15 (a). The short-circuit
current is suffered a sharply increase at 0.2 s, caused by the fault. Therefore, the fault is easy to
be detected by the protection relay according to the change of current and the breaker R can

trigger timely to protect the networks.
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Fig. 4-14 Simulation structure of short circuit fault with PV generation embedded.
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Fig 4-15 Fault current of Relay R.
2) The PV source is embedded into the bus 3.

The fault current of breaker R with PV source is shown in Fig. 4-15 (b). The changes of fault
current are not as large as the situation 1). The PV source, I,, supplied the partial short-circuit
current to the fault position to make the current at breaker R, I,.u, increase slowly. Therefore, the

breaker may not trigger properly and protection relay may malfunction in this situation.

4.3 Dynamic Model of Distribution Network with PV Generation

In Fig. 4-16, the load consumers can be supplied power from both the utility grid and PV

generator simultaneously.

s |
r G

' | Filter a CB % G
| 3 Switch
' (R Utility
' - generator Transformer power
' @ : Node
b Lond
ZL

1

Fig. 4-16 Block diagram of feeder with PV system connected.
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PV systems, consisting of PV arrays and an inverter, are connected to the distribution
feeder at point "a" and inject the current to the feeder. Therefore, one part of load consumption
is come from the PV systems (G2), and the rest is supported by the utility power (G1). The filter,
installed at the PV side, can eliminate high frequency harmonic signals from the inverter. And
compared to the PV generator, the utility power source could be regarded as an infinity power,
which can supply the large enough power to the load. But for the PV generator, due to the
limited power support, it can be regarded as a controlled source, of which the output current
was limited and usually determined by the weather. Then the equivalent circuit of feeder with

PV system connected was shown in Fig. 4-17.

ipy ! v Ty l, 7, i

Fig. 4-17 Equivalent circuit of Fig. 4.16.

As we mentioned in Chapter 2, PV system can be regarded as a PV-specified node. If the
voltage of PV system is specified to the voltage of utility source, u,=u, then the dynamic of

equivalent circuit of feeder is given by

{)’((t) = AX(t) + Bu(t) _ (4.3)

y(®) =Cx()

Where, x(t)=[i, (1), i, (O], ut)=u, (), yt) =i, (). i,() and i,(t) are the current of PV and

utility source, respectively; u,(t) is the input voltage, and the i (t) is the output current to

node; and
LRt Ll rL-1.R A
Al L Y T P e P B L, L+L L+l c-[i 1] (4.4)
r,L—I,vR R+ 1L Lo
L+l L+1, L+l L+l L L+LL+1

Where r,,, r, are the equivalent resistances of the line from the PV generator and utility

source to load node respectively; | is the equivalent inductance of filter; and the R, L is the

pv

equivalent resistance and reactance, respectively of load Z, .

The complex power of the node is S, . The equivalent impedance of it is:
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Z, =—LL (4.5)

Note that U, is the phasor of the variable u_,and U, isthe complex conjugate of U, .

Let the equivalent impedance of a passive two-port network, N, be Z, =R+ jX; that is, it
is the equivalent resistance, R, and the reactance, X, connected in series. N is an inductive load
when X >0, a capacitive load when X <0, and a pure resistive load when X =0. Actual

power systems are usually inductive, which means that X >0 in most cases. Then we obtain:
Z =R+ joL. (4.6)

If the PV system operates in PQ-specified node type, the voltage of PV system is not
controlled. In this situation, we can regard the PV voltage as an input of system and a new

formulation of system can be obtained.

{Y(t) = AX(t) + BU(t) (4.7)

y(®)=Cx(t)

where X(t) =[i,, (t),i,()]", T(t) =[u, (t),u,, O], y(t)=i_(t). in(t) and i,(t) are the current of PV

and utility source, respectively; up/(t) and uq(t) is the input voltage of PV system and utility

source, and the i;(t) is the output current to node. And

LR+, L+r,l, rL-I.R L+, -L
1S e Y Y T Y B I ) L L+ L+ L L+ L+
A= P P p p , B= P P 3 P C:[l l] (4‘.8)
r,L=IvR IR+ +r,L -L L+,
LL+LL+L L LL+LL+1 L Ll L+l L+1

where the parameters is the same with equation (4.4).

4.4 Eliminate the Impacts of PV Generation

In this research, the fault diagnosis objective is the load node. According to the fault
diagnosis method based on EID approach in chapter 3, the EID of load should be obtained at

first. Due to the PV system installing, the situation changed.

4.4.1 Impacts of PV Disturbances on Fault Diagnosis

As mentioned in the chapter 3, the system of the feeder with disturbance is given by

{)‘((t) = AX(t) + Bu(t) + B,d(t) (4.9)

y(®)=Cx(®)

1) If the PV system is regarded as PV-specified node, d(t) consists of two parts: the
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disturbance of load variation and disturbance caused by PV output fluctuation, as shown in

(4.8).

dt)=d, (t)+d,,®). (4.10)

Where, d.(¢t) is the load disturbance and d,.(t) is the PV disturbance, which are explained as

following.
a). The load disturbance, d.(t).

The load disturbance is caused by the power consumers. The disturbance of load, d;(t), can

be divided into two portions (4.9): normal disturbance and fault disturbance.

d.®)=d,®)+d,1). (4.11)

Where, d;n(t) is fault disturbance, and d;ft) is normal disturbance.

For an actual power system, the power consumption of a node always changed. Therefore,
we regard the disturbance caused by the variation of power consumption as parameter
disturbances, which is normal disturbance. If a fault occurs, the system will suffer from a
sharply variation and a large disturbance would be generated to the system. The method, how

to distinguish the normal disturbance and fault disturbance, was proposed at chapter 3.
b) dp(t) is PV disturbance.

The output power of PV systems is not stable and changed with the weather and irradiation.
The variation of PV output will lead to the disturbance to the utility network, and we call it PV
disturbance. We should note that, the PV disturbance is not a fault to the system, but it will
result in a serious impact on the fault diagnosis based on EID approach. For a feeder with PV

system installed:

(1) If the PV output is stable and unchanged, the PV disturbance is small and almost to
zero. The disturbance of system, d(t), is approximate to d;(t). Therefore, the EID of
d(t), de(t), estimated by EID approach can applied to distinguish the fault.

(2) If the PV output varied frequently, the PV disturbance can not be ignored even very
large, and cause the d(t) become large, too. Although the fault do not occurred to the
system, as the d(t) is too large to below the allowable range of system, the diagnosis

result would be mistake.

Therefore, in this situation when PV system embedded, we should eliminate the PV

disturbance at first, and then the proposed fault diagnosis method can be applied properly.

2) If the PV system is regarded as PQ-specified node, d(t) is the disturbance of load to the
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system and can be represented as:

T

dty=[d,,® d_, O] (4.12)

Where, the d; ;(t) is the disturbance of load to the PV system and d; _4(t) is the disturbance of
load to the utility source. They can reflect the influence of load to the power supply, according to

the definition of EID approach, therefore both of them should be used to diagnose the fault.
4.4.2 Calculate the EID of PV Disturbances

Form the disturbance equation (4.10), the disturbances of PV, d,.(t), need to be separated
primarily. We assume that the power consumption of node is not changed, (R, L are constants),
then d,(t). Substituting it into the equation (4.11), yield:

d.(t)=d, ,, ). (4.13)

Putting (4.13) into (4.9) and applying the EID approach, the estimation of d,.(t), dev(t) can be

calculated.

For the PV generator, the output voltage, up, strictly keeps the same with the utility voltage,
Uq, by a voltage controller, and the output current, i,, changes with the output power of PV
generator. In order to maintain the output voltage stability, the voltage controller will change
the value of resistance of PV, r,, with variation of i,. Under this situation, the parameter
fluctuation of PV, r,, will bring disturbances to the system. However, the r, can not be
measured directly and the i,, will be measured instead. We use the measurable i,, to evaluate
the parameter rp,.

From the system (4.9), yield the equation (4.14):

L, () + i, () =1, (t

r, () == a0 a_.a() o) (4.14)

Iy (D)

Discretize it, yield:

O WAL, (4.15)

Aiy, (k)

i —i (k= i (kK)—i (k-1

where Aia(k):W' A, (k)= o (0 A:V( ) and At is the sampling interval

time, At=t(k)—t(k-1).
Until now, the parameter of r,, can be calculated, and substitute it into the EID estimator

(4.15), finally, the d. ;(t) can be obtained.
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4.4.3 Thresholds of EID

For the different dynamic model for a load cluster with PV generation embedded, the

thresholds of EID are different.

1) If the dynamic model is the fashion as the model (4.3), two fault detection thresholds for
the EID are set.

a) Absolute threshold, ds_.(t): the smallest EID that indicates a fault;

b) Differential threshold, dp.(t): the smallest rate of change for the EID that indicates a
fault.

When either &e_L(t)

deiL(t)‘ >d, , or >d; ,,afaultis considered to have occurred.

2) If the dynamic model is the fashion as the model (4.7), the dynamic model has two input
channel: voltage of PV generation and voltage of utility power. Therefore, the EID estimations

also have two dimensions concomitantly. In this situation, the thresholds need two dimensions.

a) Absolute threshold, [d e > d Az_eT: the smallest EID in two input channel. If both

d\eiL(t)‘ 2 dAlie and

deiL (t)‘ >d,, ., the absolute threshold condition is broken.

b) Differential threshold, [le_e Aoy e T : the smallest rate of change of EIDs that indicates

a fault. If both dAeiL(t) >dy, . and dAeiL(t) >d,, ., the differential threshold condition are

broken.

When either absolute threshold or differential threshold is broken, a fault is considered to

have occurred.

4.5 Application to a Test Model

Simulations were carried out in MATLAB Simulink tools to demonstrate the validity of the

EID-based Fault diagnosis method.

4.5.1 Data of Test Model

The parameters of system are list in Table 5-1, and the system matrixes of (4.4) were

-377.4 3774 0
A= ,B= ,C=[1 1] (4.16)
-1193  -3297 1349
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TABLE 4-2 PARAMETERS OF TEST SYSTEM

Variable Description Value
U, The utility voltage 110V
Ta The resistance of utility line 1Q
Upy The PV output voltage =U,
Tpv The resistance of PV line 1Q
Lpv The inductance of filter 2.65 mH
Payg The average of active power 283 kW
Qavg The average of reactive power 219 kVAR

An optimal observer gain, K, was calculated for (4.7) that minimized the performance

index:

3=["{pxOT Qv +[u)] uwldt (4.17)
Where, p=2x10°,Q= Ll) 182 } The parameters yielded:

K =[416,935] . (4.18)

4.5.2 Thresholds Setting

Before the fault diagnosis, the suitable thresholds of EIDs must be set at first. The normal
load variation was introduced into the simulation, and the EIDs of system and its rate of change
are shown in Fig 4-18. It is clear from the figure, the EIDs were consistent in the range of [8 V, -8
V] and the differential of the EIDs were kept in the range of [3000 V/s, -3000 V/s]. Therefore,
the thresholds of EID were set to:

d, . =8, dp , =3000. (4.19)

_e

4.5.3 Components and Structure of Simulations

The simulation architecture of the method was shown in Fig. 4-19. The system includes

four function modules,

a) Fault Disturbance Design (FDD) module. Generate the normal or fault disturbances and

introduce them into the system disturbance estimation module.

b) System Disturbance Estimation (SDE) module. Apply the EID approach, estimate the EIDs
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of the system, d,(t).

c) PV Resistance Evaluation (PVRE) module. According to the measurement of PV output

current, i,, evaluate the equivalent resistance of transmission line from PV generator to load

node, rp,.

d) PV Disturbance Estimation (PVDE) module. Estimate the EIDs of PV generator by EID

approach, depv(t).
8
E 4 —_ """"""""""""""""""""""""""""""""""""""""""""""""""""""""""""""
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Fig. 4-18 EID estimates of system, de 1), de (t), while the load varied in normal. To simulate easily,

the simulation time shorten to 1s proportionally.
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Fig. 4-19 Simulation structure of fault diagnosis method based on EID approach.
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4.5.4 Simulation Results

In this study, we concern the short circuit fault occurs at the load node. From the viewpoint
of power supply, the short circuit fault at the node causes an instantaneous load increasing
quickly. As shown in Fig. 4-20, there is a sharp increment at 0.3 s. This kind of fault disturbance
combined with the normal disturbances was added to the FDD module to test whether our
method can identify the fault successfully, and to verify whether our method can eliminate the
parameters influence of the PV generator. Simulations were divided into the following two

scenarios.

Load [p.u.]

Fig. 4-20 Load parameter variations when the short circuit fault occurs.
a) Simulations for Invariable ry,

We assumed that the PV output current was stable and the resistance, rp, is a constant.
Applying the EID approach yielded the EID of system, de(t), and its differential, de(t) (Fig.
4-21).

15 | |
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Fig. 4-21 EID estimates of system, de ), de (t), while the PV output is stable.
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[t is clear from the Fig. 4-21, both the value of (ie (t) and (ie (t) exceeded the absolute and
differential thresholds during the periods [0.3 s, 0.6 s]. These mean that a fault occurred during
that time. The diagnosis results were consistent with the fault disturbance designed previously.

Meanwhile, the EID of PV is nearly equal to 0 (Fig. 4-22). Therefore, the influence of PV can be

ignored for fault diagnosis.

1.0 : 3
> 0.5 — ,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,, ,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,
S 0+ I S S
' 05 — rrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrr rrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrr
1.0 : , . , .
0.30 0.40 0.50 0.60

1[s]
Fig. 4-22 EID estimates of PV generator, dpv (1), while the PV output is stable.

b) Simulations for variable r,,
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Fig. 4-23 PV variation, i,y and rp..

The influence of PV fluctuation was considered in this scenario. Fig. 4-23 shows the
variation of PV output current, i,, and the equivalent resistance, rp,. ip, decreased during the

periods [0.3 s, 0.6 s] and at the same time, r,, increased to keep the PV output voltage stable.

In this situation, both the EID, de (t), and its differential, &e(t), (Fig. 4-24) reduced, and
returned to the allowable range. So, we may not find a correct result if the EID is used to

diagnose the faults. Fig. 4-25 shows the EID of the PV generator. Clearly, the big fluctuation of
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the PV parameters during the periods [0.3 s, 0.6 s] produced a large EID, &e (t), and it mixes

with EID of load node, de_L (t) (4.8), so that the EID, de (t), reduced. Therefore, in this situation,
the EID of the load node should be used to diagnose the fault instead.

10

d, () [V]

A

(¢) [Vis]

d,

t[s]

Fig. 4-24 EIDs estimates of system, (ie M, (ie (t), while the PV output is variable.

According to equation (4.9), we calculated the EID of the load node, dAeiL(t), which
represents the disturbance only from the load node and eliminates the influence of the PV

generator. Fig. 4-26 shows that, during the periods [0.3 s, 0.6 5], deiL(t) and deiL(t) was out

of the allowable range. This gives the correct diagnosis results.

8
S
s o
; -
('Em _4_-

de_pv (®) [V/s]

A
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Fig. 4-25 EIDs estimates of PV dli o (D), dAei o (1), while the PV output is variable.
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Fig. 4-26 EIDs estimates of load node, d:tL v, d:tL (t), while the PV output is variable.

From de(t) at the first scenario and deiL(t) at the second scenario, we calculated the
error, Ad(t)=d,(t)—d,  (t) (Fig. 4-27). It is clear from the figure that the error is small. It

means that the influence of the fluctuation of the PV parameters to the fault diagnosis was

eliminated almost completely.

1.0
0.5 4
.
-0.5 4 ‘ ‘ ‘ ‘
-1.0 I I I I

Ad(t) [V]

t[s]

Fig. 4-27 Errors of EID estimates between d.(t) of scenario 1) and d. 1(t) at the second scenario 2).

4.6 Conclusion

In this chapter, a new fault diagnosis method based on EID approach for a load cluster with
PV system embedded was describes. With the PV systems installed in the distribution network as
distributed generators, many new problems, such as fluctuation of PV output and malfunction of
relays caused by PV power injected, appears to the conventional fault diagnosis method. Firstly, based
on the PV output power data collected from the PV systems installed at Honjo campus of Waseda
University, the impact of PV system on the distribution network such as the voltage profile improving,

electrical losses, and reverse power were analyzed. Secondly, the fault diagnosis method based on
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EID approach for the load cluster with PV system connected was proposed. The fluctuation of PV
output lead to the disturbance to the utility grid and this disturbance mixed with the fault signal, which
brings a negative impact on the fault diagnosis method based on EID approach. To eliminate the PV
influence, a PV output disturbance estimator was designed. By measuring the PV system output
current and make it as an input to the PV output disturbance estimator, the disturbance of PV can be

calculated and the fault signal was abstracted successfully.

Simulation results on the test model demonstrate the validity of the method. The results
show that the influence of PV system was eliminated, and the fault is correctly identified
successfully using the EID of load. Comparing with other methods, our method does not need to
install any new device or modify the setting of existing device. It can save the cost for power

grid upgrade when installing a large scale of grid-connected PV systems.
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Chapter 5
EID-based HFD Method Applied to the IEEE 37 Nodes
Test Feeder

5.1 Chapter Introduction

The hierarchical fault diagnosis method based on EID approach has been described
detailedly in the former chapters. In the chapter 2, the construction method of HFD model was
proposed. The HFD model was divided into multiple load clusters and multiple layers. The fault
diagnosis could be carried out from the top down through the layers of the HFD model to
gradually locate a fault. In our method, the load cluster is the basic unit for fault diagnosis and
the fault could be located at node number finally. In the chapter 3, the fault diagnosis method
based on EID was explained. This method was used to diagnose the fault of the load cluster. In
order to eliminate the influence of PV system to our fault diagnosis method, a fault signal was

abstracted from the EID by removing the fluctuation caused by the PV system, in chapter 4.

In this chapter, in order to make the procedure of HFD Method easy to understand and
demonstrate our method is effective and valid, the IEEE 37 nodes test feeder model [5-1] is used

as an example. The structure of this chapter is planned as follows:
Section 5.2: The IEEE 37 nodes test feeder model structure and data is given out.

Section 5.3: The HFD model structure, the model parameter and dynamics for each load

cluster are given out.

Section 5.4: Procedures of fault diagnosis method for the IEEE 37 nodes test feeder model

are explained. The simulation and results are discussed.

5.2 Data of IEEE-37 Feeder

The IEEE 37 nodes test feeder model is an actual feeder located in California [5-1]- [5-3]. In
this feeder, all the loads are spot load and consisting of constant PQ, constant current and
constant impedance. The feeder contains two transformers and the data are shown in Table 5-1.
In this feeder, Node 799 is the power substation, and the other nodes are loads. A step-down
transformer connects the substation to each load, and another transformer is used between
Nodes 709 and 755. The transformer between Nodes 709 and 755 is considered to be a simple
gain factor to simplify modeling and is ignored in the analysis of fault diagnosis. The output

voltages from the transformer are balanced three-phase of 1.03 per unit.
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TABLE 5-1 TRANSFORMER DATA OF IEEE-37 FEEDER

kVA kV-high kV-low R-% X-%
Substation: 2,500 230D 48D 2 8
XFM -1 500 48D 0.480 D 0.09 1.81
799
!/; ® 724
722
712 o——o 707
¢ 701
742 I 713 704
® ® ® ¢ 720
705 702
714 ® 706
729 744 727
® ® @ 703 718
I 725
728 ® 730
732 708 709
[ ® I ® 731
736 ® 733 775
710 734
740
735 I
[ ® ®
737 738 711 741

Fig. 5-1 IEEE 37 Nodes test feeder (IEEE-37 feeder).
Table 5-2 gives the Line Section Data for this system.

TABLE 5-2 LINE SECTION DATA OF IEEE-37 FEEDER

Node A Node B Length(ft.) Config.
701 702 960 722
702 705 400 724
702 713 360 723
702 703 1320 722
703 727 240 724
703 730 600 723

91| Page
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704 714 80 724
704 720 800 723
705 742 320 724
705 712 240 724
706 725 280 724
707 724 760 724
707 722 120 724
708 733 320 723
708 732 320 724
709 731 600 723
709 708 320 723
710 735 200 724
710 736 1280 724
711 741 400 723
711 740 200 724
713 704 520 723
714 718 520 724
720 707 920 724
720 706 600 723
727 744 280 723
730 709 200 723
733 734 560 723
734 737 640 723
734 710 520 724
737 738 400 723
738 711 400 723
744 728 200 724
744 729 280 724
775 709 0 XFM-1
799 701 1850 721

Table 5-3 gives the Overhead Line configuration codes for this system.

TABLE 5-3 OVERHEAD LINE CONFIGURATIONS OF IEEE-37 FEEDER

Configuration. Phasing Cable Spacing ID
721 ABC 1,000,000 AA, CN 515
722 ABC 500,000 AA, CN 515
723 ABC 2/0 AA, CN 510
724 ABC #2 AA, CN 510
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Table 5-4 gives the Bus Load Data of the system.

TABLE 5-4 Bus LOAD DATA oF IEEE-37 FEEDER

Node Load Ph-1 Ph-1 Ph-2 Ph-2 Ph-3 Ph-4
Model kW kVAr kW kVAr kW kVAr
701 D-PQ 140 70 140 70 350 175
712 D-PQ 0 0 0 0 85 40
713 D-PQ 0 0 0 0 85 40
714 D-I 17 8 21 10 0 0
718 D-Z 85 40 0 0 0 0
720 D-PQ 0 0 0 0 85 40
722 D-1 0 0 140 70 21 10
724 D-Z 0 0 42 21 0 0
725 D-PQ 0 0 42 21 0 0
727 D-PQ 0 0 0 0 42 21
728 D-PQ 42 21 42 21 42 21
729 D-I 42 21 0 0 0 0
730 D-Z 0 0 0 0 85 40
731 D-Z 0 0 85 40 0 0
732 D-PQ 0 0 0 0 42 21
733 D-I 85 40 0 0 0 0
734 D-PQ 0 0 0 0 42 21
735 D-PQ 0 0 0 0 85 40
736 D-Z 0 0 42 21 0 0
737 D-I 140 70 0 0 0 0
738 D-PQ 126 62 0 0 0 0
740 D-PQ 0 0 0 0 85 40
741 D-1 0 0 0 0 42 21
742 D-Z 8 4 85 40 0 0
744 D-PQ 42 21 0 0 0 0
Total 727 357 639 314 1091 530

In this feeder, we assume that some PV systems are embedded into the feeder. The

information of PV systems is shown in the Table 5-5.

TABLE 5-5 DATA OF PV GENERATION

PV Location Load of the nodes PV capacities, PV operation Specified

number node [kW] +j [kVAR] [kW]+ ] [kVAR] model voltage
PV 1 741 42+j21 21+j10.5 PQ-specified /
PV 2 735 85+ 40 43+j20  PQ-specified /
PV 3 732 42+ 21 21+4j0  PQ-specified /
PV 4 725 42+ 21 42+j10  PQ-specified /
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PV 5 728 126+ 63 63+j0  PV-specified 0.95 p.u.
PV 6 742 85+ 40 42.5+j0  PV-specified 0.95 p.u.

5.3 HFD Method for IEEE-37 Feeder

In this section, the HFD model and the procedures of HFD algorithm are given out.

5.3.1 HFD Model

Applied the construct method of HFD model, the hierarchical model of IEEE 37 nodes test

feeder is given out in Table 5-6.

TABLE 5-6 HIERARCHICAL STRUCTURE OF IEEE-37 FEEDER

Layer 0
c” —  Wholenetwork Nodei, ie®.
Layer 1
c” = c: Root node (Node 799, which is the substation).
ch: Node 701.
G Nodei, ie®\{701,799}.
Layer 2
c = ) Node 702.
) Nodes 705, 712 and 742.
C): Nodei, ie®,.
Ce): Nodei, ie®,.
Layer 3
) = o) Node 705.
o) L Node 712.
co Node 742.
) = Co Node 703.
o Nodes 727,728, 729 and 744.
Co L Nodei, ie®,.
) = co L Node 713.
Cco Node 704.
(S Node 714 and 718.
o Node 706, 707, 720, 722, 724 and 725.
Layer 4
o = ch Node 727.
CY Node 744, 728 and 729.
o, = cY Node 730.
L, Node 709.
c L, Nodei, ie®,.
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ch L, Node 775.
G s Node 731.
G, = e Node 714.
N Node 718.
G = Co Node 720.
C e Node 707, 722 and 724.
CY Node 706 and 725.
Layer 5
Gh., = co),.: Node 744.
CH),: Node 728.
Coly: Node 729.
(G = Coly Node 708.
Cl.,: Node 732.
Co).y: Node i, ie®;,.
Ch., = o Node 707.
ol Node 722.
Cil s Node 724.
s = Ciy Node 706.
Cit: Node 725.
Layer 6
Citsa = o Node 733.
e Node 734.
Co) s Node 710, 735 and 736.
CLo Node 737, 738, 711, 740 and 741.
Layer 7
Cosss = Cl Node 710.
CDss Node 735.
Ci s Node 736.
Coitsaa = Cl Node 737.
Cln: Node 738.
Cl s Node 736.
Cl s Node 711.
Cil s Node 741.

Where &= {799,701,702,705,712,742}U<1)2U(1)1 is the set of all the nodes in the feeder and
n, =37. ®, ®,, ®,, ®,, O, isthesubsetof the nodes.
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@, ={703,727,744,728,729} @, , n, =21
@, ={713,704,714,718,706,707,720,722,724,725} , n, =10
@, ={730,709,775, 7313 J®,, n, =16
@, ={708,732)| J®,, n,, =12

@ =1{733,734,(710,735,736),(737,738,711,740,741)}, n,_ =10.

G(O) (Whole network) >

2 o
{N799} {N7o1}
|
2 )
! 2
{N701}
1T 1 [ -
3) (3) (3) 3

G| Gaal| CGaal | Ga
{N705 3| IN712 3| [{N742 3| |[{N703}

3
Cg_z_z @
{N704}
il | | el @
{N71g}| [{N720}

[ [
4
|| s

4
Cg 3)21

{N727} {N730 )| [{N709}
I S —  — — ——
Coh || || Cos| | 533 S [ | Collioa || Caas S| | Cusa
{N74a}| |{IN 728 [{N720 3] [{N708} {N722 [ |{N724} {N706}| [{N725}
| I
| |G @ @
{N733}|  [{N734)
[ i I | — 1 1 |
Chanar | | Cazsanl | Chaaas Cya3a1 || O30 | | C5F33a3 | | Chs3aa | [ Cih33a5
{N710) | [ (N73s) | | {N736) {N737} || {N738) || {N736) || (N7ua) || {N741)

Fig. 5-2 Hierarchical structure of IEEE 37 nodes test feeder

Then the hierarchical structure of IEEE 37 nodes test feeder was constructed in Fig. 5-2.
The hierarchical model contains 7 layers and each layer was divided into several load clusters,
for example, there are 3 load clusters in layer 1 and 8 load clusters in layer 7. In the figure, there

are two type of load cluster: square and circle. The squares type indicates single-node clusters,

like the cluster C{°), which can not be subdivided in the next layer. The circles type indicates
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multi-node clusters, like the cluster Cz(“, which can be subdivided in the next layer. The fault
diagnosis will be located at the square type load cluster finally. The bottom of hierarchical

model only contains square clusters.

Apply the aforementioned dynamic model calculation method in Chapter 2, all the dynamic

models for the load cluster in IEEE-37 feeder are shown in Table 5-7.

TABLE 5-7 DYNAMIC MODEL OF LOAD CLUSTERS FOR IEEE-37 FEEDER

Dynamic model

of load cluster Matrix A Matrix B Matrix C Matrix D
c -603.782 27.114 0.847 0.948
c -579.788 72.781 0.802 0.862
C -509.487 1.652 0.668 0.997
G2 -657.436 8.240 0.949 0.984
C2 -624.228 29.663 0.886 0.944
2 -622.655 34.512 0.883 0.934

) -872.421 16.053 1.358 0.970
Y, -902.217 15.336 1.414 0.971
U3 -659.520 4.330 0.953 0.992
U3 -630.965 11.021 0.899 0.979
U3 -618.004 11.192 0.874 0.979
(US -652.206 15.545 0.939 0.970
U3 -487.496 4.950 0.626 0.991
(S -512.689 4.658 0.674 0.991
S -660.372 5.724 0.955 0.989
U3 -628.086 22.168 0.893 0.958
G -626.304 1.899 0.890 0.996
Y, -619.640 9.359 0.877 0.982
(G -546.236 4.387 0.738 0.992
G -859.870 10.900 1.334 0.979
G sy -613.942 36.954 0.866 0.930
sy -1413.470 15.769 2.386 0.970
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Ci o -1267.671 12.762 2.109 0.976
G -661.184 1.777 0.956 0.997
G -1119.493 10.070 1.827 0.981
o as -969.202 7.702 1.541 0.985
G s -629.501 12.911 0.896 0.975
G s -648.235 5.841 0.932 0.989
Col, -626.304 1.899 0.890 0.996
c, -622.948 5.656 0.884 0.989
CHs -626.304 1.899 0.890 0.996
CoL, -969.202 7.702 1.541 0.985
ci, -626.304 1.899 0.890 0.996
Cols -618.816 28.237 0.876 0.946
CoL, -893.350 6.642 1.397 0.987
City -625.411 7.232 0.888 0.986
Cils -626.304 1.899 0.890 0.996
CoLs -740.414 4.777 1.107 0.991
City -626.304 1.899 0.890 0.996
o -663.404 3.974 0.960 0.992
o, -626.304 1.899 0.890 0.996
C) s -649.827 9.727 0.935 0.982
C s -623.442 17.431 0.885 0.967
CD) s -663.404 3.974 0.960 0.992
Cllsn -663.404 3.974 0.960 0.992
C) s -626.304 1.899 0.890 0.996
C -622.394 6.277 0.883 0.988
C i -632.919 5.710 0.903 0.989
C s -626.304 1.899 0.890 0.996
C) s -663.404 3.974 0.960 0.992
C) s -626.304 1.899 0.890 0.996
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5.3.2 Procedures of HFD Algorithm

According to the HFD algorithm is described in Chapter 2. The fault diagnosis procedure for
the IEEE 37 nodes test feeder is given out. The fault diagnosis starts from the layer 1.

Step 1) Monitor Layer 1 of the hierarchical model by estimating the EID in a real-time
fashion. If a fault occurs (that is, if the estimated EID or its rate of change exceeds the threshold),
then go to the next step.

Step 2) Go to Layer 2 and estimate the EID for each cluster in this layer to determine which
cluster contains the fault (C\*) in the example). If the cluster containing the fault has only one

node, go to Step 7.

Step 3) Go to Layer 3 and estimate the EID for each cluster in this layer to determine which
cluster contains the fault (C{°} , in the example). If the cluster containing the fault has only one

node, go to Step 7.

Step 4) Go to Layer 4 and estimate the EID for each cluster in this layer to determine which
cluster contains the fault (C{") , , in the example). If the cluster containing the fault has only

one node, go to Step 7.

Step 5) Go to Layer 5 and estimate the EID for each cluster in this layer to determine which

cluster contains the fault (C),, in the example).

Step 6) Determine the type of fault by analyzing the amplitude and phase of the estimated
state of the smallest cluster containing the fault (C%),, in the example), which was produced by

the dynamic model.

5.4 Application to IEEE-37 Feeder Model

In this section, we assume the fault nodes and fault type to the feeder model. Apply the HFD
method to diagnose the feeder to locate the fault node and detect the fault type according the
procedures. Comparing the diagnosis result with the assumption, the effectiveness of our

method can be testified.

5.4.1 Design of Fault Disturbances

From the aforementioned fault disturbance design, the fault will cause a remarkable
increase in the magnitude of current. Meanwhile, the fault will cause the power factor of the
node changing. Generally speaking, the power factor should be in the range [0.86, 1] to

guarantee the stability of a power system. That means that the power factor angle,
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0 e[-30°,30°].

In the simulation, two types of faults (Fig. 5-3) are considered: For one, the amplitude of
the load exceeds the maximum; and for the other, both the amplitude and the power factor of
the load are outside the allowable range. The two type faults were added to the load cluster

CY ., and C),,, respectively and testify whether the disturbances caused by the faults can

be detected by EID approach.
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Fig. 5-3 Faults in IEEE-37 feeder: (a) amplitude type and (b) phase type.

5.4.2 Thresholds Setting for All Load Clusters

Simulations were carried out on the IEEE-37 feeder model to illustrate the fault diagnosis
procedures of the EID-based HFD method and demonstrate the validity of the method.
Measurement noise is a key factor that affects the precision of fault diagnosis in power systems
[5-4]. To determine if our method is practical, simulations were carried out with white noise in

the measurements, and the signal-noise ratio (SNR) was set to 30 dB.

According to thresholds setting method mentioned in chapter2, the allowable range of load
is [Si_min, St_max], and Si_min = 0.4 p.u., Si_max= 1.2 p.u. and S;_avg = 0.75 p.u. Then the thresholds for

all the load cluster was set to

d, . =2500, d, , =80000. (5.1)
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5.4.3 Simulation Results Analysis

Applying the EID approach to Layer 1 yielded an estimate of the disturbance, d”(t) (Fig.
5-4). The value exceeded the absolute threshold during the period [0.35,0.55], which means

that a fault occurred during that time.
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Fig. 5-4 EID estimate, d?(t), for Layer 1.
Next, Layer 2 was checked and estimates were obtained for the EIDs d?, (t), d',(t),
d2,(t), and d?,(t), for Clusters C, €%, €2, and C?}, respectively. Fig. 5-5 shows

d}f)je(t) (j=1,2,3,4) and their derivatives with respect to time during the period [0.3,0.5].
d2.t) and d2,(t), and d?,(t) and d{, (), were outside the allowable ranges, but the

EIDs of the other clusters exhibited no abnormalities. This means that faults occurred in

Clusters C°) and C.%,.
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Fig. 5-5 EID estimates, d{,(t) and d,(t) (j=12,3,4), in Layer 2.

2-je

Two clusters in Layer 3 were analyzed to further locate the faults:

101] Page



Chapter 5

1) Regarding Cluster C) (Fig. 5-6), d®, . (t) for Cluster C,, was outside the
allowable range, which means that a fault occurred there.
2) Regarding Cluster C, (Fig. 5-7), d,,,(t) for Cluster C,_, was outside the

allowable range, which means that a fault occurred there.

3
;4)3416 (t)

A

3
;4)342(:‘ (t)

A

3
;4)3436 (t)

Fig. 5-6 EID estimates, d;ig_je (t) and &;i;_je t) (j=1,2,3),in Layer 3.

t [s] 1 [s]
Fig. 5-7 EID estimates, (jg‘fje(t) and (iz(ﬂfje(t) (j=1,2,3,4), in Layer 3.
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Two clusters in Layer 4 were analyzed to further locate the faults:
1) Regarding Cluster C°), (Fig. 5-8), d\*,, ,.(t) for Cluster C*), , was outside the
allowable range, which means that a fault occurred there.

2) Regarding Cluster C,_, (Fig. 5-9), d{*), ,.(t) for Cluster C*),, was outside the

allowable range, which means that a fault occurred there.

30 100
= 1-05 1 T 0
> 07 2> 0
TI=05- Zi= 50
3.0 -100
— 100
K iy
_ i z 0
I =8 T -50

0.3 0.4 0.5 0.3 04 0.5

1 [s] t[s]

Fig. 5-8 EID estimates, dé‘nge (t) and d;i;fsfje (t) (j=1,2,3), in Layer 4.
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Fig. 5-9 EID estimates, d;ﬂ_3_je (t) and d;ﬂ_3_je (t) (j=1,2),in Layer 4.

103]| Page



Chapter 5

Since Cluster Cz(‘_';_4_2 contains only Node 718, this node must have a fault. On the other

hand, C!*),, contains three clusters; so more analysis is needed.

20

iy (1) [KV]

A

dipyy (1) [kVIs]

A

(5) () I (5)
623331 023332 623333

Fig. 5-10 EID estimates, d'3),,.(t) and d3.,.(t) (j=1,2,3), in Layer 5.

The results for Cluster C\*), , of Layer 4 (Fig. 5-10) show that d$), (t) for Cluster

C%),, was outside the allowable range. Since Cluster C.;),, contains only Node 732, that is

where the faultis.

In this way, the locations of the faults were narrowed down to Nodes 718 and 732; but the
types are still unknown. This information is obtained from an analysis of the system states, that

is, the currents, of the layers with a fault (Fig. 5-11). The calculated amplitudes and phases of

the estimated states, 1.*) , ,(t) and i), (t), yielded the following information:

1) For Node 718, the amplitude of the current was outside the allowable range, and the

phase shifted so much that Condition (5.1) failed. So, both the amplitude and phase of the state

were abnormal.

2) For Node 732, the large change in current during the period [0.3,0.5] was outside the

allowable range; but the change in phase was small. So, only the amplitude of the state was

abnormal.
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Fig. 5-11 Amplitudes and phases of (@) 1", , (Node 718) and (b) )., (Node 732).

The infinity and Euclidean norms of the EIDs of different layers can be used to assess the
damage caused by faults at different levels [5-5] - [5-7]. More specifically, the infinity norm is
related to maximum power, and the Euclidean norm is related to total energy. Tables 5-7 and

5-8 show the infinity norm and Euclidean norm of the EIDs for faulty and normal load clusters,

respectively, in different layers.

The tables tell us two things. One is that the norms of the EIDs are much larger for faulty
clusters than for normal ones. The other is that the norms of the EIDs of faulty clusters increase
with the depth of the layer. This means that a fault strongly affects a local network, but has less
effect on other parts of the system. Since an EID is the input signal for a layer, its norms show
what impact a fault has on power supply at different levels. This can aid a decision system in

making appropriate choices for system recovery.

TABLE 5-8 INFINITY AND EUCLIDEAN NORMS OF ESTIMATED EIDS OF FAULTY LOAD CLUSTERS

Layer Load Cluster Infinity norm Euclidean
1 P 3856 47757
2 2 4915 64088
2 C) 4865 59326
3 (G 12811 172305
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3 S 13693 201428
4 (G 18762 263513
4 GIN 17658 227991
5 cl,: 24582 353370

TABLE 5-9 INFINITY AND EUCLIDEAN NORMS OF ESTIMATED EIDS OF NORMAL LOAD CLUSTERS

Layer Load Infinity  Euclidean Layer Load Infinity Euclidean
Cluster norm norm Cluster norm norm

1 e 2367 29,257 - - - -

2 ) 2122 28,747 2 c? 1884 21,745
3 Co) 2222 29,399 3 cY 2281 28,503
3 o 1704 18,813 3 (S 2064 23,757
3 o 2423 31,387 3 o, 2388 31,815
3 o . 1984 24,777 3 cd, 2145 28,458
4 cY.,,: 1822 23,413 4 S 1279 14,925
4 (N 2226 21,253 4 G 2124 31,049
4 G 2323 27,620 4 CY 2400 33,689
4 C ., 2242 26,366 4 Ch L 2425 32,338
4 Ch .t 2040 21,703 4 C s 2190 31,377
5 CH)y 2478 29,042 5 6R 2337 32,251
5 Col, 2303 27,064 5 CH)., 1602 19550
5 Coby: 2245 28,344 5 CHs 1897 20,713
5 Colye 2182 25,167 5 o, 1823 24,953
5 Coly 1863 20,804 5 ol 1873 26,511
6 CY) 2157 23,814 6 o) 2005 24,321
6 C) 2022 24,289 6 CoL, 1725 21,786
7 Cln 1934 21,713 7 C st 2004 18,297
7 CD ot 1712 19,072 7 C) s 2196 23,598
7 CD s 1847 20,681 7 C i 2052 20,605
7 Cl s 2227 25,570 7 Ci s 2131 22,006
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5.5 Conclusion

In order to make the procedure of Hierarchical Fault Diagnosis Method easy to understand,
the IEEE 37 nodes test feeder model was used as an example in this chapter. Firstly, the
hierarchical model of the system and an EID estimator for the dynamic model of load cluster in
each layer was constructed. Secondly, procedures of the HFD method were described. Fault
diagnosis was carried out from the top down through the layers to gradually locate the fault
nodes. Finally, after located the fault, the type of fault was identified using of the amplitude and

phase of the estimated state.

Simulation results on the IEEE 37 nodes test feeder model show that our method is
effective, and that faults were correctly diagnosed in spite of the noise. Furthermore, our
method not only determined whether or not a fault occurred, but also can assess the damage

caused by a fault at different levels of the system.
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Chapter 6
Conclusions and Further Works

6.1 Conclusion

The thesis proposed a new HFD method based on EID approach for power system

distribution network with PV system embedded.

In chapter 2, construction method of the HFD Model was proposed. Due to the complex
structure of distribution network, using an entire model of it for fault diagnosis was very time
consuming, therefore the HFD model for distribution network was set up. In the HFD model, the
distribution network was built by first dividing it into multiple load clusters based on the
locality and/or logical topology. Each cluster contained a number of load nodes. Then the
clusters were subdivided successively into smaller load clusters. This produced both a
multilayer structure and a hierarchical model of the system. Fault diagnosis was carried out
from the top down through the layers to gradually locate a fault and to identify its type. The
parameters of HFD model were calculated by the BFS power flow calculation algorithm.
Meanwhile, in the power calculation the PV system can be classified into two types: the
PV-specified nodes type and the PQ-specified node type, thus we improved the BFS algorithm to
adapt them. The IEEE 13 nodes test feeder was selected to illustrate how to construct a

hierarchical model.

In Chapter 3, the EID approach was applied to a fault diagnosis method for the load cluster.
From the viewpoint of system robustness, faults can be defined as: the disturbances exceed the
allowable range and break the stability of system. Based on this idea, the EID approach, which
can estimate the system disturbances, is applied to diagnose the faults. Firstly, the theory basis
of EID approach and the definition of EID were introduced. According to the characteristics of
dynamic model for load cluster, the design method of state observer gain was given out.
Secondly, two critical considerations of fault diagnosis method based on EID approach, which
are the thresholds of the EIDs and the characteristics of faults were discussed. Furthermore,
after a fault was located, its type must be determined. This type of fault was determined by
monitoring the current of a load cluster, which is the state of its dynamics. Lastly, the simulation

results on the case study were presented to illustrate the effective of the fault diagnosis method.

In Chapter 4: with the PV systems installed in the distribution network as distributed
generators, many new problems, such as fluctuation of PV output and malfunction of relays
caused by PV power injected, appears to the conventional fault diagnosis method. Firstly, based

on the PV output power data collected from the PV systems installed at Honjo campus of
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Waseda University, the impact of PV system on the distribution network such as the voltage
profile improving, electrical losses, and reverse power were analyzed. Secondly, the fault
diagnosis method based on EID approach for the load cluster with PV system connected was
proposed. The fluctuation of PV output lead to the disturbance to the utility grid and this
disturbance mixed with the fault signal, which brings a negative impact on the fault diagnosis
method based on EID approach. To eliminate the PV influence, a PV output disturbance
estimator was designed. By measuring the PV system output current and make it as an input to
the PV output disturbance estimator, the disturbance of PV can be calculated and the fault signal
was abstracted successfully. The simulation result on a case study showed the effectiveness of

proposed method.

In Chapter 5, in order to make the procedure of Hierarchical Fault Diagnosis Method easy
to understand, the IEEE 37 nodes test feeder model is used as an example. Firstly, applying the
method mentioned above, the hierarchical model of the IEEE 37 nodes test feeder model was
constructed and EID estimators for load clusters in each layer were designed. Secondly,
monitoring Layer 1 of the hierarchical model by estimating the EID of load cluster in a real-time
fashion, if a fault was detected at any load cluster, then go to the next layer of the fault load
cluster. If the load cluster only contains one load node and can not be divided any more, then the
fault node was located. Lastly, the type of fault was determined by analyzing the amplitude and
phase of the estimated state of the smallest LC containing the fault. The application of HFD
method to the IEEE 37 nodes test feeder model proved that the proposed method can detect the
fault effectively and rapidly. Moreover, the HFD method can diagnose the different faults at the

same time.

Simulation results on the IEEE 37 nodes model demonstrate the validity of the method.
Furthermore, since experiments always contain measurement noise, the practicality of method
was demonstrated by carrying out simulations that assumed white noise in the measurements
(SNR = 30 dB). The results show that our method is effective, and that faults were correctly

diagnosed in spite of the noise.
A comparison with conventional methods revealed the following points.

1) To diagnose faults in the IEEE 37 nodes model, an expert system based on knowledge
of protection [6-1] requires analysis of the information on 74 protective relays and 74
circuit breakers. In contrast, the EID-based HFD method requires only the voltages of
37 nodes. Furthermore, the EID-based HFD method successively breaks down a large
system into smaller and smaller subsystems at lower levels. This reduces the

complexity involved in modeling and shortens the computing time needed for fault
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diagnosis, while requiring less information.

Fault diagnosis based on a Petri net [6-2] requires the construction of at least a
74-dimensional correlation matrix. This involves a large computational expense. The
EID-based HFD method diagnoses faults layer by layer, and the dynamic model of a
cluster in a layer has only one state. Furthermore, the EID-based HFD method only
needs to diagnose clusters that might have a fault. Due to the small size of each model
and the limited number of clusters that need to be dealt with, the computational

complexity is very low. As a result, the computations are very fast.

More specifically, for a power system with n states, the computational expense is
0O(n?) for a Petri net-based method, but O(n) for the EID-based HFD method. So, the
larger the system is, the more apparent the superiority of the EID-based HFD method

becomes.

For fault diagnosis methods based on a protection principle [6-1] - [6-3], the ease and
accuracy of fault diagnosis strongly depend on the completeness and accuracy of the
information on protective relays and circuit breakers. In contrast, for the EID-based
HFD method the precision of fault diagnosis depends on the accuracy of the local
model. In other words, even if a higher-level model is not very accurate, as long as it
detects a fault, the models at lower layers can be used to obtain exact information on

the fault.

Unlike the model-based method in [6-4], the EID-based HFD method not only
determines whether or not a fault has occurred, but can also assess the damage caused

by a fault at different levels of the system.

There are three main differences between the use of a full model and the use of a
hierarchical model for fault diagnosis. Assume that the number of states of the system

for the full modelis n.

i. Complexity of plant modeling: While a full model takes into account the
relationships among the voltages and currents of all the nodes at a given time,
the hierarchical model breaks the complexity down into different layers. So, it is

much simpler to build a hierarchical model than a full model.

ii. Complexity of observer design: The complexity of designing an observer is

O(n*) for a full model, but only O(n) for a hierarchical model.

iii. Cost of implementation: The computational expense is O(n*) for a full model,
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but only O(n) for a hierarchical model

6.2 Further Works

There are several limitations for the EID-based HFD method that could be further

improved.

1)

2)

3)

It should be pointed out that the EID-based HFD method uses only the voltages of
nodes to perform fault diagnosis, and that the smallest unit for fault diagnosis is the
load node. To obtain more precise information about a fault (exact location, exact type,
etc.), sensor information from the faulty node is needed. So, our method can be used to
first find a faulty node; and then local sensor information can be used to determine the
exact location and type of the fault in the future. This combination provides a fast, easy

way to precisely diagnose faults.

As an aid to explaining the EID-based HFD method, this paper considered balanced,
linear loads. However, real-world loads may be unbalanced or nonlinear. This method
can be directly applied to unbalanced loads, and it can be improved to handle

nonlinear loads. These points would be done on in the future.

An experiment to test the method would be of great importance as a confirmation of its
validity. Other studies have dealt with experimental issues related to fault diagnosis,
for example, [6-5] [6-6]. An experimental platform would be constructed to evaluate

the method in the near future.
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