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Chapter 1

Introduction
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The main concern of this thesis is to give a verified computation method for

nonlinear two-point boundary value problems and semilinear elliptic boundary value

problems on arbitrary polygonal domains. The verified computation gives the ex-

istence of solution to a differential equation with certain boundary condition. The

guaranteed upper bound of absolute error between the solution and its approximation

is also verified. As an introduction, let us kick off this thesis by background below.

1.1. Background

Studies on numerical computations are well brought under review. In the field

of scientific computations and numerical algorithms in engineering, they help us to

predict unknown phenomena or analyze an object itself. Most of them play important

role in the industrial world and the academic society. Properties of most phenom-

ena are modeled as differential equations so that it is worthwhile to compute these

differential equations. Lately, the field of numerical analysis has been developed ex-

plosively along with the significant advance of computers. It is innovative approach

that differential equations in the infinite dimension are solved on the computer by

finite procedure, while convergence properties are proved by various error theories.

Computations on the computer, however, do not guarantee the correctness of their

results explicitly. It has been hard to say that the computational result is mathemat-

ically correct. The correctness of computation is usually checked by experiments or

simulations of considered phenomena. Years after the progress of numerical analy-

sis, the accuracy of computational results are improving. In the sense of simulation

procedure, the accuracy is enough to verify the result but it is said that It does not

matter whether the computer simulation is correct or not. Such statement represents

the situation of reliability in the present numerical analysis. The rack of reliability

is tragic circumstances in the field of scientific computing. Under such a situation,

the correctness of numerical computation is becoming desirable. Leading an answer

to the procedure of representing a computation error, the interval arithmetic [34]
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becomes an important tool for verified computations, which can guarantee the cor-

rectness of computation results. That is the dawn of verified numerical computations.

In the 60s, the interval arithmetic has been applied to several numerical algorithms,

e.g. Gaussian elimination etc. Meanwhile, this implementation consumes resources

of computers. At that time, the performance of computation is much worse than

that of these days. This disadvantage influences discussions critically. Eventually,

the interval arithmetic didn’t come under the spotlight of scientific computations in

those days.

Several years later, studies on verified computations reach a turning point in the

struggle for these difficulties. Oishi and Rump [24] give a fast verification algorithm

for getting the accuracy of numerical solutions to linear simultaneous equations, where

the direct rounding to operate the interval arithmetic is used. Pointing out the

usefulness of functional-analysis-like approach, the authors cut the computational

cost drastically. Here, important point is that authors use approximate solution to

obtain the verified error bound.

In this thesis, we consider verified computation procedures to two-point boundary

value problems and semilinear elliptic equations. Studies on verified computations for

differential equations are the main topic of this thesis. The purpose of this thesis is

that we will provide an algorithm to prove the existence of solution for the considered

differential equation. If we have a good approximate solution of considered differential

equation in a certain function space, we will try to validate the existence of solution

with verified error bounds. Computer-assisted proofs are known as another name of

verified computations for differential equations. All computational errors need to be

bounded using the error analysis of discretization and interval arithmetic. Taking

into account every errors of numerical computations, a mathematically guaranteed

error estimation is obtained. In this thesis, we use FEM error analysis for bounding

discretization errors. Our proposal method is based on Newton-Kantorovich theorem,

3



which is related to fixed-point theorem. Now let us introduce the short history of

computer-assisted proofs.

Computer-assisted proofs for the existence of solutions to two-point boundary

value problems and elliptic Dirichlet problems have been started by pioneering works

of Kantorovich [10] and Urabe [37]. The works of McCarthy, Tapia [17] and Kedem

[11] have followed. In 1988, M. T. Nakao [18] has presented a method of computer-

assisted proof for the existence of solutions to the elliptic problems including two-

point boundary value problems. This method has been shown to be quite useful

to generate a tight numerical inclusion of solutions [22]. Nakao’s method can be

considered as an interval extension of the finite element method. In 1991, Plum [25]

has presented another method of proving the existence and uniqueness of solutions

for elliptic boundary value problems. In his method, the norm of the inverse of

linearized operator is bounded by an eigenvalue enclosing technique based on the

homotopy method. In these two decades, both Nakao’s method and Plum’s method

have been demonstrated to be quite useful for the computer-assisted proof of existence

solutions to various boundary value problems [18, 19, 21, 22, 38, 25, 26]. For more

discussions, see Section 1.4.

1.2. Sketch of FEM for the Poisson equation

In this section, we have a briefly review for the finite element method for the

Poisson equation. This follows [9] for explanation. We will consider the following

boundary value problems for the Poisson equation: −∆u = f, in Ω,

u = 0, on ∂Ω,
(1)
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where Ω is a bounded open domain on the plane (R2 = {(x1, x2) : xi ∈ R}) with its

boudary ∂Ω, f is a given function. As usual, it follws

∆u :=
∂2u

∂x2
1

+
∂2u

∂x2
2

.

The Poisson equation (1) is the famous mathematical model in physics and mechan-

ics. For example, u represents a temperature, an electro-magnetic potential or the

displacement of an elastic membrane fixed at the boundary under a transversal load

of intensity f .

Let us recall Green’s formula which will be fundamental importance. Before that

we will start from the divergence theorem in two dimensions:∫
Ω

div p dx =

∫
∂Ω

p · nds,

where p = (p1, p2) is a vector function defined on Ω,

div p :=
∂p1

∂x1

+
∂p2

∂x2

,

and n = (n1, n2) is the outward unit normal to ∂Ω. Here, dx is the element of area

and ds is the element of arc length along ∂Ω. If p = (vw, 0) and p = (0, vw) are

applied to the divergence theorem, we have∫
Ω

∂v

dxi
wdx+

∫
Ω

v
∂w

dxi
dx =

∫
∂Ω

vwnids, i = 1, 2. (2)

Denoting the gradient of v by ∇v, i.e.

∇v :=

(
∂v

∂x1

,
∂v

∂x2

)
,
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we obtain the following Green’s formula from (2):∫
Ω

∇v · ∇wdx :=

∫
Ω

(
∂v

∂x1

∂w

∂x1

+
∂v

∂x2

∂w

∂x2

)
dx

=

∫
∂Ω

(
v
∂w

∂x1

n1 + v
∂w

∂x2

n2

)
ds−

∫
Ω

v

(
∂2w

∂x2
1

+
∂2w

∂x2
2

)
dx

=

∫
∂Ω

v
∂w

∂n
ds−

∫
Ω

v∆wdx,

i.e. ∫
Ω

∇v · ∇wdx =

∫
∂Ω

v
∂w

∂n
ds−

∫
Ω

v∆wdx, (3)

where

∂w

∂n
=
∂w

∂x1

n1 +
∂w

∂x2

n2

is the normal derivative.

We will give a variational formulation of problem (1), which becomes a basic

formulation of our verification method in Section 2.3. Firstly, we will show that if u

satisfies (1), then u is the solution of the following variational problem: Find u ∈ V

such that

A(u, v) = (f, v), ∀v ∈ V, (4)

where

A(u, v) :=

∫
Ω

∇u · ∇vdx =

∫
Ω

(
∂u

∂x1

∂v

∂x1

+
∂u

∂x2

∂v

∂x2

)
dx,

(f, v) :=

∫
Ω

fvdx,

V = H1
0 (Ω) is the function space defined in Section 2.1. To see that (4) follows from

(1) we multiply equation (1) with an arbitrary test function v ∈ V . Then we integrate

over Ω. According to Green’s formula (3), we obtain

(f, v) = −
∫

Ω

∆uvdx = −
∫
∂Ω

∂u

∂n
vds+

∫
Ω

∇u · ∇vdx = A(u, v),
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where the boundary integral vanishes since v = 0 on ∂Ω. On the other hand, if u ∈ V

satisfies (4) and u is sufficiently regular, then we see that u also satisfies (1), c.f.

[3, 9, 33], etc.

Remark 1.1 (Claes [9]). The formulation (4) is said to be a weak formulation of

(1). The solution of (4) is said to be a weak solution of (1). If u is a weak solution

of (4) then it is not immediately clear that u is also a classical solution of (1). Since

this requires u to be sufficiently regular so that ∆u is defined in a classical sence. The

advantage of the weak formulation (4) is that it is easy to prove the existence of a

solution to (4), whereas it is relatively difficult to prove the existence of a classical

solution of (1). To prove the existence of a classical solution of (1), one usually starts

with the weak solution of (1). Then one shows that this solution is sufficiently regular

to be also a classical solution. On non-convex domain, it is known that the weak

solution of (4) is not sufficient regular on the non-convex corner, see [8].

Let us construct a finite dimensional subspace Vh ⊂ V . For simplicity, we will

assume that ∂Ω is a polygonal shape. Let us make a triangulation of Ω, by subdividing

Ω into a set T h = K1, ..., Km of non-overlapping triangles Ki,

Ω =
∪

Kh∈Th

Kh = K1 ∪K2 ∪ ... ∪Km,

such that no vertex of one triangle lies on the edge of another triangle. We introduce

the mesh parameter

h = max
Kh∈Th

diam(Kh), diam(Kh) = diameter of Kh = longest side of Kh.

Let us define Vh as

Vh = {v : v is continuous on Ω, v|Kh
is linear functions for Kh ∈ T h, v = 0 on ∂Ω},

where v|Kh
denotes the restriction of v to Kh. The space Vh consists of all continuous

functions that are linear on each triangle Kh and vanish on ∂Ω. Furthermore, Vh ⊂ V
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is obtained. As parameters to describe a function vh ∈ Vh, we choose freedoms as

vh(xi, yi) at node points Ni = (xi, yi), (i = 1, ..., n) of T h. They exclude nodes on the

boundary since v = 0 on ∂Ω. Base functions φi ∈ Vh, (i = 1, ..., n) are defined by

φj(Ni) = δij :=

 1 (i = j)

0 (i 6= j)
, i, j = 1, ..., n.

We see that the support of φi consists of triangles with common node Nj. A function

vh ∈ Vh is represented by

vh(x, y) =
n∑
j=1

vjφj(x, y), vj = v(Nj), for (x, y) ∈ Ω ∪ ∂Ω.

Let us formulate the following finite element method for (1) starting from the varia-

tional formulation (4):

Find uh ∈ Vh such that A(uh, vh) = (f, vh), ∀vh ∈ Vh. (5)

It is easy to see that (5) is equivalent to the linear system

Au = f,

where A = [aij]
n
i,j=1 is n×n matrix (stiffness matrix) whose i-j elements are given by

aij = A(φi, φj) and u = [ui]
n
i=1, f = [fi]

n
i=1 are n-vectors with elements ui = uh(Ni),

fi = (f, φi). For the Poisson equation, A is symmetric and positive definite. Then

this linear system is solvable, which admits a unique solution u. Moreover, A is sparse

matrix, i.e. aij = 0 unless Ni and Nj are nodes of the same triangle Kh.

Note that uh ∈ Vh is the best approximation of the exact solution u in the sense

that

‖∇(u− uh)‖ ≤ ‖∇(u− vh)‖, ∀vh ∈ Vh,

where ‖∇v‖ = A(v, v)1/2 = (
∫

Ω
|∇v|2dx)1/2.
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1.3. Verified computations for differential equations

In this thesis, the following two type of differential equation problems are consid-

ered. Let R and N be sets of reals and natural numbers, respectively. Let (0, 1) be an

open interval on R. One topic of this thesis is that we are concerned with two-point

boundary value problems of second order ordinary differential equations: −(au′)′ = f(u′, u, x), 0 < x < 1,

u(0) = u(1) = 0,
(6)

where u = u(x) is a function to be determined, u′(x) = du(x)/dx and a(x) is a

smooth function on (0, 1) with a(x) ≥ a0 > 0 for some a0 ∈ R. In this thesis, we

assume that a′(x) ∈ L∞(0, 1). Here, f : H1
0 (0, 1) → L2(0, 1) is assumed to be Fréchet

differentiable. For example, the following function

f(u′, u, x) = bu′ + c1u+ c2u
2 + c3u

3 + ...+ cNu
N + g

with N ∈ N, b(x), ci(x) ∈ L∞(0, 1), (i = 1, ..., N) and g(x) ∈ L2(0, 1) satisfies this

condition.

Further, let Ω be a bounded polygonal domain on R2 with arbitrary shape. The

other is that we are also concerned with the Dirichlet boundary value problem of the

semilinear elliptic equation of the form: −∆u = f(∇u, u, x), in Ω,

u = 0, on ∂Ω
(7)

where f : H1
0 (Ω) → L2(Ω) is assumed to be Fréchet differentiable. For example,

f(∇u, u, x) = b · ∇u+ c1u+ c2u
2 + c3u

3 + ...+ cNu
N + g

with b(x) ∈ (L∞(Ω))2, ci ∈ L∞(Ω), (i = 1, ..., N) and g(x) ∈ L2(Ω) satisfies this

condition.
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Verified computations for differential equations prove the existence of solution with

guaranteed error bounds. It starts with their approximate solutions. In this thesis, we

propose a verified computation approach. Our verified computation approach will be

adopted to explore the existence and local uniqueness of the solution for (6) and (7).

Namely, if an approximate solution is given by certain numerical method, we will try

to validate the existence of exact solution in the neighborhood of the approximation.

Here, we assume that u is exact solution of (6) or (7) and û is its approximation. Our

aim of this thesis is to prove the existence of solution in the neighborhood

‖u− û‖H1
0
≤ ρ.

We will explain how to evaluate ρ with verification. In order to treat verified com-

putations, we have to consider computational errors for differential equations. First

one is discretized error, which is occurred by approximating H1
0 (Ω) functional space.

We define an orthogonal projection Ph, mapping H1
0 (Ω) to its functional subspace

Vh ⊂ H1
0 (Ω). For given f ∈ L2(Ω), a certain error estimation

‖u− Phu‖H1
0
≤ CM‖f‖L2 (8)

treats the discrete error of computational errors. Second one is the rounding error

to use floating point arithmetic. The simplest way to treat rounding error is using

interval arithmetic, e.g.

1/3 ∈ [0.333, 0.334],
√

2 ∈ [1.4142, 1.4143], π ∈ [3.1415, 3.1416].

These are a correct expression of irrational numbers on the computer. In this thesis,

we use INTLAB (INterval LABoratory) [29] for implementing the interval arithmetic

in a computational code. This is a software on MATLAB to use interval arithmetic

in our computation. Users get explicit computational result using floating point

arithmetic. To treat all computational errors, our computer-assisted approach can be

realizable.

10



1.4. Previous works

This section is devoted to describe previous methods by Nakao [18] and Plum

[26]. These methods can be applied to the following operator equation. Using lin-

ear/nonlinear operator A : H1
0 (Ω) → H−1(Ω) and N : H1

0 (Ω) → H−1(Ω), we can

define a nonlinear operator equation

F(u) = Au−N (u) = 0, (9)

where F : H1
0 (Ω) → H−1(Ω). Problems (6) and (7) are transformed into this operator

equation equivalently, see Subsection 2.3. Plum’s method considers (9) directly. In

Nakao’s method, (9) is transformed into the invariance form:

A−1F(u) = u−A−1N (u) = 0. (10)

Then, using some orthogonal projection Ph : H1
0 (Ω) → Vh ⊂ H1

0 (Ω), Nakao’s method

transforms the following equation

u = A−1N (u),

which is equivalent to (10), into

Phu = PhA−1N (u),

(I − Ph)u = (I − Ph)A−1N (u).

For a certain approximate solution û ∈ Vh of (10), Nakao’s method further defines

Nh : H1
0 (Ω) → Vh

Nh(u) := Phu−
[
(I − PhA−1N ′[û])|Vh

]−1 Ph(u−A−1N (u)).

Using this, in Nakao’s method

TN(u) = Nh(u) + (I − Ph)A−1N (u)

11



is considered. Then Nakao’s method searches a non-empty bounded convex closed

set U ⊂ H1
0 (Ω) satisfying TN(U) ⊂ U . If we can find such a U , then Schauder’s

fixed-point theorem states that the set U includes at least one solution of (10). This

is a simple outline of Nakao’s method.

On the other hand, in Plum’s method, constants δ andKP are calculated explicitly

such that

‖F(û)‖H−1 ≤ δ (11)

and

‖u‖H1
0
≤ KP‖F ′[û]u‖H−1 . (12)

Furthermore, assuming that there exists a non-decreasing function g : [0,∞) → [0,∞)

such that

‖F ′[û+ w] −F ′[û]‖H1
0 ,H

−1 ≤ g(‖w‖H1
0
), ∀w ∈ H1

0 (Ω). (13)

In Plum’s method, the existence of a solution for (9) is proved using the following

theorem, which is similar to Newton-Kantorovich theorem:

Theorem 1.2. Let δ, KP and g satisfy conditions (11)-(13). Suppose that some

αP > 0 exists such that

δ ≤ αP
KP

−G(αP ),

where G(t) :=
∫ t

0
g(s)ds, and

KPg(αP ) < 1.

Then, there exists a solution u ∈ H1
0 (Ω) of the equation F(u) = 0 satisfying

‖u− û‖H1
0
≤ αP . (14)

The solution is moreover unique under the side condition (14).

This theorem is proved by Banach’s fixed-point theorem in [26]. Otherwise, our

method directly uses Newton-Kantorovich theorem. Accordingly, for three methods

by Nakao, Plum and us, they don’t have a mathematically difference in the sense that
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every method uses fixed-point theorem to prove the existence and uniqueness of solu-

tions. The main difference, which distinguish three methods, is their own technique

to obtain the verification conditions. In particular, there is a different technique to

obtain the norm of inverse operators corresponding to linearized operators F ′[û], see

Section 4.1. Our method is characterized by Theorem 4.1 or Theorem 4.3. For other

methods, an inverse operator norm bound also occurs in other methods by Nakao

and Plum. In Plum’s case, used in (12), it is verified by enclosing eigenvalues with

a homotopy technique. In Nakao’s case (e.g. [19]), the norm of the inverse is also

bounded by a splitting into a bound for a finite dimensional matrix part (which is

precisely our constant τ in Section 4.1) and a projection error bound. In our method,

we need a residual evaluation and Lipschitz constant of linearized operator, explicitly.

The following remarks (Remark 1.3 and 1.4) mention some relations with respect to

each explicit evaluation.

Remark 1.3. The computation of a residual bound (Section 4.2) with respect to

an operator equation also occurs in other methods. In Plum’s method, where it is

(11), the general smoothing technique is used with H(div,Ω) elements. In Nakao’s

method [38], the smoothing method with (H1(Ω))2 elements is proposed. For more

arguments, see Section 4.2.

Remark 1.4. Lipschitz constant also has its analogue in Plum’s method in the

form of inequality (13). In the literature [26], more general expression has been

treated instead of the “classical” Lipschitz condition in Newton-Kantorovich theorem.

In Nakao’s method, such a condition also occurs more implicitly in the contractive

condition.

1.5. Challenges

Our proposal method is specialized for the finite element method (FEM). We

assume an approximate solution û ∈ Vh is a certain finite element solution, using
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P1 (piecewise linear) or P2 (piecewise quadratic) finite elements. The merit of the

finite element method is that the classical error analysis of an orthogonal projection

can be obtained easily. For example, a priori constant of the finite element method,

which satisfies (8), is well studied especially for P1 elements. Detailed discussions are

explained in Section 3.2. Especially, a method of getting concrete a priori constant

is given in the case of non-convex domain. It plays essentially important role in

verification methods.

In the following, we will try to

• introduce our verification framework for Problems (6) and (7).

• obtain a certain variational formulation for the verification framework.

• explain how to evaluate some constants explicitly on arbitrary polygonal

domains.

• prove the invertibility of a linearized operator with respect to original prob-

lems.

• improve a residual evaluation for an operator equation.

• illustrate features of our verified computation method numerically.

In Chapter 2, firstly we prepare some notations and basic theorems. Then an

abstract of our verification framework is introduced. It is shown that variational no-

tations are applied to our framework naturally. In Chapter 3, methods of explicit

evaluations are indicated. For elliptic equations, this evaluation has a key role in ver-

ification theories. Three constants are needed for the verification framework. Some

methods to obtain these constants are put together in Chapter 4. Finally, in Chap-

ter 5, some examples are demonstrated. For certain problems, concrete evaluations

corresponding to some constants are described. Numerical results are also presented.

It implies features of our verified computation method.
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Chapter 2

Preliminaries
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Verified computations for differential equations are based on the following prelim-

inaries. Let us introduce notations, frameworks and formulations in this chapter.

2.1. Notations and basic theorems

Here, we would like to introduce several notations. These are used throughout

this thesis. Let R and N be sets of real and natural numbers, respectively. Let Ω be

bounded domain in Rd with d = 1, 2. Let Lp(Ω), p ∈ [1,∞) denote the function space

of p-th power Lebesgue integrable functions on Ω. It follows that for u ∈ Lp(Ω),∫
Ω

|u(x)|pdx <∞.

Especially, in case of p = 2, we denote L2-inner product and L2-norm as

(u, v) :=

∫
Ω

u(x)v(x)dx, ‖u‖L2 :=
√

(u, u),

respectively. For vector functions u, v ∈ (L2(Ω))
2
, L2-inner product also denotes

(u, v) :=
2∑
i=1

(ui, vi), for u = (u1, u2)
T , v = (v1, v2)

T .

Let L∞(Ω) denote the space of functions that are essentially bounded on Ω with the

norm

‖u‖L∞ := ess sup
x∈Ω

|u(x)|.

The n-dimensional vector for u = (u1, ..., un)
T in Rn, let |u|l2 be the Euclidean norm

|u|l2 =
√
u2

1 + u2
2 + ...+ u2

n

and for a matrix A ∈ Rn×n, the norm ‖A‖2 denotes the spectral norm of matrix A.

Let Hm(Ω) denote the L2-Sobolev space of order m ∈ N with the inner product

〈u, v〉m :=
m∑

|k|=0

(D(k)u,D(k)v).

16



Here, if d = 2, D(k) denotes the partial differentiation with respect to the multi-index

k = (k1, k2) with |k| = k1 + k2:

D(k)u :=
∂|k|u

∂xk11 ∂x
k2
2

.

The Hm-norm and semi-norm are defined for u ∈ Hm(Ω) by

‖u‖Hm :=

 ∑
|k|≤m

(D(k)u,D(k)u)

1/2

, |u|Hm :=

 ∑
|k|=m

(D(k)u,D(k)u)

1/2

.

Let us further define H1
0 (Ω) as

H1
0 (Ω) := {u ∈ H1(Ω) : u = 0 on ∂Ω}

with the inner product

(∇u,∇v) :=

∫
Ω

∇u · ∇vdx

and the norm

‖u‖H1
0

:= |u|H1 = ‖∇u‖L2 =

(∫
Ω

|∇u|2dx
)1/2

.

Here, u = 0 on ∂Ω is in the trace sense.

If d = 1, let Hm(0, 1) inner product be

〈u, v〉m = (u, v) + (u(1), v(1)) + · · · + (u(m), v(m))

and the norm

‖u‖Hm =
√
〈u, u〉m =

√
‖u‖2

L2 + ‖u(1)‖2
L2 + · · · + ‖u(m)‖2

L2 .

Here, u(m) is the m-th derivative of u with respect to x. Let further

H1
0 (0, 1) = {u ∈ H1(0, 1) : u(0) = u(1) = 0}

with the inner product (u(1), v(1)) and the norm ‖u‖H1
0

= ‖u(1)‖L2 .

Generally, for p ∈ [1,∞], Wm,p(Ω) denotes the Lp-Sobolev space of order m ∈ N.

17



Let H−1(Ω) be the topological dual space of H1
0 (Ω), i.e., the space of linear con-

tinuous functionals on H1
0 (Ω). Let T ∈ H−1(Ω) and u ∈ H1

0 (Ω). We denote Tu ∈ R

as 〈T, u〉. The norm of T ∈ H−1(Ω) : H1
0 (Ω) → R is defined as

‖T‖H−1 := sup
0 6=u∈H1

0 (Ω)

|〈T, u〉|
‖u‖H1

0

.

Further, let X and Y be Banach spaces. The set of a bounded linear operator is

denoted by L(X,Y ). For L ∈ L(X, Y ), operator norm is denoted by

‖L‖X,Y := sup
06=u∈X

‖Lu‖Y
‖u‖X

.

Here, ‖ · ‖X is the norm of X and ‖ · ‖Y is the norm of Y respectively.

Let us introduce Sobolev’s embedding theorem. For Banach spaces X and Y , the

embedding X ↪→ Y means that a natural embedding operator u ∈ X 7→ u ∈ Y is

continuous, i.e. ‖u‖Y ≤ C‖u‖X holds for a constant C. Let us show the following

embedding theorem which is related to the compactness of the embedding operator.

Theorem 2.1 (Rellich-Kondrashov [1]). Let Ω ⊂ Rd be a bounded polygonal do-

main. The compactness of the embedding operator is given as follows

(i) For 1 ≤ p < d, let p∗ = dp/(d − p). The embedding W 1,p(Ω) ↪→ Lq(Ω) is

compact with ∀q ∈ [1, p∗).

(ii) For p = d, the embedding W 1,p(Ω) ↪→ Lq(Ω) is compact with ∀q ∈ [1,∞).

(iii) For p > d, the embedding W 1,p(Ω) ↪→ C(Ω) is compact.

In this thesis, we mainly consider the case of d = 1, 2 and p = 2. Using this

theorem, the following corollary is obtained.

Corollary 2.2. Let Ω ⊂ Rd be a bounded polygonal domain.

(i) For d = 1, the embedding H1(Ω) ↪→ C(Ω) is compact.
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(ii) For d = 2, the embedding H1(Ω) ↪→ Lp(Ω) is compact with ∀p ∈ [1,∞).

Then, it follows for v ∈ H1(Ω) and p ∈ [1,∞),

‖v‖Lp ≤ Ce,p‖v‖H1
0
. (15)

Values of constants Ce,p depend on the shape of the domain Ω. For their concrete

values, see Section 3.3 below. Now we choose spaces X := L2(Ω), V := H1
0 (Ω) and

V ∗ := H−1(Ω)(∈ L(H1
0 (Ω),R)) for simplicity.

2.2. Framework of verified computations

This section is devoted to explain a computer-assisted approach for the following

abstract problem:

Find u ∈ V satisfying F(u) = 0, (16)

where F : V → V ∗ denotes some Fréchet differentiable mapping. Let û ∈ Vh ⊂ V

be an approximate solution to (16), and the Fréchet derivative of F at û denotes

F ′[û] : V → V ∗, i.e.

‖F(û+ ν) −F(û) −F ′[û]ν‖V ∗ = o(‖ν‖V ).

where o(‖ν‖V ) means faster convergence than ‖ν‖V → 0,

lim
‖ν‖V →0

o(‖ν‖V )

‖ν‖V
= 0.

In order to verify the existence and local uniqueness of the exact solution in the

neighborhood of û, we consider to apply the Newton-Kantorovich theorem [7, 10] to

(16).

Theorem 2.3. Assuming that the Fréchet derivative F ′[û] is nonsingular and

satisfies

‖F ′[û]−1F(û)‖V ≤ α,
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for a certain positive α. Then, let B(û, 2α) := {v ∈ V : ‖v − û‖V ≤ 2α} be a closed

ball centered at û with radius 2α. Let also D ⊃ B(û, 2α) be an open ball on V . We

assume that for a certain positive ω, the following holds:

‖F ′[û]−1(F ′[v] −F ′[w])‖V,V ≤ ω‖v − w‖V , ∀v, w ∈ D.

If

αω ≤ 1

2

holds, then there is a solution u ∈ V of (16) satisfying

‖u− û‖V ≤ ρ :=
1 −

√
1 − 2αω

ω
. (17)

Furthermore, the solution u is unique in B(û, 2α).

Remark 2.4. To apply Newon-Kantorovich theorem, we will calculate the follow-

ing constants explicitly.

‖F ′[û]−1‖V ∗,V ≤ C1, (18)

‖F(û)‖V ∗ ≤ C2,h, (19)

‖F ′[v] −F ′[w]‖V,V ∗ ≤ C3‖v − w‖V , ∀v, w ∈ D ⊂ V. (20)

Therefore, if C2
1C2,hC3 ≤ 1/2 is confirmed by verified computations, then the exis-

tence and local uniqueness of the solution are proved numerically based on Newton-

Kantorovich theorem. Our main task in this thesis is the calculation of these constants

explicitly.

Remark 2.5. The uniqueness of the solution is also available in the ball B(û, 2α)

[7]. So that there is a nonexistence area of solution:

B(û, 2α) \B(û, ρ) = {v ∈ V : ρ < ‖v − û‖V ≤ 2α} .
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Remark 2.6. In our approach, it does not require the invertibility of F ′[û] explic-

itly. In fact, we will numerically check the invertibility of F ′[û] through the condition

(18) even if the invertibility is difficult to be proved by the “analytic” way.

2.3. Variational formulation

In this part, we provide variational formulations for (ordinary/partial) differen-

tial equations. We would like to deduce the equation (16) from following problems.

Firstly, let Ω = (0, 1) be an open interval in R. We consider two-point boundary

value problems of second order ordinary differential equations: −(au′)′ = f(u′, u, x), 0 < x < 1,

u(0) = u(1) = 0,
(21)

where u = u(x) is a function to be determined, u′(x) = du(x)/dx and a(x) is a smooth

function on Ω with a(x) ≥ a0 > 0 for some a0 ∈ R. We assume a(x) ∈ W 1,∞(Ω).

Here, f : V → X is assumed to be the Fréchet differentiable. For example, the

following function

f(u′, u, x) = bu′ + c1u+ c2u
2 + c3u

3 + ...+ cNu
N + g

with N ∈ N, b(x), ci(x) ∈ L∞(Ω), (i = 1, ..., N) and g(x) ∈ X satisfies this condition.

Secondly, let Ω be a bounded polygonal domain on R2 with arbitrary shape. Let

us also be concerned with the Dirichlet boundary value problem of a semilinear elliptic

equation of the form:  −∆u = f(∇u, u, x), in Ω,

u = 0, on ∂Ω,
(22)

where f : V → X is assumed to be the Fréchet differentiable. For example, the

following function

f(∇u, u, x) = b · ∇u+ c1u+ c2u
2 + c3u

3 + ...+ cNu
N + g
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with b(x) ∈ (L∞(Ω))2, ci(x) ∈ L∞(Ω), (i = 1, ..., N) and g(x) ∈ X satisfies this

condition. Our verified computation approach can help to prove the existence and

local uniqueness for a weak solution of (21) and (22). Namely, if a good approximate

solution is given in a certain function subspace of V , we will try to validate the

existence of solution in the neighborhood of its approximation.

Here, we would consider problems (21) and (22) with same variational forms.

We will only discuss the 2D case in details, while the 1D case can easily be done

analogously. Further we rewrite f(∇u, u, x) and f(u′, u, x) as f(u) for simple notation.

In the classical analysis of variational theory, the solution to the Dirichlet bound-

ary problem (22) satisfies the variational problem: Find u ∈ V such that

(∇u,∇v) = (f(u), v), for all v ∈ V. (23)

For u, v ∈ V , let us define a continuous bilinear form A(u, v) as

A(u, v) := (∇u,∇v).

For fixed u ∈ V , A(u, ·) ∈ V ∗ is a linear functional. It enables us to define an operator

A : V → V ∗ by

〈Au, v〉 := A(u, v), for all v ∈ V.

We know A(u, v) is an inner product of V . Then, for given T ∈ V ∗, Riesz’s represen-

tation theorem states the existence of a unique solution u ∈ V such that

A(u, v) = 〈T, v〉, for all v ∈ V,

especially, ‖u‖V = ‖Au‖V ∗ holds. This declares the invertibility of A. We denote the

inverse of A as A−1 : V ∗ → V . Thus, the operator A becomes isometric isomorphism.

Remark 2.7. In case of (21), the continuous bilinear form A(u, v) is defined by

A(u, v) := (au′, v′), u, v ∈ V.
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Thus, we can define an operator A : V → V ∗ by

〈Au, v〉 := A(u, v).

It is noted that the bilinear form A is coercive, i.e.,

A(u, u) ≥ a0‖u‖2
V . (24)

Then, for given T ∈ V ∗, Lax-Milgram’s theorem states the existence of a unique

solution for the following equation:

A(u, v) = 〈T, v〉, ∀v ∈ V. (25)

If we denote the operator which maps T to the solution u of (25) by A−1 : V ∗ → V ,

this theorem declares that A−1 is the inverse of A : V → V ∗. Further, we note that

the bilinear form A(u, v) is an inner product of V . There exist positive constants Ca

and ca satisfying

ca‖u‖V ≤ ‖u‖a ≤ Ca‖u‖V for u ∈ V (26)

where ‖u‖a =
√
A(u, u). In fact, we can choose ca =

√
a0 and Ca =

√
‖a‖∞.

For fixed u ∈ V , (f(u), ·) becomes a linear functional. Then, we can define a

nonlinear operator N : V → V ∗ by

〈N (u), v〉 = (f(u), v), for all v ∈ V.

Using these operators, the variational problem (23) can be transformed into

Au = N (u). (27)

Furthermore, we define the operator F : V → V ∗ by F(u) := Au−N (u). Then, (27)

can be written as

F(u) = 0. (28)
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This is nothing but the abstract problem (16).

In order to apply Newton-Kantorovich theorem, the Fréchet derivative of F is

needed. The Fréchet differentiability of F is derived by that of f . We now show that

F : V → V ∗ is the Fréchet differentiable. For fixed u, û ∈ V , (f ′(û)u, ·) is a linear

functional on V . Here, f ′(û) : V → X is the Fréchet derivative of f : V → X at û.

Hence, we can define an operator N ′[û] : V → V ∗ by

〈N ′[û]u, v〉 := (f ′(û)u, v), ∀v ∈ V. (29)

For a given û ∈ V , the Fréchet derivative F ′[û] : V → V ∗ of F : V → V ∗ at û is given

as

F ′[û] = A−N ′[û].

In fact, we have

‖F(û+ v) −F(û) − (A−N ′[û])v‖V ∗ = sup
06=w∈V

|〈N (û+ v) −N (û) −N ′[û]v, w〉|
‖w‖V

= sup
06=w∈V

|(f(û+ v) − f(û) − f ′(û)v, w)|
‖w‖V

≤ Ce,2‖µ(û, v)‖X

where û, v ∈ V and

µ(û, v) = f(û+ v) − f(û) − f ′(û)v.

From the Fréchet differentiability of f : V → X, we have

‖µ(û, v)‖X
‖v‖V

→ 0, (‖v‖V → 0).

This shows the Fréchet differentiability of F : V → V ∗ at û ∈ V .

Now, we define the natural embedding operator i(X→V ∗) : X → V ∗. For fixed

w ∈ X, (w, ·) ∈ V ∗ is also linear functional. Then, we can define

〈i(X→V ∗)w, v〉 := (w, v) for all v ∈ V.
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Since the embedding operator i(V→X) : V → X is compact from Corollary 2.2,

its adjoint operator i(X→V ∗) : X → V ∗ becomes compact by Schauder’s theorem [4].

The operator i(X→V ∗) : X → V ∗ is compact and f ′(û) : V → X is continuous so that

the composite operator

N ′[û] = i(X→V ∗) ◦ f ′(û) : V → V ∗ (30)

is compact.

Remark 2.8. Actually, the nonlinear operator N : V → V ∗ is presented using

this embedding operator such that

N (u) = i(X→V ∗) ◦ f(u) ∈ V ∗, for f(u) ∈ X.
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Chapter 3

Explicit evaluations
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Based on fixed-point theorem, getting explicit error bounds yields the existence

of solutions, see Figure 3.1. There are two constants with respect to our framework.

One is error constant of an approximation. The other is the embedding constant.

Here, we use the finite element approximation for getting approximate solutions. An

error analysis of the finite element method is well studied so far. Recently, an explicit

value of error constants is given by [12, 15]. Moreover, Sobolev’s embedding constant

Ce,p in (15) plays important role in our framework. In this chapter, we will explain

how to get explicit values of these constants.

Approximate
	
  solutions

Explicit	
  error
bounds

Existence	
  proof	
  of	
  solution

Fixed-point	
  theorem

+

Figure 3.1: Short sketch of frame work

3.1. Error constants of finite elements (ODE)

Firstly, we consider ODE case in (21). Let us define the finite element approx-

imation with respect to the mesh size h. Let xi := ih, 0 ≤ i ≤ n + 1, n ∈ N

with h := 1/(n + 1) be an equidistant partition of interval [0, 1]. Let Vh denote a

finite dimensional subspace of V spanned by linearly independent V -conforming finite

element base functions. For the piecewise linear base functions φli, we define V l
h as

V l
h = span{φl1, φl2, ..., φln} ⊂ V.
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On the other hand, for piecewise quadratic base functions φqi , we define V q
h as

V q
h = span{φq1, φ

q
2, ..., φ

q
2n+1} ⊂ V

with midpoint of each intervals. If we use the piecewise linear or quadratic base

functions, Vh = V l
h or Vh = V q

h , respectively. In the following, by φi we designate φli

or φqi according to the base function being linear or quadratic, respectively.

An orthogonal projection Ph : V → Vh is defined by

(a(x)(u′ − (Phu)′), v′h) = 0, ∀vh ∈ Vh. (31)

For u ∈ V ∩H2(Ω) and its approximation Phu ∈ Vh, the error estimate is given as

‖u− Phu‖V ≤ CM‖f(u)‖X . (32)

When a(x) = 1, one can take CM = h/π for piecewise linear elements and CM = h/2π

for piecewise quadratic elements [3]. Here, we discuss how to evaluate the constant

CM in case of a(x) 6= 1. We assume that Πh : V → Vh is the orthogonal projection

defined by

(u′ − (Πhu)
′, v′h) = 0, ∀vh ∈ Vh.

If u is smooth enough, we can assume that the constant Ch satisfying

‖u− Πhu‖V ≤ Ch‖u′′‖X ,

is given, e.g. in case of piecewise linear finite elements on grid points, one can take

Ch = h/π as mentioned above. From (24), facts that Phu,Πhu ∈ Vh and continuity
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of the bilinear form A(·, ·), it follows

c2a‖u− Phu‖2
V ≤ A(u− Phu, u− Phu)

= A(u− Phu, u) − A(u− Phu,Phu)

= A(u− Phu, u)

= A(u− Phu, u) − A(u− Phu,Πhu)

= A(u− Phu, u− Πhu)

≤ C2
a‖u− Phu‖V ‖u− Πhu‖V

≤ C2
a‖u− Phu‖VCh‖u′′‖X .

Then we have Céa’s lemma:

‖u− Phu‖V ≤
(
Ca
ca

)2

Ch‖u′′‖X . (33)

Putting −(au′)′ =: gd, it follows

‖u′′‖X =

∥∥∥∥a′u′ + gd
a

∥∥∥∥
X

≤ 1

a0

(‖a′u′‖X + ‖gd‖X)

≤ 1

a0

(‖a′‖∞‖u′‖X + ‖gd‖X) .

On the other hand, from (24) it follows that

c2a‖u′‖2
X ≤ A(u, u) = (gd, u) ≤ ‖gd‖X‖u‖X ≤ Ce,2‖gd‖X‖u′‖X .

Therefore, the inequality between ‖u′′‖X and ‖gd‖X is given as

‖u′′‖X ≤ 1

a0

(
Ce,2
c2a

‖a′‖∞ + 1

)
‖gd‖X . (34)

30



Putting

C ′ =
1

a0

(
Ce,2
c2a

‖a′‖∞ + 1

)
,

from (33) and (34), we have the desired estimate of the constant CM for the case of

a(x) 6= 1 as

CM =

(
Ca
ca

)2

ChC
′.

Remark 3.1. Actually, the same argument can be performed for the PDE notation

on convex domain. In such a case, the bilinear form is defined by

A(u, v) := (a(x)∇u,∇v), ∀v ∈ V

with coercivity a(x) ≥ a0 > 0. The orthogonal projection Ph : V → Vh is defined by

A(u− Phu, vh) = 0, ∀vh ∈ Vh.

The error constant corresponding to (32) is given by

CM =

(
Ca
ca

)2

ChC
′, C ′ =

1

a0

(
Ce,2
c2a

‖|∇a|E‖L∞ + 1

)
,

where Ch satisfies ‖u−πh,1u‖V ≤ Ch‖∆u‖X , e.g. in case of the linear and equilateral

triangle mesh, one can take Ch = 0.493h as mentioned below.

3.2. Error constants of finite elements (PDE)

In case of PDE, evaluation of the error constant becomes more complicated. It

deeply depends on the shape of domain. Let us define some notations corresponding

to mesh triangulations. Let T h be the mesh triangulation of Ω. A triangle element

of T h denotes Kh ∈ T h. Since V = H1
0 (Ω) = {u ∈ H1(Ω) : u = 0 on ∂Ω}, we define a

finite element approximation of V , depending on the mesh size h

Vh := span{φ1, φ2, ..., φn} ⊂ V. (35)
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Vh is spanned by V -conforming finite elements. n is the number of node points in

Ω \ ∂Ω. Let us consider the following Poisson’s equation for given f ∈ X,

Find u satisfies − ∆u = f, u = 0 on ∂Ω.

The weak formulation is defined by

Find u ∈ V satisfies (∇u,∇v) = (f, v), for v ∈ V. (36)

From the finite element theory, we have a priori error estimation of Poisson’s equation.

Let us define the orthogonal projection which maps V to its approximation Vh as

(∇(u− Phu),∇vh) = 0, ∀vh ∈ Vh. (37)

The classical error estimation theory gives a priori estimation of Poisson equation,

for projection Ph : V → Vh,

‖u− Phu‖V ≤ CM‖f‖X . (38)

In case of Drichlet boudary condition with convex domains, we know the solution of

(36) belongs to H2(Ω). This is called H2-regularity. However, such regularity is not

obtained over non-convex domains. When we treat convex domains, the classical error

estimate works well. It is not obtained on non-convex domains. The lack of H2(Ω)

regularity causes several problems. In order to treat arbitrary polygonal domain, we

introduce some techniques to treat non-convex domain.

The concrete value of CM is calculated by verified numerical computations. We

will explain how to compute the constant explicitly. Let us begin with the classical

error analysis for FEM orthogonal projections. The interpolation constants on trian-

gular elements are evaluated by Kikuchi, Liu [12] and Kobayashi [14]. On non-convex

domain, a posteriori error estimate with lowest order Raviart-Thomas mixed finite

elements works alternatively.
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3.2.1. A priori error estimate with H2-regularity. Here, we will introduce

two constants Ch,i (i = 0, 1) which play an important role throughout this chapter.

These are related to function interpolations πi (i = 0, 1) over triangle element Kh ∈

T h. For u ∈ L2(Kh), π0u is constant function defined by

π0u :=

(∫
Kh

udx

)
/

(∫
Kh

1dx

)
.

Let π1u be a linear function defined for u ∈ H2(Kh)

(π1u)(x) := u(x) on the vertex of Kh.

Let global interpolations πh,0 and πh,1 be an extension of π0 and π1, which is (πh,iu)|Kh
=

πi(u|Kh
), (i = 0, 1). Here, we define Ch,0 and Ch,1 over triangulation T h

Ch,i := max
Kh∈Th

Ci(Kh), i = 0, 1 (39)

where

C0(Kh) := sup
06=v∈H1(Kh)

‖π0u− u‖X
‖u‖V

, C1(Kh) := sup
0 6=v∈H2(Kh)

|π1u− u|H1

|u|H2

.

These constants Ci(Kh) (i = 0, 1) are corresponding to eigenvalue of differential

operators. Kikuchi and Liu [12] give the upper bound of constants in the following

lemma.

Lemma 3.2 (Kikuchi and Liu, 2007). For α ∈ (0, 1) and θ ∈ (0, π),

C0(Kh) ≤
h

π

√
ν+(α, θ)

2
, C1(Kh) ≤ 0.493h

ν+(α, θ)√
2ν−(α, θ)

with

ν−(α, θ) = 1 + α2 −
√

1 + 2α2 cos 2θ + α4,

ν+(α, θ) = 1 + α2 +
√

1 + 2α2 cos 2θ + α4.
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Here, h = |OA|, α = |OB|/|OA| and θ = ∠AOB on Figure 3.2.

θ

α h

hO A

B

Figure 3.2: Triangle element Kh for Lemma 3.2.

Particular,

C0 ≤
h

π
,C1 ≤ 0.493h

hold on the unit isosceles right triangle. Using this lemma, the concrete value of

constants Ch,i (i = 0, 1) is evaluated explicitly with verified computations. Aside

from this, another upper bounds for Ci(Kh) (i = 0, 1) are introduced by Kobayashi

[14].

Lemma 3.3 (Kobayashi). For arbitrary triangle element,

C0(Kh) <

√
a2 + b2 + c2

28
− S4

a2b2c2

and

C1(Kh) <

√
a2b2c2

16S2
− a2 + b2 + c2

30
− S2

5

(
1

a2
+

1

b2
+

1

c2

)
hold where a = |BC|, b = |AC|, c = |AB| and S is area of Kh on Figure 3.3.

The classical a priori error estimate is given by the following theorem.

Theorem 3.4. Let Ω be convex polygonal domain. For a given f ∈ X, let u be

the solution of the variational problem in (36). The error estimate between u and its
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S

Figure 3.3: Triangle element Kh for Lemma 3.3.

approximation Phu ∈ Vh is given as

‖u− Phu‖V ≤ Ch,1‖f‖X , ‖u− Phu‖X ≤ Ch,1‖u− Phu‖V ≤ (Ch,1)
2‖f‖X .

Proof. Under the given assumptions, the solution u belongs to H2(Ω). By using

the interpolation error estimate for πh,1, the minimization principle gives

‖u−Phu‖V ≤ |u− πh,1u|H1 ≤ Ch,1|u|H2 ≤ Ch,1‖f‖X ,

where the constant Ch,1 is the one defined in (39). Here we use the fact [8] that, for

u ∈ H2(Ω) ∩H1
0 (Ω) and f = −∆u, we have |u|H2 ≤ ‖∆u‖X = ‖f‖X . Furthermore,

by adopting Aubin-Nitsche’s trick, we can deduce

‖u−Phu‖X ≤ Ch,1‖u−Phu‖V ≤ (Ch,1)
2‖f‖X .

�

Thus, one can take CM = Ch,1 in (38) when we choose Vh as piecewise linear finite

subspace.

3.2.2. A posteriori error estimate without H2-regularity. For the solution

with singularity (u 6∈ H2(Ω)), the classical error estimate is not obtained. Avoiding
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this difficulty, we will show the novel way to get the error estimate as below. It

requires only the first derivative of the solution (u ∈ H1(Ω)). Thus, the following

approach treats lack of H2-regularity. Here, we follow the briefly sketch by X. Liu

and S. Oishi. One can see the full discussion in [16].

Let us define some functional spaces corresponding to Raviart-Thomas mixed

finite elements, see Appendix A for detail. Raviart-Thomas mixed finite elements are

given as the subspace of H(div,Ω):

Wh :=
{
ph ∈ H(div,Ω) : ph = (ak + ckx, bk + cky)

T in Kh

}
,

where ak, bk, ck are constants on element Kh and

H(div,Ω) :=
{
ψ ∈

(
L2(Ω)

)2
: div ψ ∈ L2(Ω)

}
.

Wh is spanned by H(div,Ω)-conforming Raviart-Thomas mixed finite elements ψi

Wh = span{ψ1, ψ2, ..., ψl}, (40)

where l denotes the number of edges on T h. The set of piecewise constant functions

on T h is defined as

Mh :=
{
v ∈ L2(T h) : v is constant on each element of T h

}
.

Mh is spanned by piecewise constant functions qi

Mh = span{q1, q2, ..., qm}, (41)

where the number of elements on T h declares m. The classical analysis shows

div(Wh) = Mh [28]. Corresponding to fh ∈Mh, a subspace of Wh is denoted by

Wfh
:= {ph ∈ Wh : div ph + fh = 0, on each Kh}.
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Further, we define another orthogonal projection Ph,0 : L2(Ω) →Mh satisfying

(u− Ph,0u, µh) = 0, ∀µh ∈Mh.

The property of orthogonality says

‖u‖2
X = ‖Ph,0u‖2

X + ‖Ph,0u− u‖2
X , ∀u ∈ L2(Ω). (42)

From the definition (39), the error estimate between u ∈ H1(Ω) and its approximation

Ph,0u ∈Mh is given as

‖u− Ph,0u‖X ≤ Ch,0‖u‖V .

In order to evaluate the error estimate for FEM solutions without the second

derivatives, we need a computable quantity κ such that

κ := max
06=fh∈Mh

min
vh∈Vh

min
ph∈Wfh

‖ph −∇vh‖X
‖fh‖X

.

Lemma 3.5. For a given fh ∈ Mh, let ū ∈ H1(Ω) and uh ∈ Vh be the solution of

variational problems,

(∇ū,∇v) = (fh, v), ∀v ∈ V and (∇uh,∇vh) = (fh, vh), ∀vh ∈ Vh,

respectively. Then we have a computable error estimate

‖ū− uh‖V ≤ κ‖fh‖X . (43)

Proof. From Prager-Synge’s theorem [27], for ū, any vh ∈ Vh and ph ∈ Wfh
, it

follows

‖∇ū−∇vh‖2
X + ‖∇ū− ph‖2

X = ‖ph −∇vh‖2
X ,

which is called hypercircle equation. This can be checked by noticing the vanishment

of cross terms. Then, the following inequality holds

‖∇ū−∇vh‖X ≤ ‖ph −∇vh‖X , ∀vh ∈ Vh, ∀ph ∈ Wfh
.
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From the minimization principle, we obtain the error estimate between ū and uh,

‖∇ū−∇uh‖X ≤ ‖∇ū−∇vh‖X ≤ min
vh∈Vh

min
ph∈Wfh

‖ph −∇vh‖X .

Further the definition of κ yields

‖∇ū−∇uh‖X ≤ κ‖fh‖X .

�

Theorem 3.6 (Liu and Oishi 2010). For f ∈ L2(Ω), let u ∈ V and Phu ∈ Vh be

solutions of

(∇u,∇v) = (f, v), ∀v ∈ V and (∇(Phu),∇vh) = (f, vh), ∀vh ∈ Vh,

respectively. One can set CM :=
√

(Ch,0)2 + κ2 in (38). Then, the following a poste-

riori estimation is obtained

‖u−Phu‖V ≤ CM‖f‖X , ‖u− Phu‖X ≤ CM‖u− Phu‖V ≤ (CM)2‖f‖X .

Proof. We follow analogous framework with Kikuchi and Saito [13] to finish

the proof. Let ū and uh be the ones defined in Lemma 3.5 with fh = Ph,0f ∈ Mh.

The minimization principle leads ‖u− Phu‖V ≤ ‖u− uh‖V . Decomposing u− uh by

(u− ū) + (ū− uh), we have

‖u− Phu‖V ≤ ‖u− uh‖V ≤ ‖u− ū‖V + ‖ū− uh‖V . (44)

From definitions of u and ū, it follows for ∀v ∈ V ,

(∇(u− ū),∇v) = (f − Ph,0f, v) = ((I − Ph,0)f, (I − Ph,0)v) .
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Take v be u− ū and apply the error estimate for projection Ph,0, we have

‖u− ū‖2
V ≤ ‖(I −Ph,0)f‖X ‖(I −Ph,0)(u− ū)‖X

≤ ‖(I −Ph,0)f‖X · Ch,0‖u− ū‖V .

Hence, we have

‖u− ū‖V ≤ Ch,0 ‖(I − Ph,0)f‖X . (45)

From (42), (43) and (45) the error estimate (44) is bounded by

‖u− Phu‖V ≤ ‖u− ū‖V + ‖ū− uh‖V

≤ κ‖Ph,0f‖X + Ch,0 ‖(I − Ph,0)f‖X

≤
√

(Ch,0)2 + κ2 ‖f‖X .

Furthermore, by adopting Aubin-Nitsche’s trick, the estimate for ‖u−Phu‖X can be

obtained. Define e := (u−Phu) ∈ L2(Ω) and ζ satisfying

(∇ζ,∇v) = (e, v), ∀v ∈ V.

Thus, we have

(e, e) = (∇ζ,∇e) = (∇(ζ − Phζ),∇e) ≤ ‖∇(ζ −Phζ)‖X · ‖∇e‖X ≤ CM‖e‖X‖∇e‖X ,

which leads to

‖u− Phu‖X ≤ CM |u− Phu|H1 ≤ (CM)2‖g‖X .

�

Computation of κ. In this part, we explain how to evaluate the quantity κ. The

discussion will be divided into two steps. First we derive the explicit form of uh ∈ Vh

and ph ∈ Wfh
which optimize ‖ph −∇uh‖X . Then, we find fh ∈ Mh that maximizes

the value of ‖ph −∇uh‖X/‖fh‖X .
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For given fh ∈Mh, we consider the optimization problem,

inf
uh∈Vh

inf
ph∈Wfh

‖ph −∇uh‖X . (46)

The classical theory on Raviart-Thomas finite element method [28, 2] implies that

the minimizer of (46) is given by solutions of following two problems

a) Find ph ∈ Wh and λh ∈Mh such that (ph, qh) + (λh, div qh) = 0, ∀qh ∈ Wh,

(div ph, µh) + (fh, µh) = 0, ∀µh ∈Mh.

b) Find uh ∈ Vh such that

(∇uh,∇vh) = (fh, vh), ∀vh ∈ Vh.

Let the base functions of FEM spaces be ones in (35), (40) and (41). Define some

matrices Pl×l, Gn×l, Sn×n, Bn×m, Mm×m and Nm×l for inner products of base func-

tions,

Pl×l = (ψi, ψj), Gn×l = (∇φi, ψj),

Sn×n = (∇φi,∇φj), Bn×m = (φi, qj),

Mm×m = (qi, qj), Nm×l = (qi, div ψj).

Additionally, suppose that x ∈ Rl, y ∈ Rn, z ∈ Rm and gv ∈ Rm are vectors and let

ph ∈ Wh, uh ∈ Vh, λh ∈Mh and fh ∈Mh be the elements such that

x = (x1, ..., xl)
T ∈ Rl, ph = (ψ1, ..., ψl) · x ∈ Wh,

y = (u1, ..., un)
T ∈ Rn, uh = (φ1, ..., φn) · y ∈ Vh,

z = (z1, ..., zm)T ∈ Rm, λh = (q1, ..., ql) · z ∈Mh,

fv = (g1, ..., gm)T ∈ Rm, fh = (q1, ..., ql) · fv ∈Mh.

By using matrix notations, problems a) and b) can be characterized by

a)

 Px+NT z = 0

Nx+Mfv = 0
, b) Sy = Bfv.
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There are various methods on solving this system. Adopting block matrix arithmetic,

coefficient vectors of minimizer ph ∈ Wh and uh ∈ Vh are given by

x := −P−1NT (NP−1NT )−1Mfv = Hfv and y := S−1Bfv = Kfv,

if NP−1NT be nonsinguler. Then, the following is obtained

‖∇uh − ph‖2
X = (∇uh,∇uh) + (ph, ph) − 2(∇uh, ph)

= yTSy + xTPx− 2yTGx

= fTv (KTSK +HTPH − 2KTGH)fv

= fTv Qfv.

Here, we put Q := KTSK +HTPH − 2KTGH ∈ Rm×m. Note that xTGy = yTGx =

fTv K
TGHfv = fTv H

TGKfv, we see Q is symmetric easily. Finally, κ2 is given as

κ2 = max
06=fh∈Mh

min
uh∈Vh

min
ph∈Wfh

‖∇uh − ph‖2
X

‖fh‖2
X

= max
06=fh∈Mh

fTv Qfv
fTv Mfv

.

This is nothing but Rayleigh quotient form of general matrix eigenvalue problem

Qfv = λMfv. (47)

Thus, κ2 is given by the maximum eigenvalue of (47).

Remark 3.7. The assertion in Subsection 3.2.2 is obtained for higher order finite

element, such as piecewise quadratic or more higher oder spline base functions. Us-

ing the same discussion, we have the error constant in (38). Over convex domains,

the error constant Ch,1 can be used alternatively. However, this estimation becomes

overestimation.
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3.3. Embedding constant

Another task of explicit evaluation is Sobolev’s embedding constant H1(Ω) ↪→

Lp(Ω) on arbitrary polygonal domain. Sobolev’s embedding constant is related to

the minimal spectrum of Laplacian (−∆), which is verified by Liu, Oishi [16]. For

p ∈ [2,∞), the upper bound of the constant Ce,p satisfying

‖u‖Lp ≤ Ce,p‖u‖V

are given by the following lemma. This is introduced by M. Plum [26]. He pointed

out “This is not always optimal but easy to compute”.

Lemma 3.8. Let σ ∈ [0,∞) denote the point of the minimal spectrum of −∆ on

V . Let p ∈ [2,∞) and ν denote the largest integer less than p/2. We have

Ce,p :=

(
1

2

) 1
2
+ 2ν−3

p [p
2

(p
2
− 1

)
· · ·

(p
2
− ν + 2

)] 2
p
σ− 1

p ,

where the bracket term is put equal to 1 if ν = 1.

Here, we need the verified lower bound of the minimal spectrum of Laplacian

(−∆) on treated domain. The following theorem gives desired lower bounds, which

is derived by X. Liu and S. Oishi [16].

Theorem 3.9 (Liu and Oishi 2010). Let λk be spectrums of −∆. λ̃k is assumed

to be its discretized approximation with verified computations. CM declares the error

constant satisfies (38). Suppose

1 − (CM)2λk > 0,

then each spectrum of −∆ is bounded by

λ̃k

1 + (CM)2λ̃k
≤ λk ≤ λ̃k.
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Using this result, we can take

σ ≥ λ̃1

1 + (CM)2λ̃1

, (48)

where λ̃1 is the first approximate eigenvalue in finite element discretized systems of

the eigenvalue problem

−∆u = λu

with Dirichlet boundary condition: u = 0 on ∂Ω. For the verified method for eigen-

value problem of Laplacian (−∆), one can see full discussions in [16]. It treats

verified eigenvalue evaluation for elliptic operators on arbitrary polygonal domain. It

also depends on the error constant CM , which appears in (38).
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Chapter 4

Verification theories
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Our computer-assisted approach needs explicit values of (18)-(20) in Section 2.2.

In this chapter, we treat how to calculate each constant with verification.

4.1. Invertibility of linearized operator

Let û ∈ Vh be approximate solution of (23). Here, we evaluate the verified upper

bound of C1 in (18), which is the norm estimation corresponding to the inverse of the

Freécht derivative operator F ′[û] = A − N ′[û]. Let Vh be a finite element approxi-

mation of V and Vc := V \ Vh be its orthogonal complement. For the estimation of

‖(A−N ′[û])−1‖V ∗,V , we will present two theorems.

4.1.1. Initial theorem with ODE notations.

Theorem 4.1 (Oishi 1995 [23]). Let û ∈ Vh and N ′[û] : V → V ∗ be a linear

compact operator. Let Vh be a finite dimensional subspace of V . Let Ph : V → Vh be

the orthogonal projection defined in (31). Assuming PhA−1N ′[û] : V → V is bounded

and satisfies

‖PhA−1N ′[û]‖V,V ≤ K,

the difference between A−1N ′[û] and PhA−1N ′[û] is bounded and enjoys

‖(A−1 − PhA−1)N ′[û]‖V,V ≤ Lh,

and the finite dimensional operator Ph(I −A−1N ′[û])|Vh
: Vh → Vh is invertible with

‖(Ph(I − A−1N ′[û])|Vh
)−1‖V,V ≤ τ.

Here, Ph(I − A−1N ′[û])|Vh
: Vh → Vh is the restriction of the operator Ph(I −

A−1N ′[û]) : V → Vh on Vh. If (1 + τK)Lh < 1, then the operator A−N ′[û] is also

invertible and

‖(A−N ′[û])−1‖V ∗,V ≤ 1

c2a

1 + τK

1 − (1 + τK)Lh
=: C1.

2
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Proof. Since

u = (I − A−1N ′[û])u+ (A−1N ′[û] − PhA−1N ′[û])u+ PhA−1N ′[û]u,

we have

‖u‖V

≤ ‖(I − A−1N ′[û])u‖V + ‖(A−1N ′[û] − PhA−1N ′[û])‖V,V ‖u‖V + ‖PhA−1N ′[û]u‖V

≤ ‖(I − A−1N ′[û])u‖V + Lh‖u‖V + ‖PhA−1N ′[û]u‖V . (49)

From

Ph(I − A−1N ′[û])PhA−1N ′[û]u

= Ph(I − A−1N ′[û])(PhA−1N ′[û] −A−1N ′[û])u+ Ph(I − A−1N ′[û])A−1N ′[û]u

= PhA−1N ′[û](A−1N ′[û] − PhA−1N ′[û])u+ PhA−1N ′[û](I − A−1N ′[û])u

and the invertibility of Ph(I − A−1N ′[û])|Vh
: Vh → Vh with

‖(Ph(I − A−1N ′[û])|Vh
)−1‖V,V ≤ τ,

we have

‖PhA−1N ′[û]u‖V ≤ τ‖PhA−1N ′[û]‖V,V ‖(A−1 −PhA−1)N ′[û]‖V,V ‖u‖V

+τ‖PhA−1N ′[û]‖V,V ‖(I − A−1N ′[û])u‖V

≤ τKLh‖u‖V + τK‖(I − A−1N ′[û])u‖V . (50)

Substituting (50) into (49), we have

‖u‖V ≤ (1 + τK)‖(I − A−1N ′[û])u‖V + (1 + τK)Lh‖u‖V .
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Thus, if (1 + τK)Lh < 1, then we obtain

‖u‖V ≤ 1 + τK

1 − (1 + τK)Lh
‖(I − A−1N ′[û])u‖V . (51)

From (51), if (I − A−1N ′[û])u = 0, u = 0 follows. This implies that the operator

(I − A−1N ′[û]) : V → V is injective. Since the operator (I − A−1N ′[û]) : V → V is

Fredholm type with the index 0, it is also surjective. Thus, I −A−1N ′[û] : V → V is

invertible and enjoys

‖(I − A−1N ′[û])−1‖V,V ≤ 1 + τK

1 − (1 + τK)Lh
.

From the coercivity,

c2a‖u‖2
V ≤ ‖u‖2

a = A(u, u) = 〈Au, u〉 ≤ ‖Au‖V ∗‖u‖V ,

it follows

‖A−1‖V ∗,V ≤ 1

c2a
.

If we note

(A−N ′[û])−1 = (I − A−1N ′[û])−1A−1,

we have

‖(A−N ′[û])−1‖V ∗,V ≤ 1

c2a

1 + τK

1 − (1 + τK)Lh
.

This completes the proof. �

Actually, this theorem is related to the perturbation lemma of linear operators.

Then, another proof is given by a well known lemma as below.

Lemma 4.2. Let V and W be normed spaces with at least one of them being

complete. Assume L ∈ L(V,W ) has a bounded inverse L−1 : W → V and M ∈

L(V,W ) satisfies

‖L −M‖V,W <
1

‖L−1‖W,V
.
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Then, M : V → W is a bijection, M−1 ∈ L(W,V ) and

‖M−1‖W,V ≤ ‖L−1‖W,V
1 − ‖L−1‖W,V ‖L −M‖V,W

. (52)

Now we consider to apply this lemma to the proof of Theorem 4.1. Let V = W ,

L = I − PhA−1N ′[û] and M = I −A−1N ′[û]. Then, it follows

‖L −M‖V,W = ‖(A−1 − PhA−1)N ′[û]‖V,V ≤ Lh

and

‖L−1‖W,V = ‖(I − PhA−1N ′[û])−1‖V,V ≤ 1 + τK.

Thus, if (1 + τK)Lh < 1, from (52), it turns out that M = I −A−1N ′[û] : V → V is

invertible and enjoys

‖(I −A−1N ′[û])−1‖V,V ≤ 1 + τK

1 − (1 + τK)Lh
.

This argument becomes another proof of Theorem 4.1.

Next, we review briefly how to compute K, Lh and τ in Theorem 4.1. Detailed

arguments can be seen in [36]. In the first place, we show how to calculate K.

Equations (26), (31) and the definition of the operator A yield for v ∈ V

‖PhA−1N ′[û]v‖2
V ≤ 1

c2a
(a(x)(PhA−1N ′[û]v)′, (PhA−1N ′[û]v)′)

=
1

c2a
(a(x)(A−1N ′[û]v)′, (PhA−1N ′[û]v)′)

=
1

c2a
(f ′(û)v,PhA−1N ′[û]v)

≤ Ce,2
c2a

‖f ′(û)v‖X‖PhA−1N ′[û]v‖V .

Then we have

‖PhA−1N ′[û]‖V,V = sup
v∈V \{0}

‖PhA−1N ′[û]v‖V
‖v‖V

≤ Ce,2
c2a

‖f ′(û)‖V,X .
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Thus, we can take

K :=
Ce,2
c2a

‖f ′(û)‖V,X .

Secondly, we calculate the constant Lh. It follows from (32),

‖(A−1 − PnA−1)N ′[û]v‖V ≤ CM‖f ′(û)v‖X

≤ CM‖f ′(û)‖V,X‖v‖V .

Thus, one can put

Lh := CM‖f ′(û)‖V,X .

Let S and B be n× n matrices whose (i, j)-elements are given by

(a(x)φ′
j, φ

′
i) and (a(x)φ′

j, φ
′
i) − (f ′(û)φj, φi).

Let a lower triangular matrix L be the Cholesky decomposition of S, S = LLT . We

note that Nakao, Hashimoto and Watanabe [19] have shown that τ is given as

τ :=
Ca
ca

‖LTB−1L‖2.

We give the method of calculating τ with verified computations in Subsection 4.1.4.

4.1.2. Improved theorem with PDE notations. Theorem 4.1 is enough eval-

uation for ODE case. However, it sometimes becomes quite overestimation in case

of PDE. The following theorem is presumed as an improvement of former theorem.

It uses the structure of orthogonal properties. This theorem is a modification of the

main theorem in Nakao, Hashimoto and Watanabe [19] in 2005. We here give another

proof of this theorem.

Theorem 4.3. Let N ′[û] : V → V ∗ be the linear compact operator defined in

(29) and Vh be the finite dimensional subspace of V spanned by finite element base

functions. Let Ph : V → Vh be the orthogonal projection defined in (37). For three

50



constants K1, K2 and K ′, we assume

‖f ′(û)u‖X ≤ K1‖u‖V , ∀u ∈ V,

‖f ′(û)uc‖X ≤ K2‖uc‖V , ∀uc ∈ Vc

and

‖PhA−1N ′[û]uc‖V ≤ K ′‖uc‖V , ∀uc ∈ Vc.

Assuming that the finite dimensional operator Ph(I − A−1N ′[û])|Vh
: Vh → Vh is

invertible with ∥∥∥(
Ph(I − A−1N ′[û])|Vh

)−1
∥∥∥
V,V

≤ τ.

Here, Ph(I−A−1N ′[û])|Vh
: Vh → Vh is the restriction of Ph(I−A−1N ′[û]) : V → Vh

to Vh. Moreover, the same as (38), the error estimate of Ph is obtained for given

f ∈ X:

‖u− Phu‖V ≤ CM‖f‖X .

If CM(K1τK
′ +K2) < 1, then (A−N ′[û]) : V → V ∗ is invertible and enjoys

‖(A−N ′[û])−1‖V ∗,V ≤
√
r2 + s2.

Here,

r :=

√
(CMK1τ)2 + 1

1 − CM(K1τK ′ +K2)
and s := τ(K ′r + 1).

Proof. We fix u ∈ V . Putting ϕ ∈ V ∗ as

(A−N ′[û])u = ϕ, (53)

and

uh := Phu, uc := (I − Ph)u,

ϕh := PhA−1ϕ, ϕc := (I − Ph)A−1ϕ.
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Obviously, the following is obtained

u = uh + uc, A−1ϕ = ϕh + ϕc.

Further, the property of the orthogonality says

‖uh‖2
V + ‖uc‖2

V = ‖u‖2
V , ‖ϕh‖2

V + ‖ϕc‖2
V = ‖A−1ϕ‖2

V = ‖ϕ‖2
V ∗ .

From (53), we have

PhA−1(A−N ′[û])(uh + uc) = ϕh

⇐⇒ Ph(I − A−1N ′[û])uh = PhA−1N ′[û]uc + ϕh.

From the assumption, it holds

∥∥∥(
Ph(I − A−1N ′[û])|Vh

)−1
∥∥∥
V,V

≤ τ.

So that the following inequality holds

‖uh‖V ≤ τ‖PhA−1N ′[û]uc + ϕh‖V

≤ τ (K ′‖uc‖V + ‖ϕh‖V ) . (54)

On the other hand, from (53), it follows

(I − Ph)A−1(A−N ′[û])(uh + uc) = ϕc

⇐⇒ uc = (I − Ph)A−1N ′[û](uh + uc) + ϕc.

For given f ∈ X, we note that the solution of variational problem (∇u,∇v) =

(f, v), ∀v ∈ V , can be denoted as u = A−1i(X→V ∗) ◦ f . The error estimate (38) is

rewritten by

‖u− Phu‖V = ‖(I − Ph)A−1i(X→V ∗) ◦ f‖V ≤ CM‖f‖X .
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The representation of N ′[û] in (30) follows

‖(I − Ph)A−1N ′[û]u‖V = ‖(I − Ph)A−1i(X→V ∗) ◦ f ′(û)u‖V

≤ CM‖f ′(û)u‖X .

Thus, it turns out with (54)

‖uc‖V =
∥∥(I − Ph)A−1N ′[û](uh + uc) + ϕc

∥∥
V

≤ CM‖f ′(û)(uh + uc)‖X + ‖ϕc‖V

≤ CM (‖f ′(û)uh‖X + ‖f ′(û)uc‖X) + ‖ϕc‖V

≤ CM (K1‖uh‖V +K2‖uc‖V ) + ‖ϕc‖V

≤ CM (K1τ (K ′‖uc‖V + ‖ϕh‖V ) +K2‖uc‖V ) + ‖ϕc‖V

≤ CM(K1τK
′ +K2)‖uc‖ +

√
(CMK1τ)2 + 1‖A−1ϕ‖V .

If the assumption

CM(K1τK
′ +K2) < 1 (55)

holds, then we have

‖uc‖V ≤
√

(CMK1τ)2 + 1

1 − CM(K1τK ′ +K2)
‖A−1ϕ‖V =: r‖ϕ‖V ∗ . (56)

Under the condition (55), substituting (56) into (54), it follows

‖uh‖V ≤ τ (K ′r‖ϕ‖V ∗ + ‖ϕh‖V ) ≤ τ(K ′r + 1)‖ϕ‖V ∗ =: s‖ϕ‖V ∗ .

Summing up above arguments, we have

‖u‖V ≤
√
r2 + s2‖(A−N ′[û])u‖V ∗ (57)

provided that CM(K1τK
′ +K2) < 1. From (57), if (A−N ′[û])u = 0 in V ∗, it follows

u = 0. This implies the operator (A−N ′[û]) : V → V ∗ is injective. Since the operator
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(A−N ′[û]) : V → V ∗ is Fredholm type with the index 0, it is also surjective. Thus,

(A−N ′[û]) : V → V ∗ is invertible and enjoys

‖(A−N ′[û])−1‖V ∗,V ≤
√
r2 + s2.

This completes the proof. �

Therefore one can put C1 :=
√
r2 + s2 in (18).

4.1.3. Several constants. Three constants K1, K2 and K ′ are able to compute

explicitly. For K1 and K2, it is obvious by the definition

K1 = ‖f ′(û)‖V,L2 and K2 = ‖f ′(û)‖Vc,L2 ,

respectively. It depends on the concrete notation of Frécht derivative f ′(û). Further,

the norm of PhA1N ′[û] : Vc → Vh is satisfying for uc ∈ Vc

‖PhA−1N ′[û]uc‖V = sup
06=vh∈Vh

A (PhA−1N ′[û]uc, vh)

‖vh‖V

= sup
06=vh∈Vh

A (A−1N ′[û]uc, vh)

‖vh‖V

= sup
06=vh∈Vh

〈N ′[û]uc, vh〉
‖vh‖V

= sup
06=vh∈Vh

(f ′(û)uc, vh)

‖vh‖V
≤ Ce,2‖f ′(û)uc‖X

≤ Ce,2K2‖uc‖X .

Thus, one can put K ′ := Ce,2K2. In Section 5.2, practical notations with respect to

K1 and K2 are introduced as Example.

4.1.4. Method of calculating τ . The invertibility of Ph(I − A−1N ′[û])|Vh
:

Vh → Vh can be checked by verified computations. In the following, the upper bound
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of τ will be intruduced. Putting Bh := Ph(I−A−1N ′[û])|Vh
and for uh ∈ Vh, it follows

‖Ph(I − A−1N ′[û])|Vh
uh‖V = ‖Bhuh‖V

= sup
0 6=vh∈Vh

A(Bhuh, vh)
‖vh‖V

≥ inf
0 6=uh∈Vh

sup
06=vh∈Vh

A(Bhuh, vh)
‖uh‖V ‖vh‖V

‖uh‖V .

From the inf-sup condition, if a nonnegative value

η := inf
0 6=uh∈Vh

sup
06=vh∈Vh

A(Bhuh, vh)
‖uh‖V ‖vh‖V

> 0

is obtained, then Bh is invertivle and enjoys

(‖B−1
h ‖V,V )−1 = η.

Then, one can put τ := η−1. The verified evaluation of η is introduced as follows.

Let X,Y ∈ Rn be be a real vector and uh, vh ∈ Vh be the elements satisfying

X = (u1, ..., un)
T ∈ Rn, uh = (φ1, ..., φn) ·X ∈ Vh

Y = (v1, ..., vn)
T ∈ Rn, vh = (φ1, ..., φn) · Y ∈ Vh,

respectively. Let Bn×n and Sn×n be real matrices whose i-j elements are given by

Bij = (∇φj,∇φi) − (f ′(û)φj, φi),

Sij = (∇φj,∇φi),
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for 1 ≤ i, j ≤ n. Therefore, we have

η = inf
06=uh∈Vh

sup
0 6=vh∈Vh

A(Bhuh, vh)
‖uh‖V ‖vh‖V

= inf
06=uh∈Vh

sup
0 6=vh∈Vh

A(Ph(I − A−1N ′[û])uh, vh)

‖uh‖V ‖vh‖V

= inf
06=uh∈Vh

sup
0 6=vh∈Vh

A((I − A−1N ′[û])uh, vh)

‖uh‖V ‖vh‖V

= inf
06=uh∈Vh

sup
0 6=vh∈Vh

(∇uh,∇vh) − (f ′(û)uh, vh)

‖uh‖V ‖vh‖V

= inf
06=X∈Rn

sup
06=Y ∈Rn

XTBY

|XTSX|1/2|Y TSY |1/2
.

Since S is symmetric positive definite, there exists a lower triangular matrix L forming

the Cholesky decomposition, S = LLT . Here we denote Ỹ = LTY , then

η = inf
06=X∈Rn

sup
06=Y ∈Rn

XTB(L−tLT )Y

|XTSX|1/2|Y T (LLT )Y |1/2

= inf
06=X∈Rn

sup
06=Ỹ ∈Rn

(XTBL−t)Ỹ

|XTSX|1/2|Ỹ T Ỹ |1/2

= inf
06=X∈Rn

XTBS−1BTX

|XTSX|1/2|XTBS−1BTX|1/2
, (putting Ỹ := L−1BTX)

= inf
06=X∈Rn

|XTBS−1BTX|1/2

|XTSX|1/2
.

This is nothing but Rayleigh quotient form of general matrix eigenvalue problem.

Thus, η2 is the smallest eigenvalue of

BS−1BTx = λSx, λ ∈ R, x ∈ Rn.

We now discuss how to get a rigorous upper bound of τ by verified numerical

computation. For a matrix A, B ∈ Rn×n, we define

λmin(A) := min{|λ| : λ ∈ Spec(A)}, λmax(A) := max{|λ| : λ ∈ Spec(A)},
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where Spec(A) is the set of eigenvalues of A. Further, let σmin(A) be the minimum

of the singular values of A. It is known that always

σmin(A) ≤ λmin(A), σmin(AB) ≥ σmin(A)σmin(B).

Since τ = η−1, the lower bound of η gives the upper bound of τ . As an efficient

method of evaluation to the lower bound of η by verified numerical computation, we

use the following lemma, which exploits effectively the sparsity of B and S. This is

based on the method in [31]

Lemma 4.4. Let γ > 0 be an estimate of lower bound of σmin(S
−1B). Check

BBT − γ2S2 � 0, (58)

where A � 0 (� 0) means that A ∈ Rn×n is symmetric positive (semi-)definite. 1 If

the condition (58) is satisfied, then

σmin(S
−1B) ≥ γ > 0. (59)

Proof. Note that from

ν := σmin(S
−1B)2 = λmin(S

−1B(S−1B)T ) = λmin(S
−2BBT ),

it follows that there exists y ∈ Rn\{0} satisfying

BBTy = νS2y. (60)

Suppose γ2 > ν, we have

BBT − νS2 = BBT − γ2S2 + (γ2 − ν)S2 � 0,

because S is symmetric positive definite. ν is no eigenvalue of S−2BBT . This con-

tradicts to (60). �
1The condition (58) is suggested by S.M. Rump [32].
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It should be noted here that (58) can be checked using Rump’s method (isspd)

[30] by performing the sparse Cholesky decomposition with the floating point arith-

metic once. The sparse Cholesky decomposition algorithm is stable and efficient.

Now, let us consider the case B ∈ Rn×n being symmetric. In this case, from (59),

we have

η = λmin(S
−1BS−1BT )1/2 = λmin(S

−1B) ≥ σmin(S
−1B) ≥ γ.

The upper bound of τ is evaluated as τ = η−1 ≤ γ−1.

Next, let us consider the case B ∈ Rn×n being general. In this case, we have

η = λmin(S
−1BS−1BT )1/2 ≥ σmin(S

−1BS−1BT )1/2 ≥
(
σmin(S

−1B)σmin(S
−1BT )

)1/2
.

(61)

If further we check

BTB − γ′2S2 � 0

as above, then

σmin(S
−1BT ) ≥ γ′

holds. So that it follows form (61),

τ = η−1 ≤ 1√
γγ′

.

Remark 4.5. η is represented by

η = (‖LTB−1L‖2)
−1.
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It is proved as follows. Since LLT = S denotes the Cholesky decomposition of S, the

symmetry of S implies

η2 = λmin(S
−1BS−1BT )

= λmax(B
−tSB−1S)−1

= λmax(B
−tLLTB−1LLT )−1

= λmax(L
TB−tL · LTB−1L)−1

= λmax((L
TB−1L)T · LTB−1L)−1

= ‖LTB−1L‖−2
2 .

Therefore τ = ‖LTB−1L‖2.

4.2. Residual bounds

In this section, we would like to consider how to calculate a residual evaluation

(19) such that

‖F(û)‖V ∗ = sup
06=v∈V

|〈Aû−N (û), v〉|
‖v‖V

= sup
06=v∈V

|(∇û,∇v) − (f(û), v)|
‖v‖V

in several ways. If an approximate solution satisfies û ∈ H2(Ω) ∩ Vh, it follows

‖F(û)‖V ∗ = sup
06=v∈V

|(∇û,∇v) − (f(û), v)|
‖v‖V

= sup
06=v∈V

|(−∆û, v) − (f(û), v)|
‖v‖V

≤ Ce,2‖∆û+ f(û)‖X . (62)

Here, Ce,p means Sobolev’s embedding constant, which satisfies ‖u‖Lp ≤ Ce,p|u|H1 ,

(2 ≤ p < ∞) for u ∈ V . We point out that the evaluation (62) does not work

when Vh is taken as C0 finite element functions, such as P1 (piecewise linear) or
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P2 (piecewise quadratic) elements. This is because ∆û does not belong to L2(Ω)

anymore. Furthermore, in case of Vh being C1 element, we don’t have good bound for

(62) in non convex domain. It is famous fact that the weak solution has a singularity

on non convex corner [8]. The lack of H2(Ω)-regularity causes (62) unbounded [20].

To weaken the condition on û, we will introduce several methods that do not

need the H2-regularity of approximate solution. The first method to be introduced

is fast to compute but gives little rough bound. The second one has accurate esti-

mation with smoothing technique. The third one is based on Raviart-Thomas mixed

finite elements [2, 5, 28], which can provide better bound for residue if higher order

elements are used.

4.2.1. Simple bounds. Let Vh be a finite element subspace of V , such that

Vh := span{φ1, ..., φn}. Let uh := Phu ∈ Vh be an orthogonal projection of u ∈ V ,

defined as

(∇(u− uh),∇vh) = 0, ∀vh ∈ Vh.

In this part, we will show a simple upper bound of residue. In the following, we

denote vh by the projection of v, i.e. Phv. From the classical error analysis, such as

Aubin-Nitsche’s trick, we have

‖v − vh‖X ≤ CM‖v − vh‖V , (63)

‖v − vh‖V ≤ ‖v‖V and ‖vh‖V ≤ ‖v‖V . (64)

Here CM is a priori error constant for projection Ph. The full discussion of this

constant on arbitrary domain is shown in [16]. For vh ∈ Vh, the residual bound of
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(19) is given using inequalities (63) and (64)

‖F(û)‖V ∗ = sup
0 6=v∈V

|(∇û,∇v) − (f(û), v)|
‖v‖V

= sup
0 6=v∈V

|(∇û,∇(v − vh)) − (f(û), v − vh) + (∇û,∇vh) − (f(û), vh)|
‖v‖V

≤ sup
0 6=v∈V

|(f(û), v − vh)|
‖v‖V

+ sup
06=vh∈Vh

|(∇û,∇vh) − (f(û), vh)|
‖vh‖V

≤ CM‖f(û)‖X + Cr (65)

where the second term Cr is defined by the following procedure

sup
0 6=v∈V

|(∇û,∇vh) − (f(û), vh)|
‖v‖V

= sup
0 6=v∈V

0=vh∈Vh

|(∇û,∇vh) − (f(û), vh)|
‖v‖V

+ sup
06=v∈V

06=vh∈Vh

|(∇û,∇vh) − (f(û), vh)|
‖vh‖V

· ‖vh‖V
‖v‖V

≤ sup
0 6=vh∈Vh

|(∇û,∇vh) − (f(û), vh)|
‖vh‖V

=: Cr.

Let εi be εi := (∇û,∇φi) − (f(û), φi), (i = 1, ..., n). Since ∀vh ∈ Vh, we can express

vh as vh :=
∑n

i=1 ciφi. Let us put c := (c1, ..., cn)
T and ε := (ε1, ..., εn)

T . Let further

D be n× n matrix whose (i, j)-elements are given by (∇φi,∇φj). Then, Cr follows

Cr = sup
06=vh∈Vh

|(∇û,∇vh) − (f(û), vh)|
‖vh‖V

= sup
c∈Rn

|
∑n

i=1 ciεi|√
cTDc

≤ sup
c∈Rn

|c|l2 |ε|l2√
cTDc

≤ ‖D−1‖2|ε|l2 .

(66)

From (65) and (66), we obtain

‖F(û)‖V ∗ ≤ CM‖f(û)‖X + ‖D−1‖2|ε|l2 . (67)

4.2.2. Accurate bounds with a smoothing technique. As mentioned above,

the simple bound (67) seems a rough bound. Overestimation often causes false in

verification. Next, another method for evaluating the residual is introduced. This

is based on the smoothing technique proposed by N. Yamamoto et. al. [38]. Here,

smoothing means to an approximate vector ∇û by a smooth function. According to
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[38], if P1 (piecewise linear) elements are used for approximate solutions, the residual

evaluation becomes almost the same as the rough bound in (67). On the other

hand, using higher order element, this smoothing technique works very well [35]. Let

Xh ⊂ H1(Ω) be a finite element subspace that does not vanish on boundary of Ω.

Let ph ∈ (Xh)
2 be the vector function defined by

(ph −∇û, v∗) = 0, ∀v∗ ∈ (Xh)
2. (68)

Namely it is the L2-projection of ∇û ∈ (X)2 to ph ∈ (Xh)
2. ph makes the quantity

‖ph −∇û‖X small. Further the following Green’s formula holds for ph [38]:

(ph,∇v) + (div ph, v) = 0, ∀v ∈ V. (69)

Therefore, using ph and inequalities (63), (64), (66) and (69), we have

‖F(û)‖V ∗ = sup
06=v∈V

|(∇û,∇v) − (f(û), v)|
‖v‖V

= sup
06=v∈V

|(∇û,∇(v − vh)) − (f(û), v − vh) + (∇û,∇vh) − (f(û), vh)|
‖v‖V

≤ sup
06=v∈V

|(∇û,∇(v − vh)) − (f(û), v − vh)|
‖v‖V

+ Cr

≤ sup
06=v∈V

∣∣ (∇û− ph,∇(v − vh)) + (ph,∇(v − vh)) − (f(û), v − vh)
∣∣

‖v‖V
+ Cr

≤ sup
06=v∈V

‖∇û− ph‖X‖v − vh‖V + ‖div ph + f(û)‖X‖v − vh‖X
‖v‖V

+ Cr

≤ ‖∇û− ph‖X + CM‖div ph + f(û)‖X + ‖D−1‖2|ε|l2 . (70)

One can use the bound (70) instead of (67). The smoothing element ph is obtained

by solving an additional linear equation (68), which takes extra computational costs.

Meanwhile, for a certain good approximate solution, e.g. using P2 (piecewise qua-

dratic) elements, residual bound (70) becomes drastically small [35].
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Remark 4.6. One can consider another evaluation with H(div,Ω)-smoothing ele-

ments [26]. A smoothing function q ∈ H(div,Ω) satisfying q ≈ ∇û and div q+f(û) ≈

0 yields

‖F(û)‖V ∗ ≤ ‖∇û− q‖X + Ce,2‖div q + f(û)‖X .

One feature of this estimation is that it seeks the smoothing function in q ∈ H(div,Ω) ⊃

(H1(Ω))2, which can provide better approximation of ∇û, compared with the one in

eq.(68).

4.2.3. Raviart-Thomas mixed finite element on triangle element. In-

spired by Remark 4.6, we are concerned with a smoothing technique using mixed

finite elements as below. Here, we would like to introduce Raviart-Thomas mixed

finite element [2, 5, 28]. We follow discussions in [2, 5]. Let H(div,Ω) denote the

space of vector functions such that

H(div,Ω) :=
{
ψ ∈ (L2(Ω))2 : div ψ ∈ L2(Ω)

}
.

Let Kh be a triangle element in triangulation of Ω. We define

Pk(Kh) : the space of polynomials of degree less than k on Kh,

Rk(∂Kh) := {ϕ ∈ L2(∂Kh) : ϕ|ei
∈ Pk(ei)}, for any edge ei of ∂Kh.

Functions of Rk(∂Kh) are polynomials of degree ≤ k on each side ei of Kh (i = 1, 2, 3).

For k ≥ 0, we define

RTk(Kh) :=

q ∈ (L2(Kh))
2 : q =

 ak

bk

 + ck ·

 x

y

 , ak, bk, ck ∈ Pk(Kh)

 .

The dimension of RTk(Kh) is (k + 1)(k + 3). We now introduce basic result about

RTk(Kh) spaces.
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Proposition 4.7. Let ei be subtense of vertex i (= 1, 2, 3) and ~n|ei
= (n

(i)
1 , n

(i)
2 )T

be an outward unit normal vector on boundary ei. For q ∈ RTk(Kh), it follows div q ∈ Pk(Kh),

q · ~n|ei
∈ Rk(∂Kh).

Moreover, the divergence operator is surjective from RTk(Kh) onto Pk(Kh), i.e.

div(RTk(Kh)) = Pk(Kh).

Proof. q ∈ RTk(Kh) is written by q = qk + pk(x, y)
T with qk ∈ (Pk(Kh))

2 and

pk ∈ Pk(Kh). It is clear that div q becomes a polynomial of degree k. On the other

hand, let ~n|ei
= (n

(i)
1 , n

(i)
2 )T be the normal side. We have

q · ~n|ei
= qk · ~n|ei

+ pk(xn
(i)
1 + yn

(i)
2 ).

Since xn
(i)
1 + yn

(i)
2 becomes constant on each edge, q · ~n|ei

is a polynomial of degree

k. �

Proposition 4.8. For k ≥ 0 and any q ∈ RTk(Kh), the following relations imply

q = 0. ∫
∂Kh

q · ~n ϕkds = 0, ∀ϕk ∈ Rk(∂Kh),∫
Kh

q · qk−1dx = 0, ∀qk−1 ∈ (Pk−1(Kh))
2.

Proof. Using Green’s formula,∫
Kh

(div q)pkdx = −
∫
Kh

q · ∇pkdx+

∫
∂Kh

q · ~npkds = 0, ∀pk ∈ Pk(Kh).

Since div q ∈ Pk(Kh), we can choose pk = div q. Then the statement is obtained. �
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The Raviart-Thomas finite element space RTk is given by

RTk :=
{
ph ∈ (L2(Ω))2 : ph|Kh

=

 ak

bk

 + ck ·

 x

y

 , ak, bk, ck ∈ Pk(Kh),

ph · ~n is continuous on the inter-element boundaries.
}

(71)

It is a finite dimensional subspace of H(div,Ω). Further let us define

Mh := {v ∈ L2(Ω) : v|Kh
∈ Pk(Kh)}. (72)

It follows div(RTk) = Mh (cf. Chapter IV.1 of [5]).

4.2.4. Proposal bounds with RTk element. For the residual bound estima-

tion, the smoothing technique in Subsection 4.2.2 works well to give accurate bounds.

Some general smoothing techniques have been proposed in [21, 26, 38], etc, where

smoothing functions ph ∈ (H1(Ω))2 or H(div,Ω) are often used. One feature of

proposal method is that we can use the basic property of Raviart-Thomas element,

div(RTk) = Mh, for getting effective residual estimation. For given fh ∈ Mh, this

property enbables us to define a subspace of RTk as

Wfh
= { ph ∈ RTk : div ph + fh = 0 for fh ∈Mh }.

Furthermore, we define vh ∈Mh by an orthogonal projection of v ∈ L2(Ω) such that

(v − vh, wh) = 0, ∀wh ∈Mh.

Assuming an error estimate

‖v − vh‖X ≤ CMh
‖v‖V for vh ∈Mh

is obtained. Also we define fh(û) ∈ Mh by the projection of f(û) ∈ L2(Ω). Finally,

inequalities (63) and (64) give the following evaluation of the residual bound using
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ph ∈ Wfh(û),

‖F(û)‖V ∗ = sup
06=v∈V

|(∇û,∇v) − (f(û), v)|
‖v‖V

= sup
06=v∈V

|(∇û− ph,∇v) + (ph,∇v) − (f(û), v)|
‖v‖V

≤ sup
06=v∈V

|(∇û− ph,∇v)|
‖v‖V

+ sup
06=v∈V

|(div ph + f(û), v)|
‖v‖V

≤ ‖∇û− ph‖X + sup
0 6=v∈V

|(div ph + fh(û) + f(û) − fh(û), v)|
‖v‖V

≤ ‖∇û− ph‖X + sup
0 6=v∈V

|(f(û) − fh(û), v − vh)|
‖v‖V

≤ ‖∇û− p̃h‖X + CMh
‖f(û) − fh(û)‖X (73)

where p̃h is an interval function ph ∈ p̃h obtained by verified computations.

Remark 4.9. Proposed estimation (73) holds for k ≥ 0. If the approximate

solution û is obtained from Vh, which has member function to be piecewise (k + 1)-th

polynomial. An effective choice of functional space Wfh
is to choose Wfh

is subspace

of RTk and Mh spanned by Pk elements. The rate of convergence can be expect to be

‖∇û− ph‖X = o(hk+1) and ‖f(û) − fh(û)‖X = o(hk+1).

4.2.5. How to determine ph. In this part, we would like to explain the proce-

dure of determining the smoothing element ph ∈ Wfh(û) in Subsection 4.2.4. Using

a verified computation of linear system, we will have an interval function p̃h. This

includes the smoothing element ph ∈ p̃h with verification. The mixed method for

the Poisson equation is applied to our procedure. First of all, we write the original

problem (22) as the system  ∇u = p,

−div p = f(u).
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This system leads directly to the following saddle point problem: Find (p, u) ∈

H(div,Ω) ×X such that (p, q) + (u, div q) = 0, ∀q ∈ H(div,Ω),

(div p, v) = −(f(u), v), ∀v ∈ X.
(74)

Since the inf-sup condition of the general saddle point framework is obtained [2], this

saddle point problem (74) is stable. Let Mh be defined in (72). As mentioned above,

we determine fh(û) ∈Mh such that

(f(û) − fh(û), vh) = 0, ∀vh ∈Mh.

In order to obtain ph ∈ Wfh(û) for given fh(û), we consider an approximation of the

problem (74), we seek (ph, uh) ∈ RTk ×Mh defined in (71) and (72) satisfying (ph, qh) + (uh, div qh) = 0, ∀qh ∈ RTk,

(div ph, vh) = −(f(û), vh), ∀vh ∈Mh.
(75)

Let spaces RTk and Mh be

RTk = span{ψ1, ..., ψl}, Mh = span{q1, ..., qm},

respectively. Define matrices Pl×l and Nm×l as inner products of base functions

Pl×l = [(ψi, ψj)]i,j=1,...,l, Nm×l = [(qi, div ψj)]i=1,...,m, j=1,...l.

Additionally, suppose that x ∈ Rl, z ∈ Rm and fv ∈ Rm are vectors. Using these

notations, let ph ∈ RTk, uh ∈Mh be elements described as

x = (x1, ..., xl)
T ∈ Rl, ph = (ψ1, ..., ψl) · x ∈ RTk,

z = (z1, ..., zm)T ∈ Rm, uh = (q1, ..., ql) · z ∈Mh,

fv = [(f(û), qi)]i=1,...,m.
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By using matrix notations, problem (75) is finally characterized by Px+NT z = 0,

Nx = −fv.

In order to obtain ph ∈ Wfh(û), we need to obtain the vector x ∈ Rl with verified

computations. Here, we will use a basic algorithm to solve the linear system:

Find xz ∈ Rl+m s.t. Ãxz = f̃ , Ã =

 P NT

N 0

 , xz =

 x

z

 , f̃ =

 0

−fv

 .

The following theorem yields verified result of this linear system:

Theorem 4.10 (Yamamoto [39]). Let R be some approximate inverse of the ma-

trix Ã together with an approximate solution x̂z. For G = RÃ − I, let κ ∈ Rl+m

obtain

κi ≥
l+m∑
j=1

|Ãi,j|, for i = 1, ..., l +m.

If ‖κ‖∞ ≤ 1 is satisfied, then Ã−1 exists and

δ = |xz − x̂z| ≤ |R(Ax̂z − f̃)| + ‖R(Ax̂z − f̃)‖∞
1 − ‖RÃ− I‖∞

κ

holds for δ ∈ Rl+m.

The verified result is an interval vector x̃z :=< x̂z, δ >, which is centered at x̂z

with radius δ. It includes the solution xz. Using the verified result x̃z, we can express

the interval function p̃h in (73).

p̃h = (ψ1, ..., ψl)
T · x̃z(1 : l),

where x̃z(1 : l) denotes first l-elements of the interval vector x̃z.
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4.3. Lipschitz constant

Finally, we estimate the Lipschitz constant of F ′[u] : V → V ∗. Here, we assume

that f ′ : V → L(V,X) is Lipschitz continuous on the open ball D ⊃ B(û, 2α).

Namely, there exists a positive constant CL satisfying

|((f ′(v) − f ′(w))u, ψ)| ≤ CL‖v − w‖V ‖u‖V ‖ψ‖V (76)

for v, w ∈ D and u, ψ ∈ V . Usually, the optimal estimation depends on the definition

of f . We will discuss the estimation of CL in Subsection 5.2 for a model case. For

v, w ∈ D, we have

‖F ′[v] −F ′[w]‖V,V ∗ = sup
06=u∈V

sup
06=ψ∈V

|〈(N ′[v] −N ′[w])u, ψ〉|
‖u‖V ‖ψ‖V

= sup
06=u∈V

sup
06=ψ∈V

|((f ′(v) − f ′(w))u, ψ)|
‖u‖V ‖ψ‖V

≤ CL‖v − w‖V .

Therefore, one can put C3 := CL.
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Chapter 5

Results
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Summarizing this thesis, we would like to show computational results. In the

following, we first present numerical examples for two-point boundary value problems.

After that we present elliptic boundary problems for a model problem on arbitrary

polygonal domains.

5.1. Computational results (ODE)

In this section, we shall present four numerical examples corresponding to two-

point boundary problems. In these examples, we use piecewise quadratic (P2) finite

elements to get approximate solutions. Following results demonstrate the usefulness of

the method using (70). Namely, a remarkable improvement in accuracy is attained.

All computations are carried out on Mac OS X, 2.26GHz Quad-Core Intel Xeon

(Nehalem) with 32 GB RAM by using MATLAB 2010a with a toolbox for verified

computations, INTLAB [29].

5.1.1. Emden equation on a interval. Let Ω = (0, 1). We consider the fol-

lowing quadratic nonlinear two-point boundary value problem. −u′′ = u2, 0 < x < 1,

u(0) = u(1) = 0.
(77)

Obviously, the Fréchet derivative of f(u) = u2 is given by f ′(u) = 2u. An ap-

proximate solution û is computed by the finite element method with one-dimensional

piecewise quadratic elements. The calculated approximate solution û is bounded on

Ω so that û ∈ L∞(Ω) in this case. Therefore, for û, v, w ∈ V it follows

‖f ′(û)‖V,X ≤ 2Ce,2‖û‖∞,

and

‖f ′(v) − f ′(w)‖V,X ≤ 2C2
e,4‖v − w‖V .

The proposed method can be applied to approximate solution û. Results with piece-

wise quadratic elements are shown in Table 5.1. For the mesh size h = 1/32, our
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verification method yields

C1 ≤ 6.288, C2,h ≤ 0.016, C3 ≤ 0.368.

Then we have C2
1C2,hC3 ≤ 0.225. Consequently, it follows that there exists an unique

solution in the ball B(û, ρ) with the radius

‖u− û‖V ≤ ρ = 0.112.

Since V ↪→ C0(Ω) in Theorem 2.1, we can obtain a verified error bound in maximum

norm by Poincaré’s inequality. Note that for u ∈ V ,

|u(x)| =

∣∣∣∣∫ x

0

u′dt

∣∣∣∣ ≤ ∫ x

0

|u′|dt and

∣∣∣∣∫ 1

x

u′dt

∣∣∣∣ ≤ ∫ 1

x

|u′|dt,

imply

2|u(x)| ≤
∫ 1

0

|u′|dt ≤ ‖u′‖X = ‖u‖V .

Therefore, ‖u‖∞ ≤ 1
2
‖u‖V holds. The verification procedure proves the existence and

uniqueness of the exact solution of (77) between two curves in Figure 5.1.
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Figure 5.1: Verified Bounds for (77), mesh size 1/32.
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Results with piecewise linear elements are also shown in Table 5.2. Comparing

Table 5.1 with Table 5.2, we can see the improvement of smoothing technique which is

discussed in Subsection 4.2.2. The value of C2,h in Table 5.2 is calculated by (67) with

piecewise linear elements. On the other hand, for the calculation of C2,h in Table 5.1,

we used (70) with piecewise quadratic elements. For the same mesh size h = 1/(n+1),

node points on Ω are n × n in piecewise linear elements and (2n + 1) × (2n + 1)

in piecewise quadratic elements respectively. Furthermore, the sparse structure of

the matrices becomes tridiagonal matrix for piecewise linear elements. Meanwhile,

the sparse structure of piecewise quadratic elements becomes penta-diagonal matrix.

Comparing with the method in [36], the smoothing technique in (70) works very well.

Table 5.1: Results using (70) with P2 element

1/2γ CM C1 C2,h C3 C2
1C2,hC3 ρ

5 4.974×10−3 6.288 1.544×10−2 3.676×10−1 2.244×10−1 1.115×10−1

6 2.487×10−3 5.626 4.373×10−3 3.676×10−1 5.087×10−2 2.527×10−2

7 1.244×10−3 5.345 1.365×10−3 3.676×10−1 1.433×10−2 7.345×10−3

8 6.217×10−4 5.215 5.561×10−4 3.676×10−1 5.558×10−3 2.908×10−3

9 3.109×10−4 5.171 5.191×10−4 3.676×10−1 5.098×10−3 2.691×10−3

Table 5.2: Results using (67) with P1 element

1/2γ CM C1 C2,h C3 C2
1C2,hC3 ρ

5 9.948×10−3 9.137 9.571×10−1 3.676×10−1 29.37 Failed
6 4.974×10−3 6.808 4.776×10−1 3.676×10−1 8.134 Failed
7 2.487×10−3 6.039 2.387×10−1 3.676×10−1 3.201 Failed
8 1.244×10−3 5.717 1.194×10−1 3.676×10−1 1.434 Failed
9 6.217×10−4 5.568 5.966×10−2 3.676×10−1 6.798×10−1 Failed
10 3.11×10−4 5.497 2.983×10−2 3.676×10−1 3.313×10−1 2.075×10−1

We also present a comparison of verified numerical error estimations obtained by

using (67) and using (70). Using (67), the guaranteed error bound ρ has been only

obtained when the mesh size is 1/210. On the other hand, (70) yields ρ from 1/25.

As a result, the verified error can be obtained from rough mesh partition.
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5.1.2. Solution branches. Next, we consider the following quadratic nonlinear

two-point boundary value problem with one-parameter family σ for σ ≥ 0: −u′′ = u2 + σ, 0 < x < 1,

u(0) = u(1) = 0.
(78)

For different values of σ ≥ 0, we have verified the existence of exact solutions. Fig-

ure 5.2 shows the result of our computer-assisted proof. In this figure, asterisks are

plotted when an exact solution is found. This figure implies that there are two so-

lution branches, upper branch and lower branch, for the case of σ < 23. For the

verification of the existence of solutions on the upper branch, we need fine meshes

with around h = 1/210 if we use residual evaluation in (67). Especially, at σ = 0,

there is a solution around max(|u|) = 11.9. We need a fine mesh (h = 1/210) to get a

verified result as mentioned in previous section. At σ = 0, the solution on the lower

branch becomes a trivial solution u = 0. The refined method using (70) needs only a

mesh size h = 1/25 for verifying all solutions exhibited in Figure 5.2.
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Figure 5.2: Verified exact solutions to the problem (78)
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5.1.3. Three solutions. Let us further consider a nonlinear two-point boundary

value problem of the following form: −u′′ = u3 + 3.0, 0 < x < 1,

u(0) = u(1) = 0.
(79)

By numerical computations, it is easy to see that there exist at least three approximate

solutions û−1, û0 and û1 for the problem (79). Here, one of them, û0, is the solution

close to zero. Thus, the existence of exact solution around û0 is easy to validate.

The existence of exact solutions around rest two approximate solutions is relatively

difficult to verify, because max(|ui|), (i = −1, 1) are relatively large. Figure 5.3 shows

function shapes of approximate solutions û−1 and û1 together with û0.
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Figure 5.3: Three approximate solutions of (79)

Using our method, it is proved that there exist three local unique exact solutions

u−1, u0 and u1 in the neighborhood of approximate solutions û−1, û0 and û1, respec-

tively. Table 5.3 exhibits verification results expressing the upper bound of distances

between three exact solutions and their approximate solutions, ‖u−1 − û−1‖V ≤ ρ−1,

‖u0 − û0‖V ≤ ρ0 and ‖u1 − û1‖V ≤ ρ1.
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Table 5.3: Verified results for (79)

1/2γ CM C1 C2,h C3 C2
1C2,hC3 ρ0

5 4.974×10−3 1.047 6.798×10−4 8.376×10−1 6.231×10−4 7.114×10−4

6 2.487×10−3 1.046 2.404×10−4 8.367×10−1 2.201×10−4 2.514×10−4

7 1.244×10−3 1.046 8.516×10−5 8.364×10−1 7.787×10−5 8.905×10−5

8 6.217×10−4 1.046 3.189×10−5 8.363×10−1 2.914×10−5 3.334×10−5

9 3.109×10−4 1.046 2.069×10−5 8.363×10−1 1.891×10−5 2.163×10−5

10 1.555×10−4 1.046 3.082×10−5 8.363×10−1 2.817×10−5 3.222×10−5

1/2γ CM C1 C2,h C3 C2
1C2,hC3 ρ1

5 4.974×10−3 13.68 4.973×10−3 7.277 6.764 Failed
6 2.487×10−3 9.827 1.248×10−3 7.171 8.641×10−1 Failed
7 1.244×10−3 8.615 3.342×10−4 7.152 1.774×10−1 3.194×10−3

8 6.217×10−4 8.115 1.352×10−4 7.149 6.359×10−2 1.134×10−3

9 3.109×10−4 7.886 1.466×10−4 7.149 6.514×10−2 1.196×10−3

10 1.555×10−4 7.776 2.649×10−4 7.151 1.145×10−1 2.193×10−3

1/2γ CM C1 C2,h C3 C2
1C2,hC3 ρ−1

5 4.974×10−3 60.41 7.213×10−3 8.791 231.4 Failed
6 2.487×10−3 18.91 1.777×10−3 8.022 5.091 Failed
7 1.244×10−3 14.07 4.644×10−4 7.971 7.322×10−1 Failed
8 6.217×10−4 12.48 1.723×10−4 7.962 2.134×10−1 2.446×10−3

9 3.109×10−4 11.81 1.651×10−4 7.961 1.831×10−1 2.168×10−3

10 1.555×10−4 11.51 2.928×10−4 7.962 3.081×10−1 4.156×10−3

5.1.4. Another multiple solutions. Finally, we treat the case of a(x) 6= 1. Let

us be concerned with the following problem of the form −(au′)′ = f(u), 0 < x < 1,

u(0) = u(1) = 0,
(80)

where a(x) = 1 + x2 ≥ 1 > 0, f(u) = u2 + g and g ∈ X. For each constants, the

following are obtained.

a0 = 1, ca = 1, Ca =
√

2, ‖a′‖∞ = 2.

We set g = −(sin2 2πx + (2π(1 + x2) cos 2πx)′) so that the exact solution becomes

u = sin 2πx. Then two approximate solutions are given. u0 resembles the exact
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solution u = sin(2πx). In addition, another solution u1 is found. The maximum

value of u1 is much higher than that of u0. So that the solution u1 is comparatively

difficult to verify the existence. Our computer-assisted proof method proves that

there are multiple solutions of (80). In Figure 5.4, it shows the verified inclusion of

two exact solutions.
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Figure 5.4: Verified inclusions for solutions to (80)

Furthermore, Table 5.4 shows verified numerical error bounds. Upper bounds of

‖u1 − û1‖V ≤ ρ1 and ‖u0 − û0‖V ≤ ρ0 are presented in Table 5.4.
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Table 5.4: Verified results for (80)

1/2γ CM C1 C2,h C3 C2
1C2,hC3 ρ0

5 1.628×10−2 1.331 1.627×10−1 3.676×10−1 1.053×10−1 2.282×10−1

6 8.141×10−3 1.321 3.571×10−2 3.676×10−1 2.288×10−2 4.769×10−2

7 4.071×10−3 1.316 6.203×10−3 3.676×10−1 3.947×10−3 8.177×10−3

8 2.035×10−3 1.314 1.733×10−3 3.676×10−1 1.099×10−3 2.277×10−3

9 1.018×10−3 1.314 1.009×10−3 3.676×10−1 6.401×10−4 1.326×10−3

10 5.088×10−4 1.307 6.235×10−4 3.676×10−1 3.914×10−4 8.151×10−4

1/2γ CM C1 C2,h C3 C2
1C2,hC3 ρ1

6 8.141×10−3 37.02 8.029×10−2 3.676×10−1 40.43 Failed
7 4.071×10−3 14.56 1.982×10−2 3.676×10−1 1.544 Failed
8 2.035×10−3 11.18 5.241×10−3 3.676×10−1 2.405×10−1 6.806×10−2

9 1.018×10−3 10.11 3.194×10−3 3.676×10−1 1.198×10−1 3.446×10−2

10 5.088×10−4 9.041 5.225×10−3 3.676×10−1 1.571×10−1 5.167×10−2

5.2. Formulation for verification example (PDE)

In this section, we are concerned with practical formulation of a certain example.

Let us consider following Drichlet boundary value problems such that −∆u = f(u), in Ω,

u = 0, on ∂Ω,

with

f(u) = b · ∇u+ c1u+ c2u
2 + c3u

3 + g.

Here, b(x) ∈ (L∞(Ω))2, ci ∈ L∞(Ω), (i = 1, 2, 3) and g ∈ X.

In order to show the applicability of our verification theory to this problem, we

must check that f is Fréchet differentiable at û ∈ Vh as a map f : V → X. This can

be shown as follows. The candidate of f ′(û) : V → X is obviously

f ′(û) = b · ∇ + c1 + 2c2û+ 3c3û
2.
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Recall V = H1
0 (Ω) and Sobolev’s embedding theorem states V ⊂ Lp(Ω) for p ≥ 1

with

‖v‖Lp ≤ Ce,p‖v‖V , ∀v ∈ V.

Similarly, it is easily seen that for u, v, w ∈ V from Hölder’s inequality,

‖uvw‖L2 ≤ ‖u‖L6‖v‖L6‖w‖L6 ≤ C3
e,6‖u‖V ‖v‖V ‖w‖V .

Then, we have for ν ∈ V

‖f(û+ ν) − f(û) − f ′(û)ν‖X = ‖(c2 + 3c3û)ν
2 + c3ν

3‖X

≤ C3
e,6 (‖c2‖L∞ + ‖c3‖L∞(3‖û‖V + ‖ν‖V )) ‖ν‖2

V .

This shows the Fréchet differentiability of f : V → X at û ∈ V .

For the inverse operator norm estimation, we have following constants. We can

assume that the approximate solution û ∈ Vh is essentially bounded by computing

result. So that û ∈ L∞(Ω) ∩ V is obtained.

‖f ′(û)‖V,X = sup
06=v∈V

‖f ′(û)v‖X
‖v‖V

= sup
06=v∈V

‖b · ∇v + c1v + 2c2ûv + 3c3û
2v‖X

‖v‖V
≤ ‖|b(x)|E‖L∞ + Ce,2

(
‖c1‖L∞ + 2‖c2‖L∞‖û‖L∞ + 3‖c3‖L∞‖û‖2

L∞

)
=: K1,

where b = (b1, b2)
T and |b(x)|E = (b1(x)

2 + b2(x)
2)

1
2 . Furthermore, we have

‖f ′(û)‖Vc,X = sup
06=vc∈Vc

‖f ′(û)vc‖X
‖vc‖V

= sup
06=vc∈Vc

‖b · ∇vc + c1vc + 2c2ûvc + 3c3û
2vc‖X

‖vc‖V
≤ ‖|b(x)|E‖L∞ + CM

(
‖c1‖L∞ + 2‖c2‖L∞‖û‖L∞ + 3‖c3‖L∞‖û‖2

L∞

)
=: K2.
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Since vc = v − Phv in Theorem 4.3, CM is the quantity defined in (38), which is

discussed in Subsection 3.2.1 and 3.2.2. Thus, one can get the explicit value of K1

and K2 by verified computations.

Let us describe Lipschitz continuity of F ′[û] : V → V ∗ by checking inequality

(76). B(û, 2α) is assumed to be an open ball centered at û ∈ Vh with radius 2α. For

v, w ∈ D ⊃ B(û, 2α) and u, ψ ∈ V , we have

|((f ′(v) − f ′(w))u, ψ)| = |(2c2(v − w)u, ψ) + (3c3(v + w)(v − w)u, ψ)|

≤
(
2C3

e,3‖c2‖L∞ + 3C4
e,4‖c3‖L∞‖v + w‖V

)
‖v − w‖V ‖u‖V ‖ψ‖V .

Since v, w ∈ D, it follows that

‖v + w‖V < 2‖û‖V + 4 succ(C1C2,h),

where succ(C1C2,h) denotes the successor of C1C2,h in floating point, e.g we can take

succ(C1C2,h) =
C1C2,h

1−2−53 for double precision. Thus, it follows

|((f ′(v) − f ′(w))u, ψ)| < CL‖v − w‖V ‖u‖V ‖ψ‖V , for v, w ∈ D

with

CL := 2 C3
e,3‖c2‖L∞ + 6 C4

e,4‖c3‖L∞ (‖û‖V + 2 succ(C1C2,h)) .
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5.3. Square domain

Now, we will present numerical results on square domain. All computations are

carried out on Mac OS X, 2.26GHz Quad-Core Intel Xeon (Nehalem) with 32 GB

RAM by using MATLAB 2011a with a toolbox for verified computations, INTLAB

[29].

5.3.1. Example 1. We consider the following semilinear Dirichlet boundary

value problem on square domain Ω = (0, 1) × (0, 1): −∆u = u2 + 10, in Ω,

u = 0, ∂Ω.
(81)

An approximate solution û is calculated by piecewise linear finite elements on uniform

mesh triangulation (size 1
16

). The verification procedure in Chapter 4 is applied for
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Figure 5.5: Approximation û in (81), mesh size: 1
16

.

(81). Our computer-assisted proof method gives the following bounds:

C1 ≤ 1.095, C2,h ≤ 0.318, C3 ≤ 0.717,
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where we use (67) evaluation to bound C2,h. Thus, we have

C2
1C2,hC3 ≤ 0.028.

It turns out that there exists a solution in the closed ball B(û, ρ) with

‖u− û‖V ≤ ρ = 0.353.

By increasing the number of grid points, guaranteed error bounds are improved by

the ratio O(h). The guaranteed error bound is presented in Table 5.5.

Table 5.5: Verification results for (81).

1/2γ CM Ce,2 C1 C2,h C3 C2
1C2,hC3 ρ

4 3.082×10−2 2.251×10−1 1.095 3.181×10−1 7.165×10−2 2.729×10−2 3.529×10−1

5 1.541×10−2 2.251×10−1 1.089 1.591×10−1 7.165×10−2 1.351×10−2 1.743×10−1

6 7.704×10−3 2.251×10−1 1.086 7.953×10−2 7.165×10−2 6.713×10−3 8.662×10−2

7 3.852×10−3 2.251×10−1 1.084 3.977×10−2 7.165×10−2 3.348×10−3 4.318×10−2

8 1.926×10−3 2.251×10−1 1.084 1.989×10−2 7.165×10−2 1.672×10−3 2.156×10−2

Next, we show that there exists another solution of (81). Figure 5.6 shows the

shape of such a solution. The maximum value of this solution becomes 30 times
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Figure 5.6: Another approximate solution of (81), mesh size: 1
16

.
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larger than that of the approximate solution shown in Figure 5.5. Since the resid-

ual evaluation (67) includes the term CM‖f(û)‖L2 = CM‖û2 + 10‖L2 , C2,h becomes

quite large. Thus, in order to satisfy the condition of Newton-Kantorovich theo-

rem: C2
1C2,hC3 ≤ 1/2, the mesh size h should be taken sufficiently small such that

CM‖f(û)‖L2 � 1 holds. This causes a problem of increasing computational costs.

In order to overcome such difficulty, we use the smoothing technique with piecewise

quadratic finite elements introduced in Subsection 4.2.2. For a good approximate so-

lution, C2,h becomes quite small. Then, the condition C2
1C2,hC3 ≤ 1/2 is easier to

be fulfilled. Table 5.6 presents verified results for (81) shown in Figure 5.6 by using

smoothing techniques. Here, we use piecewise quadratic finite elements on an uniform

triangular mesh.

Table 5.6: Verification results for another solution of (81).

1/2γ CM Ce,2 C1 C2,h C3 C2
1C2,hC3 ρ

5 8.126×10−3 2.251×10−1 3.257 1.492×10−1 7.165×10−2 1.134×10−1 5.171×10−1

6 4.063×10−3 2.251×10−1 3.008 3.759×10−2 7.165×10−2 2.435×10−2 1.145×10−1

7 2.032×10−3 2.251×10−1 2.904 1.009×10−2 7.165×10−2 6.093×10−3 2.938×10−2

8 1.016×10−3 2.251×10−1 2.887 6.874×10−3 7.165×10−2 4.104×10−3 1.989×10−2

5.3.2. Example 2. Let us consider another semilinear Dirichlet boundary value

problem on Ω = (0, 1) × (0, 1): −∆u = u3 + 5, in Ω,

u = 0, on ∂Ω.
(82)

An approximate solution û is calculated by using piecewise quadratic elements on the

uniform mesh. There are three approximations û−1, û0 and û1. Shapes of them are

shown in Figure 5.7. For the approximation û0 with mesh size 1/32, our computer-

assisted proof method yields the following bounds:

C2
1C2,hC3 ≤ 3.742 × 10−3.
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Figure 5.7: Approximate solutions û−1, û0 and û1

It is obtained that there exists an exact solution in the closed ball B(û0, ρ0) with

‖u0 − û0‖V ≤ ρ0 = 4.551 × 10−3.

Guaranteed error bounds are improved by decreasing the mesh size h, presented in

Table 5.7. Upper bounds of guaranteed error are ‖u−1−û−1‖V ≤ ρ−1, ‖u0−û0‖V ≤ ρ0

and ‖u1 − û1‖V ≤ ρ1.
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Table 5.7: Verification results for (82).

1/2γ CM Ce,2 C1 C2,h C3 C2
1C2,hC3 ρ−1

5 8.126×10−3 2.251×10−1 11.91 5.678×10−2 8.538 68.71 Failed

6 4.063×10−3 2.251×10−1 7.051 1.443×10−2 7.839 5.621 Failed

7 2.032×10−3 2.251×10−1 6.083 3.715×10−3 7.743 1.065 Failed

8 1.016×10−3 2.251×10−1 5.796 1.705×10−3 7.728 4.423×10−1 1.475×10−2

1/2γ CM Ce,2 C1 C2,h C3 C2
1C2,hC3 ρ0

5 8.126×10−3 2.251×10−1 1.426 3.186×10−3 5.777×10−1 3.742×10−3 4.551×10−3

6 4.063×10−3 2.251×10−1 1.426 8.562×10−4 5.736×10−1 9.978×10−4 1.221×10−3

7 2.032×10−3 2.251×10−1 1.426 2.344×10−4 5.725×10−1 2.725×10−4 3.341×10−4

8 1.016×10−3 2.251×10−1 1.426 1.191×10−4 5.723×10−1 1.383×10−4 1.696×10−4

1/2γ CM Ce,2 C1 C2,h C3 C2
1C2,hC3 ρ1

5 8.126×10−3 2.251×10−1 6.127 4.278×10−2 7.537 12.11 Failed

6 4.063×10−3 2.251×10−1 4.697 1.085×10−2 7.281 1.742 Failed

7 2.032×10−3 2.251×10−1 4.274 2.831×10−3 7.233 3.739×10−1 1.611×10−2

8 1.016×10−3 2.251×10−1 4.201 1.518×10−3 7.226 1.934×10−1 7.146×10−3

5.3.3. Example 3. For Ω = (0, 1) × (0, 1), let us consider another example of

the form:  −∇ · (a∇u) + b · ∇u = f1(u), in Ω,

u = 0, on ∂Ω,
(83)

where a(x) = 1 + (1 − x1)
2, b(x) = (−1,−1)T and f1(u) = u2 + 10. In this case, we

have

a0 = 1, ca = 1, Ca =
√

2, ‖|∇a|E‖L∞ = 2, ‖|b(x)|E‖L∞ =
√

2.

Figure 5.8 shows an approximate solution û using linear finite elements on the uniform

mesh (size 1/64). Our verification method yields

C1 ≤ 1.728, C2,h ≤ 0.267, C3 ≤ 0.144.

Thus, we have

C2
1C2,hC3 ≤ 0.114.

It is demonstrated that there exists an exact solution in the closed ball B(û, ρ) with

‖u− û‖V ≤ ρ = 0.491.
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Figure 5.8: Approximate solution û of (83).

Convergence ratio is O(h), which can be seen form Table 5.8.

Table 5.8: Verification results for (83).

1/2γ CM Ce,2 C1 C2,h C3 C2
1C2,hC3 ρ

4 8.937×10−2 2.251×10−1 2.121 1.06470 1.433×10−1 6.863×10−1 Failed

5 4.469×10−2 2.251×10−1 1.842 5.329×10−1 1.433×10−1 2.589×10−1 1.159

6 2.235×10−2 2.251×10−1 1.728 2.665×10−1 1.433×10−1 1.141×10−1 4.901×10−1

7 1.118×10−2 2.251×10−1 1.676 1.333×10−1 1.433×10−1 5.359×10−2 2.296×10−1

8 5.586×10−3 2.251×10−1 2.715 6.663×10−2 1.433×10−1 7.033×10−2 1.877×10−1

5.4. Several convex domains

In this section, we will present numerical results on several convex domains. All

computations are carried out on Cent OS (Linux), Quad-Core AMD Opteron(tm) Pro-

cessor 8376, 2.30 GHz with 512GB RAM by using MATLAB 2010a with a toolbox for

verified computations, INTLAB [29]. We use Gmsh [6] (http://geuz.org/gmsh/)

to obtain triangular mesh. Let us treat the following model problem. −∆u = u2 + 10, in Ω,

u = 0, on ∂Ω.
(84)
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Here, Ω is assumed to be convex polygonal domains.

5.4.1. Rectangular domain. Let us draw Vh as the piecewise linear finite el-

ement subspace (P1 elements). Firstly, we consider (84) on Ω = (0, 2) × (0, 1) :

rectangular domain. An approximate solution û ∈ Vh of (84) is appeared on Fig-

ure 5.9 with the mesh size 1/16. The verification result is shown in Table 5.9. Here,

Ce,2 is respect to a verified lower bound of the minimal spectrum of Laplacian −∆

given by (48). The residual bound is presented by C2,h using the newest smoothing

technique in (73). Based on Newton-Kantorovich theorem, there is an unique solution

in the error bound ρ.
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Figure 5.9: û of (84) on rectangular domain

Table 5.9: Verified results on rectangular domain

1/2γ CM Ce,2 C1 C2,h C3 C2
1C2,hC3 ρ

3 7.712×10−2 2.931×10−1 1.351 6.491×10−1 1.215×10−1 1.438×10−1 9.507×10−1

4 3.527×10−2 2.864×10−1 1.286 3.236×10−1 1.161×10−1 6.203×10−2 4.298×10−1

5 1.756×10−2 2.852×10−1 1.264 1.617×10−1 1.151×10−1 2.966×10−2 2.073×10−1

6 8.714×10−3 2.849×10−1 1.253 8.021×10−2 1.148×10−1 1.445×10−2 1.013×10−1

7 4.889×10−3 2.848×10−1 1.249 3.953×10−2 1.147×10−1 7.064×10−3 4.953×10−2
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5.4.2. Hexagonal domain. Secondly, let Ω be the hexagonal domain. There

are two approximate solutions û1, û2 ∈ Vh given by finite element method. These

are displayed in Figure 5.10 and Figure 5.11 with the mesh size 1/16. For the first

approximate solution û1, verification results are shown in Table 5.10 and Table 5.11.

Here, we use P1 (piecewise linear) and P2 (piecewise quadratic) elements for getting

û1. We adopt RT0 space for P1-element and RT1 space for P2-element. Comparing

two cases in Table 5.10 and Table 5.11, we can observe that higher order elements

yield improved result .
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Figure 5.10: Shape of û1 for (84)

Table 5.10: Verified results for û1 : P1 with ph ∈ RT0

1/2γ CM Ce,2 C1 C2,h C3 C2
1C2,hC3 ρ1

3 6.288×10−2 3.777×10−1 3.667 9.003×10−1 2.018×10−1 2.441 Failed

4 3.231×10−2 3.749×10−1 3.477 4.609×10−1 1.988×10−1 1.107 Failed

5 1.886×10−2 3.743×10−1 3.404 2.248×10−1 1.981×10−1 5.155×10−1 Failed

6 8.745×10−3 3.741×10−1 3.334 1.131×10−1 1.978×10−1 2.482×10−1 4.403×10−1

7 4.819×10−3 3.739×10−1 3.308 5.662×10−2 1.977×10−1 1.224×10−1 2.004×10−1
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Figure 5.11: Shape of û2 for (84)

Table 5.11: Verified results for û1 : P2 with ph ∈ RT1

1/2γ CM Ce,2 C1 C2,h C3 C2
1C2,hC3 ρ1

3 5.776×10−2 3.779×10−1 3.821 1.255×10−1 2.019×10−1 3.699×10−1 6.351×10−1

4 2.823×10−2 3.749×10−1 3.496 4.479×10−2 1.987×10−1 1.088×10−1 1.662×10−1

5 2.138×10−2 3.745×10−1 3.437 1.491×10−2 1.983×10−1 3.491×10−2 5.216×10−2

Next, we present results with respect to û2 which is from P2 finite element space.

Table 5.12 presents verified results for û2. Moreover, the comparison of each evalua-

tion (67), (70) and (73) implies our proposed one works well in Table 5.13. Numeric

values on last column in Table 5.13 express upper bound of absolute error ρ2 using

(73) residual bounds. Based on Newton-Kantorovich theorem, we prove that there is

a solution in B(û2, ρ2).

Table 5.12: Verified results for û2 : P2 with ph ∈ RT1

1/2γ CM Ce,2 C1 C2,h C3 C2
1C2,hC3 ρ2

3 5.776×10−2 3.779×10−1 5.167 1.966×10−1 2.019×10−1 1.061 Failed

4 2.823×10−2 3.749×10−1 3.805 6.715×10−2 1.987×10−1 1.931×10−1 2.865×10−1

5 2.138×10−2 3.745×10−1 3.642 2.204×10−2 1.983×10−1 5.794×10−2 8.272×10−2
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Table 5.13: û2 : P2 with several evaluation

1/2γ (67) (70) (73) ‖u− û2‖V ≤ ρ2

3 11.18 0.7509 0.1966 Failed
4 5.467 0.3796 0.0672 0.2865
5 4.141 0.2776 0.0221 0.0828

5.5. Nonconvex domain

Another example is the case that Ω is assumed to be noncovex domain. Let us

consider (84) on Ω = (0, 2)2 \ (1, 2)2 : L-shape domain. An approximate solution

û ∈ Vh of (84) is appeared on Figure 5.12 with the mesh size 1/16. Verification

results are shown in Table 5.14. Here, CM is calculated using Raviart-Thomas mixed

finite element method by the procedure in Subsection 3.2.2. The computational cost

of CM becomes larger than that of the case on convex domain. Further, C2,h uses

the method in (73) with P1-RT0 smoothing technique. Based on Newton-Kantorovich

theorem, there are unique solution in the error bound in ρ.
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Figure 5.12: û of (84) on L-shape domain
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Table 5.14: Verification for L-shape domain

1/2γ CM Ce,2 C1 C2,h C3 C2
1C2,hC3 ρ

3 1.031×10−1 3.341×10−1 1.872 1.221 1.578×10−1 6.739×10−1 Failed

4 5.558×10−2 3.257×10−1 1.693 6.415×10−1 1.501×10−1 2.758×10−1 1.301

5 3.229×10−2 3.234×10−1 1.617 3.601×10−1 1.479×10−1 1.392×10−1 6.295×10−1

5.6. GUI toolbox

In order to illustrate that our proposed method can treat arbitrary polygonal

domain, we develop GUI toolbox on MATLAB for the model problem (84). Users

can define the concerning domain by using GUI. Arbitrary domain including with

hole is treatable in this toolbox. This toolbox is designed for verified computations

to Semilinear elliptic PDEs (7). Here, we just put the interface of our toolbox as a

graphic.
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Figure 5.13: Example of GUI toolbox
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Appendix A

Notes of Raviart-Thomas

elements on triangle
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In this part, we would like to note representations of the lowest (RT0) and 1st

order (RT1) Raviart-Thomas element on a triangle element Kh. Vertices of Kh are

numbered as 1, 2, 3. Their coordinates are (x1, y1), (x2, y2), (x3, y3). Let us denote

ai = xjyk − xkyj, bi = yj − yk, ci = xk − xj where (i, j, k) are even permutation of

(1, 2, 3). Here, we put subtense of each vertex as ei with direction from j to k. See

Kh in Figure 1.1. Then it follows

1

2

3

(x1, y1)

(x2, y2)

(x3, y3)

e1

e2

e3

n1

n2

n3

Kh

1 2

3

e1

e2

e3

n1
n2

n3(0, 0) (h, 0)

(X, Y )

K̃h

Figure 1.1: Triangle elements Kh and K̃h

|ei| = (b2i + c2i )
1/2, D =

∣∣∣∣∣∣∣∣∣
1 x1 y1

1 x2 y2

1 x3 y3

∣∣∣∣∣∣∣∣∣ = bjck − bkcj.

Furthermore, the unit normal vector ni on each side is given by

ni =

 n
(i)
1

n
(i)
2

 =
−σ
|ei|

 bi

ci

 ,

where σ = D/|D| is corresponding to the direction of numbering. Namely,

σ =

 1, (i, j, k : counter clockwise rotation),

−1, (i, j, k : clockwise rotation).
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For q ∈ RTk(Kh), degrees of freedom are given by∫
∂Kh

q · n ϕkds, ϕk ∈ Rk(∂Kh), for k ≥ 0, (85)

∫
Kh

q · qk−1ds, qk−1 ∈ (Pk−1(Kh))
2, for k ≥ 1. (86)

Figure 1.2: RT0(Kh) Figure 1.3: RT1(Kh)

A.1. RT0 elements

For ph ∈ RT0, the representation of RT0 element ph on a triangle Kh is given by

ph|Kh
=

 α1

α2

 + α3

 x

y


Let us explain how to determine coefficients αi. Three freedoms are given by the

following form, which is equivalent to (85) in case of k = 0.

γi = |ei| ph · ni
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Notice that ph · ni = ph|(xj ,yj) · ni, we have
n

(1)
1 n

(1)
2 x2n

(1)
1 + y2n

(1)
2

n
(2)
1 n

(2)
2 x3n

(2)
1 + y3n

(2)
2

n
(3)
1 n

(3)
2 x1n

(3)
1 + y1n

(3)
2



α1

α2

α3

 =


γ1/|e1|

γ2/|e2|

γ3/|e3|



⇐⇒ σ


−b1 −c1 a1

−b2 −c2 a2

−b3 −c3 a3



α1

α2

α3

 =


γ1

γ2

γ3

 .
Using facts for i = 1, 2, 3,

∑
ai = D,

∑
bi =

∑
ci = 0,∑

bixi = D,
∑
aixi =

∑
cixi = 0,∑

ciyi = D,
∑
aiyi =

∑
biyi = 0,

and σD = |D|, we have

α1 = −
∑
γixi
|D|

, α2 = −
∑
γiyi

|D|
, α3 =

∑
γi

|D|
.

Therefore, RT0 element on Kh can be expressed with freedoms γi

ph|Kh
=

3∑
i=1

γi
|D|

 x− xi

y − yi

 =
3∑
i=1

γiψi,

where ψi are base functions of RT0 finite element space.

Remark A.1. The image of RT0(Kh) is given in Figure 1.2. Further for q ∈

(L2(Ω))2, let us define a linear functional, Fi(q) = |ei|{q(xj, yj) · ni} (i = 1, 2, 3). It

follows

Fi(ψj) = δij =

 1, (i = j),

0, (i 6= j),
1 ≤ i, j ≤ 3.
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A.2. RT1 elements

Next let us consider 1st order Raviart-Thomas finite element. Degrees of freedom

are denoted by γi ∈ R (i = 1, ..., 8). For simplicity, we will transform triangle Kh to

K̃h, which has vertices (0, 0), (h, 0), (X, Y ) in Figure 1.1.

h = (b23 + c23)
1/2,

 X

Y

 =
1

h

 c3 −b3

b3 c3

 −c2

b2

 , D = hY,

n1 =
σ

|e1|

 Y

−(X − h)

 , n2 =
σ

|e2|

 −Y

X

 , n3 =
σ

|e3|

 0

−h

 .

In the following, we would like to explain RT1 element on K̃h. RT1 element ph is

represented on K̃h,

ph|K̃h
=

 α1 + α2x+ α3y

α4 + α5x+ α6y

 + (α7x+ α8y)

 x

y

 .

Coefficients αi are obtained by the following method of determination with respect

to γi. For i = 1, 2, 3, degrees of freedom are given by (85) and (86),

γi =

∫
ei

ph · niφjds,

γi+3 =

∫
ei

ph · niφkds,

γ7 =

∫
K̃h

ph ·

 1

0

 ds,

γ8 =

∫
K̃h

ph ·

 0

1

 ds,

where φj, φk denote piecewise linear functions on ei, satisfying

φj(xj, yj) = φk(xk, yk) = 1, φj(xk, yk) = φk(xj, yj) = 0.
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So that we have

σ

6

2

6

6

6

6

6

6

6

6

6

6

6

6

6

6

6

6

6

6

6

6

6

4

3Y Y (X + 2h) Y 2 −3(X − h) −(X − h)(X + 2h) −(X − h)Y hY (X + 2h) hY 2

−3Y −2XY −2Y 2 3X 2X2 2XY 0 0

0 0 0 −3h −h2 0 0 0

3Y Y (2X + h) 2Y 2 −3(X − h) −(X − h)(2X + h) −2(X − h)Y hY (2X + h) 2hY 2

−3Y −XY −Y 2 3X X2 XY 0 0

0 0 0 −3h −2h2 0 0 0

6 2(X + h) 2Y 0 0 0 h2 + hX +X2 (2X + h)Y/2

0 0 0 6 2(X + h) 2Y (2X + h)Y/2 Y 2

3

7

7

7

7

7

7

7

7

7

7

7

7

7

7

7

7

7

7

7

7

7

5

∗

2

6

6

6

6

6

6

6

6

6

6

6

6

6

6

6

6

6

6

6

6

6

4

α1

α2

α3

α4

α5

α6

α7

α8

3

7

7

7

7

7

7

7

7

7

7

7

7

7

7

7

7

7

7

7

7

7

5

=

2

6

6

6

6

6

6

6

6

6

6

6

6

6

6

6

6

6

6

6

6

6

4

γ1

γ2

γ3

γ4

γ5

γ6

2γ7/D

2γ8/D

3

7

7

7

7

7

7

7

7

7

7

7

7

7

7

7

7

7

7

7

7

7

5

.

Solving above linear system, we have the value of each coefficients. Then, RT1

element is described on K̃h,

ph|K̃h
=

8∑
i=1

γiψi,
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where ψi is base functions as following

ψ1 =
2

|D|

 −2x+ X
Y
y + 4

h
(x2 − X

Y
xy)

−y + 4
h
(xy − X

Y
y2)

 ,

ψ2 =
2

|D|

 h− x− (X+3h
Y

)y + 4
Y
xy

−2y + 4
Y
y2

 ,

ψ3 =
2

|D|

 −2X + 3(X+3h
h

)x− 3X
D

(X − h)y + 4
h
(−x2 + (X−h

Y
)xy)

−2Y + 3Y
h
x− 3

h
(X − 2h)y + 4

h
(−xy + (X−h

Y
)y2)

 ,

ψ4 =
2

|D|

 −x− X
Y
y + 4

Y
xy

−2y + 4
Y
y2

 ,

ψ5 =
2

|D|

 −2h+ 6x− 3(X−h
Y

)y + 4
h
(−x2 + (X−h

Y
)xy)

3y + 4
h
(−xy + (X−h

Y
)y2)

 ,

ψ6 =
2

|D|

 X − (3X+2h
h

)x+ X
D

(3X + h)y + 4
h
(x2 − X

Y
xy)

Y − 3Y
h
x+ (3X−h

h
)y + 4

h
(xy − X

Y
y2)

 ,

ψ7 =
8

h|D|

 2x− X
Y
y − 2

h
x2 + (2X−h

D
)xy

y − 2
h
xy + (2X−h

D
)y2

 ,

ψ8 =
8

D|D|

 −(2X − h)x+ X
Y

(X + h)y + (2X−h
h

)x2 − 2(X
2−Xh+h2

D
)xy

−(X − 2h)y + (2X−h
h

)xy − 2(X
2−Xh+h2

D
)y2

 .
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Remark A.2. See Figure 1.3 for degrees of freedom to RT1(K̃h). A linear func-

tional is defined by Fi(q), (i = 1, ..., 8) for q ∈ (L2(Ω))2, such that

Fl(q) =

∫
el

q · nlφmds,

Fl+3(q) =

∫
el

q · nlφnds,

F7(q) =

∫
K̃h

q ·

 1

0

 dx,

F8(q) =

∫
K̃h

q ·

 0

1

 dx

where (l,m, n) are even permutation of (1, 2, 3). Then, we have Fi(ψj) = δij, (1 ≤

i, j ≤ 8).

Remark A.3. For the inner product of each base functions ψi such as (ψi, ψj), (i, j =

1, ..., 8), we need to integrate base functions on K̃h instead of Kh. For instance,

(ψi, ψj) :=

∫
K̃h

ψi · ψjdx, (i, j = 1, ..., 8).
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