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Insp ired  by Darwin ’s  theory o f  natura l  e vo lut ion,  Evo lut ionary  Algor i thms  

(EAs)  use  i t erat ive  progress  to  evo lve  a  populat ion  o f  cand idate  so lut ions  

for  so lv ing  opt imizat ion prob lems .  The populat ion is  evo lved  towards  more  

promis ing region o f  the  search space  by natura l  se lec t ion and random 

genet i c  operators ,  such as  c rossover  and mutat ion .  EAs  have  shown the  

advantages  o f  s impl ic i ty  o f  implementat ion and  f l ex ib i l i ty  o f  d i f f erent  

prob lems,  compar ing  with  the  c lass i ca l  methods  o f  operat ional  research  or  

mathemat i cs  which requires  much pr ior  knowle dge to  bui ld  the  

mathemat i cal  mode ls  o f  prob lems .  As  a  result ,  EAs  have at tracted  much 

at tent ion by  researchers  to  propose  numerous  a lgor i thms  in  the  pas t  

severa l  years ,  such as  Genet ic  Algor i thm (GA) ,  Evo lut ion Strategy  (ES) ,  

Evo lut ionary  Programming (EP)  and  Genet i c  Programming (GP) ,  et c .  

 

The main d i f f erence  among these  a lgor i thms re l ies  on  the  representat ion  

o f  ind iv idual  s tructures .  GA encodes  i ts  ind iv idual  by  a  sequence  o f  

b i t - s tr ings ,  ES indiv iduals  are  coded as  vectors  o f  rea l  numbers ,  EP 

represents  i t s  indiv iduals  by  f in i te  s tate  machines  and  GP uses  tree  

s t ruc tur e  to  represent  i t s  indiv iduals .  In  the  last  decade ,  a  new EA named  

Genet i c  Network Programming (GNP)  was  proposed.  GNP extends  the  

c lass ica l  EAs  to  the  graph ind iv idual  representat ion ,  whe re  a  d irected  

graph st ruc ture  is  deve loped.  Comparing  with the  c lass i cal  b i t - s t r ing  and 

tree  s t ruc tures  EAs ,  the  d i s t inguished  d i rec ted  graph st ruc ture  a l l ows  

GNP to  ensure  h igher  express ion ab i l i ty  f or  mode l ing complex  problems.  

 

The  fundamenta l  bas is  tha t  makes  EAs succeed  in  so lv ing opt imizat ion  

prob lems i s  that  evolut ion  is  capable  o f  reproduc ing and  combining the  

h igh-qual i ty  part ia l  so lut ions  (genera l ly  ca l l ed  Bui ld ing  Blocks ,  BBs )  t o  

form new so lut ions  wi th h igher  qual i ty.  However,  in  c lass ica l  EAs,  thi s  

process  is  ach ieved impl i c i t ly  through the  prob lem - independent ,  s tochas t i c  

and f ixed  crossover  and mutat ion.  The  evo lut ion o f  c rossover  and mutat ion  

are  actua l ly  the  var iants  o f  s tochas t ic  search ,  which  have r isks  f or  

break ing  down the  BBs  which  causes  the  low  evo lut ion  e f f i c iency  or  even  

make  the  prob lem unso lvable .  

 

To  overcome the  above  problems,  researchers  deve loped a  new research 

branch o f  EAs ca l l ed  Est imation  o f  D ist r ibut ion  Algor i thm (EDA) .  

Di f f erent  f rom convent ional  EAs which impl ic i t ly  recombine  the  BBs by  

s tochas t ic  genet i c  operators ,  EDA bui lds  a  probabi l is t ic  mode l  by  

es t imat ing the  probabi l i ty  d is t r ibut ion  f rom  the  promis ing so lut ions  and 
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sample  the  mode l  for  generat ing  the  new populat ion.  The fundamenta l  

bas is  o f  EDA i s  that  the  BBs  can be  exp l ic i t ly  represented in  the  

probabi l is t ic  mode l  and recombined  by  sampl ing  the  mode l .  The process  o f  

es t imat ing the  probabi l i ty  d is tr ibut ion is  carr ied  out  by the  advanced  

techniques  o f  s tat i s t ic  and machine  l earning.  Many prev ious  s tud ies  have  

shown that  the  breakage o f  the  BBs  in  convent ional  EAs  can be  reduced by  

EDA,  which causes  the  improvement  o f  evo lut ion per formance s .  

 

A large  number  o f  s tud ies  have  been  conducted  on  EDA to  propose  

numerous  a lgor i thms.  However,  most  o f  the  current  EDAs were  pr oposed 

in  b i t -s t r ing  s t ruc ture  based  GA and  t ree  s t ruc ture  based GP.  Due to  the  

rest r ic t ion  o f  these  s t ruc tures  in  terms  of  express ion ab i l i ty,  most  o f  the  

current  EDAs are  app l ied  to  so lve  the  benchmark prob lems o f  GA and GP,  

which  produces  one  o f  the  essent ial  cha l lenges  in  exp lor ing EDA to  so lve  

many other  prob lems.  On the  o ther  hand ,  in  most  o f  the  advanced  EDAs ,  

the  complex machine  learning  techniques ,  such as  Bayes ian network ,  are  

very  t ime  consuming  f or  cons truct ing the  probabi l i s t i c  mode l .  The  

const ruct ion  o f  the  probabi l i s t i c  mode l  i t se l f  i s  an  opt imizat ion prob lem.  

 

The ob jec t ive  o f  th is  thes is  is  t o  propose  a  nove l  paradigm o f  EDA named 

Probabi l i s t i c  Mode l  Bui ld ing  Genet ic  Network  Programming (PMBGNP) .  I t  

extends  EDA to  the  graph ind iv idual  repres entat ion ,  where  GNP’s  d i rec ted  

graph i s  used.  PMBGNP ensures  h igher  express ion  ab i l i ty  than the  

ex is t ing  EDAs ,  where  a  number  o f  prob lems  can be  exp lored  and  so lved  

e f f i c i ent ly  and e f f ec t ive ly,  such as  data mining prob lems and the  prob lems  

of  contro l l ing the  agents ’ behavior.  Moreover,  the  enhancement  o f  

PMBGNP is  s tudied  by integrat ing Re inforcement  Learning (RL)  

techniques ,  which  does  not  require  add it i onal  large  number  o f  t ime  cos t  

for  the  probabi l is t ic  mode l ing comparing  with  convent ional  EDAs .  

 

Chapter  2  proposes  s tandard PMBGNP,  where  two Maximum Like l ihood  

Est imation  (MLE) -based  methods  are  deve loped f or  the  probabi l i s t ic  

mode l ing o f  PMBGNP.  The  probabi l i s t ic  mode l  es t imates  the  d i s t r ibut ion 

o f  node  connect ions  f or  f ind ing the  opt imal  so lut ions .  To  ver i fy  i t s  

per formance ,  PMBGNP is  app l ied  to  so lve  the  data  mining prob lems,  

inc luding  the  t ime  ser ies  tra f f i c  dataset  and  the  UCI benchmark  datasets ,  

by compar ing wi th  the  convent ional  EAs and  data mining methods .  

 

In  chapter  3 ,  the  issue  o f  the  populat ion d ivers i ty  l oss  in  PMBGNP is  
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addressed  by  the  theoret ica l  comparison  wi th  c lass i ca l  EDAs .  A hybr id  

PMBGNP is  there fore  proposed  to  improve  i t s  exp lorat ion  ab i l i ty  f or  the  

maintenance  o f  d ivers i ty.  The e f f ec t iveness  o f  the  hybrid  PMBGNP and i ts  

theoret ica l  a bi l i ty  to  maintain  the  populat ion d ivers i ty  is  t es t i f i ed  

through the  problem of  contro l l ing the  agents ’ behavior,  i . e . ,  r obot  contro l .  

 

In  chapter  4 ,  an  extended  PMBGNP is  proposed to  acce lerate  the  evo lut ion 

by us ing  both o f  the  good  and bad  ind iv iduals .  Most  o f  the  ex is t ing EDAs 

focus  on  es t imat ing  the  d is t r ibut ion  o f  the  good  ind iv iduals ,  whi le  the  bad 

ones  are  ignored .  This  chapter  proposes  a  RL -based method to  extrac t  the  

good  sub -st ructures  f rom the  bad  ind iv iduals .  The  proposed  method  learns  

the  exper iences  o f  ind iv iduals  t o  formulate  the  Q  va lues ,  which  can 

measure  the  qual i ty  o f  sub - st ruc tures .  By incorporat ing the  l earnt  Q 

va lues ,  the  good  sub -st ruc tures  f rom the  bad  ind iv iduals  can  be  extrac ted  

and  combined into  the  probabi l i s t i c  mode l ing  o f  PMBGN P to  boost  the  

evolut ion .  The s imulat ion result s  on robot  contro l  prob lems show i t s  

super ior i ty  over  convent ional  methods .  

 

In  chapter  5 ,  the  a lgor i thm o f  integrat ing  RL is  used  f rom another  s ight  o f  

EDA.  That  is ,  the  l earnt  Q  va lues  are  d i rect ly  used  in  t he  probabi l is t i c  

mode l ing o f  PMBGNP,  rather  than extract ing  sub -s t ructures  f rom the  bad 

ind iv iduals .  The proposed  algor i thm in th is  chapter  i s  ca l l ed  Re inforced  

PMBGNP.  Comparing wi th the  ex ist ing advanced EDAs  based on Bayes ian  

network which requires  much  t ime cost ,  Re inforced  PMBGNP only requires  

l inear  add i t i onal  t ime  f or  the  learning  o f  Q va lues  to  cons truct  an  

accurate  mode l .  The proposed  a lgor i thm i s  sys temati ca l ly  s tud ied  in  both  

benchmark prob lem,  i . e . ,  Ti l eworld  system,  and  robot  contro l  prob lem s by  

the  compar ison  wi th  the  s tate -o f - the -art  a lgor i thms in  EAs,  EDA and  RL .  

 

Chapter  6  extends  PMBGNP f rom d is crete  opt imizat ion problems  to  

cont inuous  domains ,  where  an  algor i thm named  PMBGNP wi th 

Actor-Cr it i c  (PMBGNP-AC)  i s  proposed.  In  PMBGNP -AC,  the  cont inuous  

var iab les  o f  nodes  are  f ormulated  by Gauss ian dis tr ibut ion,  which is  

updated by  the  analog  o f  AC through evo lut ion.  The super ior i ty  o f  the  

proposed algor i thm i s  ver i f i ed  in  robot  contro l  prob lem by compar ing wi th  

the  c lass i ca l  a lgor i thms.  

 

F inal ly,  chapter  7  conc ludes  the  thes is  by  drawing  the  unique f eatures  o f  

PMBGNP and i t s  contr ibut ions .  


