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Abstract

Due to the explosive development of global network structure, electronic

commerce is increasingly playing an important role in many organiza-

tions and individual consumer’s daily life. It offers opportunities to sig-

nificantly improve the way for businesses interactions between both cus-

tomers and suppliers. More and more large scale and decentralized e-

commerce mechanisms have emerged in industrial and commercial do-

mains in a wide range.

In particular, among all these applications, online auctions, which are flex-

ible pricing mechanisms over internet, make the physical limitations of

traditional auctions disappear. They gain their extra popularity in the daily

life and attract globally dispersed users due to having the characteristics

that ”bargaining” and ”negotiation” besides all of the convenience. Thus,

online auctions become one of the most widely studied and employed ne-

gotiation mechanisms today. Traditionally, in most current online auction

applications, the traders are generally humans who operateall the behav-

iors to make transactions. These behaviors may involve observing the auc-

tions, analyzing the auction information, and bidding the suitable price for

the items. However, facing the increasingly demanding requirements and

complexity of online trading, this kind of manual operationdoes not reveal

the full potential of this new mode of commerce. Thus, in order to relieve

the users and be more effective, exploring possible types and automating

the behaviors in the online auction attract high interest.

Now, in many studies, the agent-oriented auction mechanism, with its em-

phasis on autonomous actions and flexible interactions, arises as an effec-

tive and robust model for the dynamic and sensitive commerceenviron-

ment. In such systems, the agent acts flexibly on behalf of itsowner and

is capable of local decision-making based on the environment information

and pre-knowledge about the system.



Among many different types of online auction, two of the most popular

and studied types are Multiple Round English Auctions (MREA), which

is single side auction, and Continuous Double Auction (CDA), which is

double side auction. These auctions are newly emerged in e-commerce

era based on the traditional auction types. They allow multiple agents

to participate and one agent can deal with several auctions continuously

or simultaneously, which are effective auction types to save time and re-

lieve the users. Towards to these types, because there is no centralized

system-wide control, the major challenge for automatic bidding strategies

is to improve the degree of automation and optimize the agent’s bidding

behavior in order to maximize the owner’s profit. Most of the related re-

searches have been conducted by using heuristic methods andfixed math-

ematical functions to compute the final optimal bidding price for the items

or to compute how much should bid at each time step. Nevertheless, be-

cause auction environments are complicated and highly dynamic due to

have many factors affecting each other, these approaches are not flexible

enough for the dynamic environment, and there is no dominantstrategy.

Against this background, this thesis is concerned with developing the in-

telligence of autonomous agent’s bidding strategy in orderto make the

agent to be more efficient and competitive for agent-based online auction

mechanisms, especially in MREA and CDA. In order to be more flexible

and better exploit the market information, Genetic NetworkProgramming

(GNP) is firstly employed to the agent’s bidding strategy since its applica-

bility and efficiency have been clarified in complex and dynamic problems

in many other fields. GNP is one of the evolutionary optimization tech-

niques developed as an extension of Genetic Algorithm (GA) and Genetic

Programming (GP), which uses compact directed graph structures as so-

lutions. Basically speaking, in the proposed method, the GNP population

represents the group of potential bidding strategies, and each individual

uses the as-if/then decision-making functions to judge the auction informa-

tion and guides the agent to take the suitable actions under different situa-

tions. Thus, it could be flexible and capable to adaptive to various auction

situations. During the evolution, the GNP structure will besystematically

organized, and finally, the individual which can obtain the highest profit is



selected as the optimal bidding strategy at the end of training phase.

In chapter 2, we introduced the conception of MREA and CDA in detail,

which are the study environments in this thesis. The relatedresearches are

also introduced.

In chapter 3, focusing on MREA, the bidding strategy for the auction

agents in MREA is proposed using GNP. The performance of GNP-based

agents is evaluated and studied in two situations: MREA is notime limit

(NTL), and MREA is time limit (TL). Furthermore, according to the amount

of the money each agent has, each situation is divided into 2 cases: gen-

eral case and poorest case. All the participating agents in the simulations

use GNP strategy. This chapter aims to study and analyze the capability

and effectiveness of GNP for guiding bidding actions through the phe-

nomenon of the simulations. The simulation results reveal that the agents

using GNP strategy can understand various environments well through ex-

periences and become smarter through evolution.

In chapter 4, as an extension of the bidding strategy in chapter 3, in order

to improving the agent’s intelligence and sensitivity, an enhanced bidding

strategy for MREA is developed using GNP. Firstly, the GNP structure is

modified to be able to judge more kinds of information and moresitua-

tions at a time. Secondly, the strategy is improved to be ableto consider

the bidder’s attitude towards to each good, which makes the strategy to be

more personalized for each bidder and could make the bidder more satis-

fied with the auction result and profit. The proposed strategyis compared

with the previous GNP strategy and the other conventional strategies in

the simulations. The simulation results demonstrated thatthe proposed

method can outperform the previous one and is more competitive than the

agents based on mathematical functions.

In chapter 5, focusing on CDA, GNP with rectify nodes (GNP-RN) has

been applied for CDA bidding strategy combined with proposed heuris-

tic rules, which are derived based on the common believes forassisting

agent’s bidding behavior. GNP-RN is developed aiming to guide the agent

to be competitive under different CDA environments, and maximize the

agent’s profit without losing chances for trading. Rectify Node (RN) is



a newly proposed kind of nodes, which is used for bringing more flexible

and various options for bidding action choices. 4 groups of simulations are

designed to compare GNP-RN with conventional GNP and other strategies

in CDA. In each simulation, the kinds of opponent agents are different in

order to fully analyze the agents’ performance. The simulation results

show that the proposed method can outperform all the other strategies and

achieve high success rate as well as high profit even when the situation is

highly competitive.

In chapter 6, as an extension of GNP-RN, GNP with adjusting parameters

(GNP-AP) for developing bidding strategy in large-scale CDAs is pro-

posed and studied. In large-scale CDAs, much more history information

can be obtained than small-scale CDAs. In order to enhance the sensi-

tivity for large-scale CDAs and the capability of judging abundant infor-

mation, the parameters used by GNP-AP decision-making functions are

adjusted during the evolution instead of being fixed in GNP-RN. More-

over, the structure of GNP-AP is designed to be more comprehensive that

the number of branches of some kinds of nodes is increased to adapt to

the complicated environment situations. The simulation results show that

GNP-AP can obtain a good guidance for the large-scale CDAs and could

be very efficient for the markets.

In chapter 7, after giving the objectives and motivation of each research in

this thesis, some conclusions about the proposed algorithms are described

based on the simulation results.
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Chapter 1

Introduction

1.1 Background

Due to the explosive development of the global network structure, besides the usual

way to do the business at the retail level, electronic commerce, which offers opportu-

nities to significantly improve the way for businesses interactions between both cus-

tomers and suppliers [1], is playing an important role increasingly in many organi-

zations and individual consumer’s daily life. It is obviousthat the trades conducted

electrically happen much more frequently, and the amount and categories of the trades

have grown extraordinarily. Global retail e-commerce market is expected to reach 1.6

trillion in 2012 [2], and in China, in the first half year of 2011, retail e-commerce

reaches 5540 billion dollar, with a year-on-year increase of 74.6%, especially with

a growth of 268.8% on holidays [3]. Without doubt, E-commerce is a revolutionary

model of the traditional commerce, and brings infinite possible modality for trading

goods and services[4; 5; 6].

More and more large scale and decentralized e-commerce mechanisms have emerged

in industrial and commercial domains in a wide range. In particular, among all these

applications, online auctions, which are flexible pricing mechanisms, are high effi-

cient methods for decentralised resource allocation and make the physical limitations

of traditional auctions disappear [7]. Due to the characteristics of the ”bargaining” and

”negotiation” besides all the other convenience [8], the bidders could buy or sell things

with more or less uncertain market value, so the online auction gains their extra pop-

ularity in the daily life and attracts globally dispersed users. Some of the well-known

1



auction houses include eBay, Amazon.com, YahooAuction, Priceline, UBid and many

others.

Online auctions are able to bring cheaper cost, offer more personalized options, be

more convenient over time and space, be more sensitive for price and obtain various

kinds of real-time business data which could benefit both seller and buyer side, theo-

retically. Thus, online auctions become one of the most widely studied and employed

negotiation mechanisms today [9].

Traditionally, in most current online auction applications, the traders are gener-

ally humans who operate all the behaviors to make transactions. These behaviors may

involve observing the auctions, analyzing the auction information, and bidding the

suitable price for the items. However, facing the increasingly demanding requirements

and complexity of online trading, this kind of manual operation does not reveal the

full potential of this new mode of commerce in the e-commerceera. Online auctions

could be more efficient, sensitive and personalized. For example, an auctionagent

could monitor all the auctions provided the desired good, bid among these auctions,

and finally win the good with profitable price; or could be ableto bid a combination

of related items within its budget [10; 11; 12]; or could be able to bid in a sequential

auctions for several goods; or consider several attributesfor auctions such as different

quality and quantity to the same kind of good [13; 14; 15] .Having considered the ca-

pability of online auctions, exploring possible types of online auctions and automating

the behaviors in online auctions attract high interest in order to relieve the users and be

more effective.

Consequently, in many studies, the agent-oriented auctionmechanisms, with its

emphasis on autonomous actions and flexible interactions [16], arise as an effective

and robust model for the dynamic and sensitive commerce environments. In complex

settings, it is believed that the agents are likely to be moreeffective than human traders.

Das et al. show that agents can outperform their human counterparters in laboratory

experiments [17]. In such agent-oriented auction systems, instead of humannegotia-

tions, the agent engage in similar processes to achieve the same end that satisfying its

owners’ particular objectives [18]. With the goal that trading goods and earning profit,

The agent acts flexibly on behalf of its owner and is capable oflocal decision-making

based on the environment information and pre-knowledge about the system [19; 20].

In one auction, one or more seller agents and one or more buyeragents could compete

with each other for the opportunity for making a trade at profitable prices. The auction
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protocols defines the ”rules” for the agents in auctions. They choose bidding strategies

and take bidding actions according to the protocols, and thedeal occurs between one

seller and one buyer when the transaction condition is satisfied [21].

<Auction Types>

There are many different types of single-sided auction [22], such as English auc-

tion, Dutch auction, and Vickey (second-price sealed-bid)auction [23; 24; 25]. In

English auction, the auctioneer begins with the lowest acceptable price and bidders are

free to raise their bids successively until there are no moreoffers to raise the bid, and

the information on how the auction is going on is open to everybidders participated.

The winning bidder is the one with the highest bid. Dutch auction is the converse of

English one; the auctioneer calls for an initial high price,which is then lowered pro-

gressively until there is no offer from a bidder to claim the good. In Vickrey auction,

each bidder submits his offer for the good independently without any knowledge of

the other bids, where the highest bidder gets the good but he pays a price equal to the

second highest bid.

Based on English auction, Multiple round English auctions (MREA) is a newly

developed auction type specially in order to meet the requirement that the buyers want

to bid in multiple auctions to get a group of desired goods efficiently [26; 27; 28; 29;

30]. In MREA, the buyer agent is able to bid in several rounds of auctions on behalf

its owner in order to procure the best deals for the desired various goods.

On the other hand, the most common type of double-sided auction is the continuous

double auction (CDA)[31]. CDA is valued as a significant e-commerce market mecha-

nism because it can reflect and reserve the very basis of economy, where the real-time

interactions occur between sellers and buyers, thus CDA is afree and highly respon-

sive system, which can exploits the dynamics of the market and balance demand and

supply efficiently and expediently [32]. NASDAQ and stock exchange and the major

foreign exchanges use variants of CDAs. Other significant applications of CDAs are in

market-based control [33], such as pricing decision, allocation of air pollution permits

[33], air-conditioning systems [34], resource exchange in smart grid [35; 36] and other

complex resource allocation problems[37]. There are variety of different kinds of CDA
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models have been conducted [38; 39; 40], but all these CDAs’ protocols allow traders

to make trade at any moment during the auction period once there is a pair of seller

and buyer satisfy each other. The auction agents are able to continuously update their

bidding prices on behalf buyers and sellers at any time in thetrading period for several

auction rounds until there is no good needed to be traded.

Both MREA and CDA allow multiple agents to participate and one agent can deal

with several auctions continuously and simultaneously, which are effective auction

types to allocate resources, save time and relieve the users.

1.2 Contents of this Research

1.2.1 Objective and Motivation

In MREA and CDA, the major challenge for automatic bidding strategies is to

improve the degree of automation and optimize the agent’s bidding behavior in or-

der to maximize the owner’s profits because there is no centralized system-wide con-

trol. Concerned about the planning, distributed constraint optimization and schedul-

ing algorithms[41; 42], most of the related researches have been conducted by using

heuristic methods and fixed mathematical functions to compute the final optimal bid-

ding price for the items or to compute how much the bid should be done at each time

step[26; 43; 44; 45; 46; 47; 48]. Nevertheless, because auction environments are com-

plicated and highly dynamic due to many factors affecting each other, these approaches

are not flexible enough for the dynamic environments, and there is no known dominant

strategy[31].

Against the background introduced, this thesis is concerned with developing the

intelligence of autonomous agent’s bidding strategy in order to make the agent to be

more efficient and competitive for agent-based online auction mechanisms, especially

in Multiple Round English Auctions (MREA), Continuous Double Auction (CDA) and

large-scale CDAs. So, the main research aims are as follows:

• to design a more efficient bidding strategy for MREA

• to design more efficient bidding strategies for CDA and large-scale CDA

• to design suitable simulations to properly evaluate and analyze strategies’ per-

formance, and to demonstrate the proposed strategies’ efficiency
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Specifically, in MREAs and CDAs, the objective of the auctionagents is to moni-

tor all the auction rounds, and make the right bidding price at each time step to ensure

that they can make a trade at profitable prices under their preference. As described,

MREA and CDA allow multiple agents compete with one another,which contains lots

of interactions. These interactions are influenced by many factors, such as time, cur-

rent highest price, current lowest price, personal limit price and so on, that is why the

auction environment is highly dynamic and complex. So, by using the various avail-

able information on the environment, responding quickly and suitably to the changing

market at each time step is the essential part of a good bidding strategy. Thus, in order

to develop effectiveness and efficiency bidding strategies, we focus on the following

four points:

• ensure the bidding strategies’ flexibility and adaptability to various auction en-

vironments

• enhance the agent’s capability of observing and judging thecurrent auction in-

formation as well as history information

• design suitable and competitive bidding action options forthe agents

• guide the agent to choose the proper bidding action at each time step

1.2.2 Contribution

Given the research aims outlined above, in order to be more flexible and better

exploit the market information, Genetic Network Programming (GNP) is firstly em-

ployed to the agent’s bidding strategy since its applicability and efficiency have been

clarified in complex and dynamic problems in many other fields. Since the past studies

suggested that the expression ability in each evolutionarycomputation is potentially

linked to the complexity of the application problems, GNP isdeveloped as an exten-

sion of Genetic Algorithm (GA)[49] and Genetic Programming (GP)[50], which is one

of the evolutionary optimization techniques using compactdirected graph structures as

solutions [51; 52]. GNP is composed of a number of nodes and each node connects

with each other using one or more directed branches, so the nodes are reusable and

node transition usually won’t end until the task is completed. GNP has been stud-

ied extensively in [51] and applied successfully to complex and dynamic problems in
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many other fields, where the search space is large and not wellunderstood, and also

GNP has been proved to be more efficient and effected than GA and GP because of

the compact structure and reusable nodes. The applicationsinclude Stock Market Pre-

diction [53], Double-Deck Elevator Group Control [54], Network Intrusion Detection

[55] and Traffic Volume Forecast [56].

Basically speaking, in the proposed method, the GNP population represents the

group of potential bidding strategies. Each individual uses the if/then decision-making

function to judge the auction information and guides the agent to take the suitable

actions under different situations, which is flexible and adaptive to various auction

situations. During the evolution, the GNP structure will besystematically organized,

and finally, the individual which can obtain the highest profit is selected as the optimal

bidding strategy at the end of training phase.

The main contribution of my research is as follows:

• GNP is firstly applied to the agent’s bidding strategy.In order to successfully

employ the basic GNP algorithm into auction applications, the auction concept

is embedded into GNP structure with proper logic. Each GNP individual rep-

resents one potential bidding strategy. Different node functions including judg-

ment functions and action functions are proposed dependingon the features of

the auction, and the nodes transition describes and models the agents’ bidding

rules under certain auction situations.

• As the foundation of my research,the capability and effectiveness of GNP for

guiding bidding actions are studied and analyze through thesimulations in

MREA. The performance of GNP-based agents is evaluated and studied in two

situations: MREA with no time limit (NTL), and MREA with timelimit (TL).

Furthermore, according to the amount of money each agent has, each situation is

divided into 2 cases: general case and poorest case. All the participating agents

in the simulations use the GNP strategy. The simulation results reveal that the

agents using the GNP strategy can understand various environments well through

experiences and become smarter through evolution.

• A bidding strategy for MREA is proposed. It is able to judge several kinds of

information and situations at a time, and also is able to consider the bidder’s atti-

tude towards to each good, which makes the strategy to be personalized for each
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bidder and could make the bidder satisfied with the auction results and profits.

The bidding strategy for MREA is studied and compared with the other con-

ventional strategies in the simulations. The simulation results demonstrated that

the proposed method is more competitive than the agents based on mathematical

functions.

• GNP with rectify nodes (GNP-RN) has been applied to CDA bidding strat-

egy combined with proposed heuristic rules, which are derived based on the

common believes. GNP-RN is developed aiming to guide the agent to be com-

petitive under different CDA environments, and to maximize the agent’s profit

without losing chances for trading.Rectify Nodes (RN) is newly proposed,

which is used for bringing more flexible and various options to bidding action

choices. 4 groups of simulations are designed to compare GNP-RN with con-

ventional GNP and other strategies in CDA. In each simulation, the kinds of

opponent agents are different in order to fully analyze the agents’ performance.

The simulation results show that the proposed method can outperform all the

other strategies and achieve high success rate as well as high profit even when

the situation is highly competitive.

• As an extension of GNP-RN,GNP with adjusting parameters (GNP-AP) for

large-scale CDAs is proposed and studied. In large-scale CDAs, much more

history information can be obtained than small-scale CDAs.In order to enhance

the sensitivity for large-scale CDAs and the capability of judging abundant infor-

mation, the parameters used for GNP-AP decision-making functions are adjusted

during the evolution instead of being fixed in GNP-RN. Moreover, the structure

of GNP-AP is designed comprehensively so that the number of branches of some

kinds of nodes is increased to adapt to the complicated environment situations.

The simulation results show that GNP-AP can obtain a good guidance for the

large-scale CDAs and could be very efficient for the markets.

1.3 Thesis Structure

In this thesis, there are four research topics to be studied based on the aforemen-

tioned objectives.
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In Chapter 2, we introduced the concept of MREA and CDA in detail, which is

mainly studied in this thesis. The auction protocol, which is a set of interaction rules

and a set of clearing and pricing rules, is described according to MREA and CDA,

respectively. The related researches are also introduced.

In Chapter 3, bidding strategy for the auction agents using GNP in MREA is pro-

posed. This chapter aims to study and analyze the capabilityand effectiveness of GNP

for guiding bidding actions through the simulations. The simulation results reveal that

the agents using GNP strategy can understand various environments well through ex-

periences and become smarter through evolution.

In Chapter 4, in order to improving the agent’s intelligenceand sensitivity, an en-

hanced bidding strategy for MREA using GNP is developed. Theproposed strategy is

compared with the previous GNP strategy and the other conventional strategies in the

simulations.

In Chapter 5, GNP with rectify nodes (GNP-RN), which has beenapplied to CDA

bidding strategy combined with proposed heuristic rules, is described. The simula-

tion results show that the proposed method can outperform all the other strategies and

achieve high success rate as well as high profit even when the situation is highly com-

petitive.

In Chapter 6, as an extension of GNP-RN, the bidding strategyusing GNP with

adjusting parameters (GNP-AP) for large-scale CDAs is proposed and studied. The

simulation results show that GNP-AP can obtain a good guidance for the large-scale

CDAs and could be very efficient for the markets.

In Chapter 7, after giving the objectives and motivation of each research in this

thesis, some conclusions about the proposed algorithms aredescribed based on the

simulation results.
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Chapter 2

Auctions to be studied

Online auction is one of the most popular types of price mechanisms that allow

selfish and profit-motivated agents to buy and/or sell resources. One or more seller

agents and one or more buyer agents compete with each other for the opportunity for

making a trade at profitable prices [5; 57].

Each type of online auction is determined by the market protocol which is a set of

interaction rules and a set of clearing and pricing rules. The interaction rules define

how participants interact through their actions. There areusually many interaction

rules in one kind of auction, ranging from specifying whether a trader can be a buyer

and seller to specifying that a bid or an ask that can be submitted in the market must

have a particular format. The clearing and pricing rules only determine when and at

what price a transaction occurs [58].

In this chapter, first of all, the basic general preliminaries of auctions are intro-

duced. Then, the specific concept and protocol of MREA and CDAused in our re-

search are described in detail, respectively. The related researches are also introduced.

2.1 Basic preliminaries

The basic preliminaries for online auctions are introducedin this section. There

are agents (sellers) submittingasksto sell goods and agents (buyers) submittingbids

to buy goods in online auctions. Usually, each auction has its own pre-assigned length

of time steps, and there is only one single good to trade at anytime step during one

auction.
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• basic price(PB): PB is the starting price for the agent toward to the ongoing good

in the auction.

• onetime stepis the time period when each agent submits a bid(/ask) to the auc-

tion till the auction updates the current highest bid (/lowest ask). After the up-

dating, the next time step starts.

• private price(PP): Each bidder has a distinct private limit price (PP) for each

good he wants to trade. For a buyer agent,PP means the highest value it is

willing to pay for the good. If it submits the bid at a higher price thanPP, it will

lose profit. For a seller agent,PP means the lowest value it is willing to sell for

the good. If it submits the ask at a lower price thanPP, it will lose profit.

• Vstep: The smallest valid bidding step is denoted asVstep.

• outstanding ask(oa): oa is the current lowest ask in the market. Any following

ask not lower than the currentoa− Vstep is invalid and discarded by the auction.

Sellers usually submit initial asks at a high price and decreaseoagradually.

• outstanding bid(ob): ob is the current highest bid in the market. Any following

bid not higher than the currentob+Vstep is invalid and discarded by the auction.

Buyers usually submit initial bids at a low price and increase obgradually.

• final price(PF): PF is the final traded price for the ongoing good.

• oneauction roundis the time period of the bidding process for one good, which

is from the beginning of the auction for the good until the transaction for the

good to take place or there is no new asks or bids submitted in apre-determined

time. In one single auction round, only one good can be traded. Only one seller

can sell it and only one buyer can get it from that seller. Whenthe ongoing good

is traded or there is no new asks or bids submitted in a pre-determined time, the

current round ends and the next round starts.

• one whole auction processcould contain one or more auction rounds, which

means the time period from the beginning of the first auction round until the end

of the last auction round.
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In summary, in one auction round, each agent participating in the current auction

submits a bid (/ask) to the auction at each time step of the auction accordingto his

bidding strategy, and the auction chooses the highest bid orlowest ask to update the

ob or oa, then the next step starts. The process of each time step willbe repeated until

the auction ends, and the buyer who submits the highest bid wins the good or the seller

who submits the lowest ask sells the good. If there are multiple round auctions, the

next auction round won’t start unless the previous one is completed.

2.2 Multiple Round English Auction (MREA)

As introduced, in recent years, online auctions attract globally dispersed users and

become one of the most popular and effective ways for trading goods over the Internet.

The number of on-line auction systems keeps increasing, andmore kinds of goods are

traded on the auctions. Consequently, facing the fact that some bidders start to try

to bid several different goods during a period of time for convenience and efficiency,

multiple round auctions is emerged in the study.

2.2.1 Overview of MREA

Besides the basic preliminaries introduced in section 2.1,this section introduces the

specific concept of MREA and gives a description of the protocol used in this thesis.

Multiple round auctions, which is a common auction to deal with multiple goods,

usually consists of a number of auction rounds that run consecutively or concurrently

[45]. This thesis only considers the English auction protocols, because English auction

is the most common auction type.

MREA allows multiple buyer agents submitting bids to buy oneor more goods

during the trading period. Each agent has its own private price for each good it wants.

In other words, the different agents have different private prices for the same good.

Each auction round is carried out for only one good. So, as shown in Fig.2.1, in

one MREA process, there are usually several goods waiting tobe traded, which leads

to several auction rounds. Because each auction round is independent from each other,

so the auctions are considered to be carried out good by good orderly in this thesis.

Every agent will only attend the auctions for the goods it wants. If the agent doesn’t

want to bid for the ongoing good of the auction, then it won’t attend the auction.
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Figure 2.1: MREA process for one agent

In detail, for example, as shown in Fig.2.1, the process starts from the auction for

good 1. All the agents who want to trade good 1 will attend the auction. Meanwhile,

the other agents who don’t want the current good won’t attendthe auction and wait to

bid for the next round. When auction for good 1 ends, the auction for good 2 will start.

Then, the agents who want to trade good 2 will attend the auction. This procedure will

repeat until the last auction round. When the last round ends, one MREA process is

finished.

As Fig.2.2shows, in one auction round, if the current auction round is closed, then,

no one can buy the good on the auction. If the auction round is not closed, the buyers

submit bids not smaller than the currentob at each time step during the auction round

period by judging the information of the current auction environment. Otherwise, the

bids are invalid. If the agent has a wait-and-see attitude and doesn’t want to submit a

new bid price at the current time step, then the agent is regarded as submitting the same

bid price as the current price. After all the agents submit their new bids, the auction

takes the highest bid to updateob. Then, the auction turns to the next time step. If the

agent quits from the bidding in the middle of an auction, it won’t submit any bid price

to that auction, but it can still attend the following auction round which it wants to bid

in.

Moreover, in order to better study the bidding strategies, two kinds of MREA time

situations are considered in this thesis: No time limit and Time limit. No time limit

situation means that for each auction, there is no pre-assigned length of time steps,
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Figure 2.2: Auction round for one agent

which is like the infinite length of time steps, so an auction ends when no one is willing

to submit a new price for a pre-specified time (i.e., continuous 3 time steps). Time limit

situation means that each auction has the given length of time steps, so an auction ends

when it reaches the closing time step.

2.2.2 Related works of MREA

There have been several attempts to design sophisticated and efficient bidding

strategies for agents participating in online auctions. For example, Faratin [29] is

broadly similar to the mechanism defined in this article. However, there are several

important differences between one-to-one negotiations and multiple auctions. Chief

amongst these, are the type of the tactics that are considered relevant.

An extension of Faratins model is given by Matos, Sierra and Jennings [59] who

analyzed the evolution of the negotiation strategies usingGAs, and determined which

of them are appropriate in which situations. The aim of this work was to perform an

evaluation of the range of negotiation strategies by analyzing their relative success,

13



and to study how these strategies evolve over time to become afitter population. The

main difference from my work is in the domain dealing with (multiple auctions versus

bilateral negotiations).

BiddingBot is a multi-agent system that supports users in attending, monitoring and

bidding in multiple auctions through a process called co-operative bidding [30]. This

approach demonstrates how agents can cooperate and work together to do the bidding

process in multiple auctions. It consists of one leader and several bidder agents, where

the leader agent acts as the coordinator and the facilitatorof the whole bidding process.

Bidding is done by exchanging messages between the users, the leader agent and the

bidder agents. However, the main problem with this approachis that the agents do not

actually make the bidding decision. This decision is left tothe users. Thus, the agents

do not have full autonomy and the decision-making process isslow since the agent

needs to interact with the users from time to time.

Preist[27] proposed an algorithm for agents that participate in multiple simultane-

ous English auctions. The algorithm proposes a coordination mechanism to be used in

an environment where all the auctions terminate simultaneously, and a learning method

to tackle auctions that terminate at different times. Byde [60]also considers this envi-

ronment, but utilizes stochastic dynamic programming to derive formal methods for the

optimal algorithm specification that can be used by an agent when participating in si-

multaneous auctions for a single private-value good. Both of these works are designed

specifically for purchasing items in the multiple English auctions and their algorithms

are not applicable in a heterogeneous protocol context. Byde[60] presented another de-

cision theoretic framework that an autonomous agent can useto bid effectively across

multiple auctions with various protocols (English, Dutch,first price sealed bid and

Vickrey auctions). In order to come up with the best bid valuethat guarantees the

delivery of the item, an agent must always speculate about future events. To do this,

Byde presented an approximation function that provides an estimate of the expected

utility of participating in the set of future auctions.

In order to study the flexibility and efficiency of bidding strategies, some hand-

craft strategies based on P. Anthony and N. R. Jennings’ research [26; 45] are used

for comparing with the proposed MREA bidding strategy in chapter 3, which are re-

markable in the multiple round auction research and the basis of many other researches

[60; 61; 62]. Although these strategies are heuristic methods using mathematical func-

tions, but they are the same as GNP-based strategy in terms that they help the agent

14



to make bid decisions at every time step and collect the current auction information,

such as the current bid price for the good and the total numberof time steps of the

current auction round to make bid decisions, only except that they use limited auction

information. So, it is reasonable to compare the proposed GNP-based strategy with

these non GNP-based strategies in the MREA.

The strategies are composed by a combination ofThe Desperateness Tactic (DE),

The Desire for Bargain Tactic (DB)andThe Remaining Time Tactic (RT). These tactics

indicates different bidding policies depending on the agents’ intentions. The Desper-

ateness Tacticimplies that gaining the good is most important, whileThe Desire for

Bargain Tacticimplies that the agent prefers to earn a bargain with some profits. The

Remaining Time Tacticimplies that besides the attitudes, the time factor should be also

considered during the bidding process.

According to the agents’ three different attitudes to the goods, the non-GNP-based

agents consider the bidding tactic(DE and DB)or combine it withThe Remaining

Time Tactic. If the agent’s attitude toward to the good isdesperate for the good, then

the agent will useDE or the combination tactic ofDE and RT, which means that

the agent also considers the time factor’s effect; if the attitude isboth desperate for

the good and looking for a bargain, then the agent could use the tactic which is a

combination ofDE and DBor use the tactic which is a combination ofDE, DB and RT

when the agent considers the time factor. In sum, there are two bidding policies for the

agent to choose: only considering the attitude or also considering the time factor. The

agent decides which policy to use randomly. If the agent usesthe combination bidding

tactics, a weightω is allocated to each of them to denote their relative [44].

The functions employed by the tactics are parameterized by two key values,k and

β. In all of the tactics,k is a constant that determines the value of the starting bid price

andβ defines the shape of the bidding curve, so different values ofk andβ can reflect

the different attitudes of agent as shown in the following .

The non-GNP-based agents calculate their bid prices at eachtime stept by using

their tactics mentioned above. The tactics are expressed inmore details as follows:

The Desperateness Tactic: The agent bidsbde close toPP at t = 0 by settingkde at

1.0.

bde = t/T ∗ P+ αde(t)(P
P − t/T ∗ P), (2.1)
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where, αde(t) = kde+ (1− kde)(t/T)1/βde, (2.2)

The Desire for Bargain Tactic: The agent keeps his bid pricebdb to a minimum as

the auction goes on fromt = 0 to T by settingkdb andβdb appropriately.

bdb = t/T ∗ P+ αdb(t)(P
P − t/T ∗ P), (2.3)

where, αdb(t) = kdb+ (1− kdb)(t/T)1/βdb, (2.4)

The Remaining Time Tactic: The agent bidsbrt closer toPP ast approachesT.

brt = αrt(t) ∗ PP, (2.5)

where, αrt(t) = krt + (1− krt)(t/T)1/βrt , (2.6)

The Combination Tactic:Consider both effects of attitude and time.

bcb = ωdb ∗ bdb+ ωde ∗ bde+ ωrt ∗ brt , (2.7)

where,

• b: calculated bid price that the agent should bid at the current time step

• t: the current time step

• T: the total number of the time steps

• P: the current bid price for the good

• PP: private price of the good

• k andβ: control parameters

• ω: weight for each tactic

Each tactic can present the relevant attitude by settingk andβ at different values.

As an example, whenk≥0.5 andβ≥1, the agent demonstrates a reasonable degree of
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desperateness and starts the bidding from a value close toPP and reachesPP quickly.

Actually, The Desperateness Tacticis employed when the agent is desperate to get the

item, and the value ofkde is set at a high value since a desperate agent starts the bidding

from a value near toPP.

2.3 Continuous Double Auction (CDA)

Continuous double auction (CDA), where multiple sellers and buyers updates their

bidding prices continuously to trade goods or services, is the most common forms of

marketplaces due to its operational simplicity and efficiency in both of the two trading

sides [31]. In CDA, there are usually several goods to trade, and the trade for one

good can be made throughout the trading period once an ask anda bid are satisfied

each other, where the trade is executed between the buyer whosubmits the bid and the

seller who submits the ask.

CDA has emerged as the dominant financial institution, and provides a dynamic

and efficient approach to the decentralized allocation of resources in the commerce

market. CDA is valued as a significant e-commerce market mechanism because it can

reflect and reserve the very basis of economy, where the real-time interactions occur

between sellers and buyers, thus it is a free and highly responsive system, which can

exploits the dynamics of the market and balance the demand and supply efficiently and

expediently. The majors exchanges like the NASDAQ, the New York Stock Exchange

and the concept of trading power in Smart Grid use variants ofthe CDA institution

[63]. These examples of the CDA are highly domain specific and difficult to general-

ize. Thus, most research in this area has generally been structured around the market

protocol initially proposed by Smith [64].

2.3.1 Overview of CDA

Besides the basic preliminaries introduced in section 2.1,this section introduces

the specific concept of CDA and gives a description of the protocol used in this thesis.

One CDA environment can be described as:

ECDA =< g,S, B,Vstep>
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where,

• g is the kind of goods to be traded in the CDAs.

• S = {s1, s2, ..., sM} is the finite set of identifiers of sellers, whereM is the number

of sellers. Each sellersi has an attributes set that{ci1, ci2, ..., ciA}, wherecin is the

private limit price for thenth goodgn he wants to sell andA is the number of

goods he wants to sell.

• B = {b1, b2, ..., bN} is the finite set of identifiers of buyers, whereN is the number

of buyers. Each buyerbi has an attributes set that{vi1, vi2, ..., viB}, wherevin is the

private limit price for thenth goodgn he wants to sell andB is the number of

goods he wants to buy.

• Vstep is the smallest valid bidding step

Figure 2.3: Information attributes of CDA
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As implied by the name, in CDA as shown in Fig.2.3, usually goods of one kind are

considered and there are more than two goods to trade good by good in the market, so

one CDA process usually contains several auction rounds, and the succeeding auctions

can refer to the information of the previous successful auctions due to the similarity of

the goods. Besides, there is only one single good to trade at any time step, both sides

of the bidders, i.e., sellers (s) and buyers (b), exist and the numbers of bidders on each

side are greater than three. Toward each goods, each bidder has distinct private limit

price(PP). At time stept of roundr, every seller submitsaskand every buyer submits

bid to bid for the goods.ask ait is the bidding price at which the selleri is willing to

sell the good at time stept. bid bit is the bidding price at which the buyeri is willing

to buy the good at time stept. The auction chooses the highest bid and lowest ask to

update the currentob andoa, then the next time step starts. The process repeats until

ob ≥ oa, then the transaction occurs between the seller who submitted theoa and the

buyer who submitted theob. CDA terminates when either side of the bidders (seller

side or buyer side) has no good to trade any more [47].

Additionally, in CDA, the total number of goods that all the seller want to sell is

denoted assupply, and the total number of goods that all the buyer want to buy is

denoted asdemand. Fig. 2.3shows the available information attributes of a CDA envi-

ronment. As there are many uncertainties and many factors can influence the auctions,

the CDA environments are complex and dynamic [46].

2.3.2 Related works

There are many related research about automatic bidding strategies, which are de-

signed for guiding agents’ buying and selling behavior in CDAs, such as ZI-U, ZI-C,

ZIP, CP, GD, strategies developed by GP, fuzzy-based strategy, strategy using rein-

forcement learning and so on. [46; 47; 48].

Zero Intelligence (ZI) is proposed by Gode and Sunder [47], which includes ZI-U

traders and ZI-C traders. These two traders are considered as randomly bidding traders.

Their bidding prices are distributed independently and uniformly over the entire range

of trading prices. ZI-U traders make bid decisions at a random price in the valid range

of the market without considering the traders’ private limit prices. ZI-C traders also

make bid decisions at a random price, but consider their private limit prices. So, ZI-

C and ZI-U traders can trade frequently, because they bid at random price without
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trying to make some profit margin, which may lead to the situation where they will

accept the random price offered by the traders on the opposite side even if the price is

unreasonable, that is why ZI-U traders can often get negative profit.

Cliff and Bruten [65] developed the Zero Intelligence Plus (ZIP)strategy. Different

from the ZI-C and ZI-D agent, each ZI-P agent has a profit margin, which means the

difference between its private limit price and the bidding priceto be submitted. The

profit margin is updated following some common believes: if there was a transaction

at the last auction and the winner is the ZIP agent itself, theagent would increase the

profit margin for aiming to gain more profit; if there was no transaction at the last

auction or there was a transaction but the winner is not the ZIP agent itself, the agent

would decrease the profit margin in order to increase the chance to trade.

Chris Presit [48] built up the CP strategy, which is based on the ZIP strategy.Be-

sides the basic idea of ZIP strategy, CP strategy consists ofa small number of heuristics

and a learning rule. The CP agent does not jump to the target price directly, but moves

toward to the target price with a learning rate little by little. CP and ZIP focus on

adaptability only using the last auction information.

GD strategy is conducted by Gjerstand and Dickhaut [46]. GD agents memorize

all the asks(bids) in the bidding history of the last severalauctions. Using these infor-

mation, GD agents compute the probability of an ask(bid) being accepted. Then, the

probability is multiplied by the theoretical profits, whichcan give the expected utility

of this ask(bid). For example, a GD buyer agent submits a bidb, which maximizes

πb(v−b), whereπb is the belief function of a bid that is accepted, andv is the valuation

of the good. The ask(bid) with the highest expected utility will be submitted by the

agent. GD strategy is a highly history information based strategy.

Tesauro and Das [66] and Tesauro and Bredin [67] proposed some improvements to

the GD algorithm. In order to solve excessive volatility of the original GD algorithm,

the highest and the lowest transaction prices ever happenedin the history are recorded.

Also, the forecast of the changes of beliefs are used together with the basic belief

function of GD. ZI-C, ZI-U and GD pay no attention to adaptability.

GP also could be used in resource allocation problem, such asauction based schedul-

ing [68]. In CDA, strategies developed by GP are also conducted. In Phelps’s method

[69], GP is used to optimise pricing rules for agents. However, only bid price and ask

price are considered in terminal set, which is limited information, and functions are

composed of standard arithmetic functions. Richter [70] also uses GP to develop bid-
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ding rules, but use more information such as max/min/average ask/bid price in terminal

set. Also, in his GP-automaton, there are 4 states for various action choices combined

with GP-decider part to determine the bidding price. It seems to be more intelligence

than the previous two, but their rules are basically equations rather than logic rules.

Other strategies have also been developed. FL strategy which use fuzzy logic and

a group of updating rules to decide the value for a bid or ask tosubmit [71] (Fuzzy

constraint-based framework has also been used to guide the agent’s behavior [59; 72;

73; 74] in bilateral negotiation [75], which is usually concerned with multiattribute

contracts, such as quality and delivery date, instead of theusual auction form that

N to N negotiation[7]). The modified Roth-Frev strategy is based on reinforcement

learning algorithm which encourage the agent to submit moreprofitable bidding price

for a special type of CDA where buyers can reselling the goodsthey bought, and the

updating rules are for auction rounds [76]. (Reinforcement learning also has been used

to explore and analyze bidding patterns in auctions.[77])

All of the above strategies are proposed for CDAs. However, we will only consider

ZI-C, ZI-U, CP and GP when benchmarking GNP strategy. This isbecause they are the

most widely used benchmarking strategies in the literature, and uses these 4 different

kinds of strategies together as opponents can mostly generalize the dynamic auction

situations.
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Chapter 3

Bidding Strategy Acquisition for

MREA using GNP

3.1 Introduction

In this chapter, the bidding strategy for Multiple Round English Auction (MREA)

based on Genetic Network Programming (GNP) is proposed and studied [78; 79].

3.1.1 Motivation

As more kinds of goods being traded on the auctions, some bidders start to try to bid

several different desired goods during a period of time for convenience and efficiency.

Consequently, MREA is emerged as a new auction form to deal with multiple goods

[26; 43; 45]. If the bidder chooses to participate in the auctions himself, maybe this

way is not really easy. Attending more than one auction in order to get different goods,

not only makes the bidding strategy complex, but also make the bidders get tired easily,

and the whole process is time consuming, usually several days. So, facing the attractive

auctions of multifarious kinds of goods, the customers alsoface the problems such

as how to handle various auctions for different kinds of goods in a period of time

and how to bid the appropriate price at each time step to ensure that they can get the

desired goods within their money limitation. As a result, the importance of the agent

technology which can assist customers in the problems is increasing in these years. On

the other hand, because multiple round auctions’ environments are complicated and
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dynamic, and many factors should be considered, there are plenty of potential bidding

strategies for the agent and it is hard to well understand them.

So, in order to make online auctions more efficient and more intelligent, this chap-

ter develops and analyzes a bidding strategy based on Genetic Network Programming

(GNP), which can help customers to deal with multiple round auctions automatically.

3.1.2 Major points

• The bidding strategy for Multiple Round English Auction (MREA) based on

Genetic Network Programming (GNP) is proposed. It uses its directed graph

structures to collect and judge the information on the ongoing auctions, then

makes bid decisions according to the judgment results. Withthe evolutionary

features, it is allowed that the agent can find the general optimal strategy from a

large numbers of potential ones generation by generation.

• 25 kinds of judgment nodes and 4 kinds of processing nodes areproposed for

GNP structure used by MREA bidding strategy.

• In order to study the effectiveness and capability of the proposed method for

guiding auction agents, and study the adaptiveness of the proposed method to

various situations, two kinds of MREA are considered: NTL MREA and TLM

MREA. Further more, for each kind, two cases are studied: general case and

poorest case.

Several conclusions have been obtained from simulations both in the no time limit

model and time limit model. For example, firstly, the agent made by GNP can find

appropriate bidding strategies for various situations, where the number of goods and

the set of goods each agent wants are changed. Secondly, the agent could become

smarter through evolution when he competes with other agents. Thirdly, poor agents

can also get goods by evolution, although the number of goodsobtained is a bit smaller

than rich agents.

In section 3.2, the GNP structure and specific kinds of judgment nodes (JNs) and

processing nodes (PNs) are described. Section 3.3 gives thesimulations, and the results

are analyzed. Section 3.4 concludes this chapter.
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3.2 Bidding strategy for MREA using GNP

3.2.1 GNP structre

The strategy developed by GNP helps the agent to decide how much to bid at every

time step. For more specific, the population is composed of many GNP individuals

representing bidding strategies. According to the auctionconditions and limitations

introduced in section 2.2, we consider the useful kinds of judgment functions to judge

the relevant environment’s information from different aspects of the auction, such as

the current time step, the current bid price, other agents’ behaviors, bidding action his-

tory and so on. These kinds of judgment functions are assigned into different kinds of

JNs, and the potential bid actions are assigned into different kinds ofPNs. As Fig.3.1

shows, when an auction round starts, the node transition starts from the start node,JNs

judge the current auction situation and use the judgment result to take the correspond-

ing branch to move to the next node until reaching aPN, and the bid action assigned to

thisPN decides how much the agent should bid at the current time step. When the next

time step starts, the transition continues from the lastPN and pauses when it moves to

anotherPN. The process iterates until the auction round ends. All the individual will

do the above process and be evaluated by the fitness function.The selected better ones

will undergo the mutation and crossover to change their GNP structures for generat-

ing offspring for the next generation. After evolving for enough generations, the final

optimal individual can be obtained, which has a well organized GNP structure to deal

with the various situations and changes of the auction environments.

3.2.2 Kinds of nodes

Kinds of Processing Nodes (PN):

• PN1: Make a large bid, i.e., add 10 to the Current Bid Price.

• PN2: Make a small bid, i.e., add 1 to the Current Bid Price.

• PN3: Choose to stay, i.e., take no action.

• PN4: Quit from the current auction.

Kinds of Judgment Nodes (JN):
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Figure 3.1: Structure of GNP individual

• JN1: The agent himself is the last bidder?

• JN2/3/4: The bid action of the agent in the last time step is large/small/no bid?

• JN5: Every agent stayed for 2 time steps?

• JN6: The current price is larger than the agent’s private price? If Yes, then the

agent quit quickly.

• JN7/8/9: The good is the first/second/third good the agent wants? i.e., if the

agent wants good 1, good 3 and good 4, then, the second good theagent wants

is good 3.

• JN10/11/12: The bid is stay action after the last large/small/stay bid action?

• JN13/14/15: The bid is large bid action after the last large/small/stay bid action?

• JN16/17/18: The current time step is in the first third/second third/last third steps

of the whole given time steps?

• JN19: The current time step is the closing time step?
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• JN20: No one bids for 5 successive time steps?

• JN21: The current bid price is smaller than 1/3 of the agent’s private price?

• JN22: The current bid price is larger than 2/3 and smaller than 4/3 of the agent’s

private price?

• JN23: The current bid price is larger than 4/3 of the agent’s private price?

• JN24: In the latest bidding history, the bids were offered for 5 successive time

steps?

• JN25: In the latest bidding history, the bids were offered for larger than 5 suc-

cessive time steps?

Where, JN10-JN15 are only used in the no time limit model. Because no one can

know when the auction will end and what the others are thinking about, each bid action

might have a big effect on the bidders’ psychologies in the no time limit auction, which

means that the current agent may have totally different bidding reaction in the next time

step depending on the other agents’ different bids. Each agent uses these judgment

nodes to judge the current circumstance through studying the bid action history.

For the same reason explained above, JN16-JN20 are only usedin the time limit

model.

3.2.3 Fitness function

The fitness function of GNP individuals of agenti is defined as follows:

Fitness(i) =
∑

g∈Gi

(PP
g (i) − PF

g (i) + 0.5PC
g ), (3.1)

where,

• Gi: set of the suffixes of the goods agenti wanted and gained.

• PP
g (i): private price of goodg by agenti.

• PF
g (i): final buy price of goodg by agenti.
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• PC
g : common price of goodg.

Fitness(i)is the price difference between Private PricePP
g(i) and Final Buy Price

PF
g (i), which also considers a positive additional term, i.e., the common price of the

good, which indicates that the goods the agent wants were obtained. So it is easy to

see that the smaller the final buy price is, the higher the fitness is. Also, the fitness

function encourages the agents to buy as many goods as they can, even if they need to

pay a higher price, but if the final buy price is too high, the fitness may be negative.

3.3 Simulations

The two models, No Time Limit Model (NTLM) and Time Limit Model (TLM),

were studied in this chapter. In this section, the basic evolutionary ability of the GNP-

based agent is studied and it is studied how the GNP-based agent would behave under

various situations. And also, the agent’s performances areanalyzed.

Both of the NTLM and the TLM have 4 cases of simulations, where2 for training

and 2 for testing.

3.3.1 Simulation settings

First of all, the simulations in both models have the same initialization, i.e., 10

goods and 7 agents. 50 different environments are used for training GNP individuals,

where the common prices of different goods are different.

In the initialization of the simulations, the good number each agent wants to bid

and the goods’ common prices are randomly generated, and depending on the common

price, the private price of each good is also randomly generated. All these values are

fixed during the whole bid. In more details, the common pricesof the goods are set

from 100 to 500 in the simulations. Each agent’s private price of the good is set at

between 70% and 130% of its common price. So, there won’t be a big difference

among the agents’ private prices for the same good. For example, if the common price

of goodg is 100, then each agent’s private price for goodg is distributed in the range

from 70 to 130. All the prices are randomly generated for eachenvironment. Table.

3.1 is an example of the setting of prices.
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Table 3.1: Setting of prices

Good No. 1 2 3 4 5 6 7 8 9 10

PC
g 201 379 434 182 294 146 360 202 452 433

agent 1 379 490 270 150 406 193 452
agent 2 237 341 346 140 298 483
agent 3 468 152 282 232 402
agent 4 397 149 255 141 208 510
agent 5 207 379 386 147 279 342 515
agent 6 396
agent 7 481 167 452

In Table.3.1, PC
g means the common price of goodg, and the goods numbers agent

1 wants are 2, 3, 5, 6, 7, 8, 9 and his private price for good 2 is 379, and there is no

agent who wants to buy good 10 in this case.

All the agents have all kinds of JNs and evolve for various number of generations,

except only agent 1 continues to evolve until 1000th generation in the evolution phase.

To be more clear, as Fig.3.2shows, the auction process starts from the first generation

for evolution. In each generation, firstly all the GNP individuals of the agent 1 do

the auction procedure for all goods he wants, after that, thepopulation of agent 1 is

evolved with other populations being fixed. Then, the agent 2does the same auction

procedure for evolution. This procedure is called overall auction process. When all the

agents carry out the overall auction process, the next generation begins.

In the testing (generalization) phase, the best individuals of each agent in the train-

ing phase compete with each other in 10 new different environments, which are dif-

ferent from 50 environments in the training phase. Here, in the new environments, the

common prices are distributed betweenPC
g −50 andPC

g +50 , wherePC
g is the goodg’s

common price in the training phase.

The parameters used in the simulation are shown in Table.3.2. And, all the results

are the average results over different environments.
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Figure 3.2: Evolutionary structure

3.3.2 No Time Limit Model (NTLM)

3.3.2.1 Training Simulations

Agent 1 and the other agents will do the co-evolution procedure for various num-

bers of generations in the training phase, then the other agents will use their best indi-

viduals to compete with agent 1, while agent 1 continues evolving to 1000 generations

to try to find the individual with the optimal strategy.

Because all of the agents use the same strategy using GNP, if all of them evolve

for the same number of generations, they will get their optimal strategies which have

almost the same performances.

From the above, we can’t analyze the evolvability of GNP-based auction model.

That is why we did the following simulations, where other agents evolve for 1, 5, 10

and 100 generations, while agent 1 evolves to 1000 generations.

〈General Case〉

The fitness values, final buy prices and the number of goods obtained are studied

when the number of generations of other agents is changed in the general case where

the private prices are set randomly.
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Table 3.2: Parameters Setting

Goods Number 10
Goods Price 100-500 (randomly set)

Agents Number 7
Population Size 200
Selection Rate 0.3
Crossover Rate 0.1
Mutation Rate 0.3

Elite Keeping Number 10
Offspring by Crossover 80
Offspring by Mutation 80

Offspring Randomly Generated 30
Number of Processing Nodes 15
Number of Judgment Nodes 75

Table. 3.3 shows the simulation results under the various numbers of generations

of other agents. HereL means the number of goods agent 1 wants.Buy Price, which

indicates the agent ability of earning a profit, shows the average ratio of the final buy

prices of the goods agent 1 bought to their private prices.Number o f Goods, which

indicates the agent ability of success in obtaining the goods, means the average number

of goods agent 1 bought.Fitnessvalue means the combination of the two above

factors.

From Table.3.3, we can see that the fitness value of agent 1 becomes lower when

the number of generations of other agents is larger, and alsothe average buy price

of agent 1 becomes higher. This is because agent 1 wants to buygoods as many as

possible, at last, he should pay more than 100% of the privateprices. In addition,

agent 1 gets fewer goods if the other agents evolve for largergenerations.

Fig. 3.3 shows the average fitness values of the best individual of agent 1 over

50 environments until 1000th generation. The result was obtained under the condition

that the other agents evolve for 100 generations, which means the other agents gained

smart strategies through evolution.

From Fig.3.3, it can be seen that GNP can help agent 1 to get higher fitness through

evolution, which means even when the other agents are much smarter than they were

in the initialization, agent 1 still can find his better strategy. However, it is found from
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Table 3.3: Study on Fitness, Buy Prices and Number of Goods (NTLM Training, General
Case)

Generations 1 5 10 100

Fitness 1167 876 683 124
L=3 Buy Price 23% 76% 90% 117%

Number of Goods 2.8 2.2 2.1 0.9
Fitness 986 788 655 71

L=4 Buy Price 47% 64% 96% 125%
Number of Goods 3.8 2.8 2.1 1.0

Fitness 2449 993 795 220
L=7 Buy Price 21% 59% 90% 104%

Number of Goods 6.7 3.4 3.1 1.9

Figure 3.3: Fitness value of agent 1 in the case of NTLM
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Table. 3.3 that the fitness values are less than the ones when the others are dull. In

other words, when the other agents evolve for larger generations, then they can get

smarter strategies and agent 1 can’t perform well compared when they are dull.

Additionally, in Table. 3.3, the fitness value in the case of L=4 is quite lower

compared to the other two cases, which is because that the fintness values depend

on the two factors, i.e.,Buy Priceand Number o f Goodsas well as the different

environments randomly generated simulation by simulation.

In the simulations, L=3, L=4 and L=7 are totally different cases. The goods agent

1 wants when L=3 are different from the goods agent 1 wants when L=4. In Table. 3,

in the case that the number of generations of other agents is equal to one, agent 1 can

get 2.8 goods when L=3 and get 3.8 goods when L=4, but buy price is 23% when L=3

and 47% when L=4, which means although agent 1 can get more goods when L=4,

he has to pay higher to buy the goods. So, it is reasonable for the fitness values to

show different values between different Ls as shown in Table.3.3, because the number

of goods agent 1 wants is changed from 3 to 4 and simulations are done under 50

different environments. For the above reason, it has a meaning tocompare the fitness

value in the training phase with the one having the sameL in the testing phase, but it

is meaningless to compare the fitness values with differentLs.

〈Poorest Case〉

In this simulation, agent 1’s private prices are set at the lowest for each good under

the same simulation conditions as the former simulation.

Table 3.4: Study on Fitness, Buy Prices and Number of Goods (NTLM Training, Poorest
Case)

Generations 1 5 10 100

Fitness 957 145 134 23
L=3 Buy Price 45% 95% 110% 114%

Number of Goods 2.8 1.2 1.1 0.7
Fitness 1223 641 583 53

L=4 Buy Price 47% 84% 92% 146%
Number of Goods 3.8 2.1 2.1 1.0

Fitness 1311 518 337 133
L=7 Buy Price 63% 97% 115% 141%

Number of Goods 4.0 2.0 1.7 0.9
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Table.3.4shows the simulation results. We can see that the fitness value of agent

1 is getting lower when the number of generations of other agents is getting larger,

and also the average buy price of agent 1 is becoming higher. Even if agent 1 has

less money, he can buy more goods at lower prices when the number of generations of

other agents is small. When the other agents evolve for larger generations, it is hard

for agent 1 to get goods. At last, agent 1 has to pay a very high buy price which is very

close to the highest limit price to get goods, i.e., nearly 150% of the common price. In

other words, when GNP individuals evolve for enough generations, even the ’Poorest’

agent can have a chance to win the goods. Compared to the former simulation, there is

a tendency that the fitness becomes small, the buy price becomes large and the number

of goods becomes small.

3.3.2.2 Testing Simulations

In the testing part, it is studied how the evolved GNPs can acquire the generalization

ability. The following two simulations correspond to the two NTLM training simula-

tions, where the same simulation conditions are used.

Table 3.5: Study on Fitness, Buy Prices and Number of Goods (NTLM Testing, Gen-
eral Case)

Generations 1 5 10 100

Fitness 998 670 450 61
L=3 Buy Price 46% 81% 112% 125%

Number of Goods 2.8 2.2 1.9 0.7
Fitness 884 764 502 62

L=4 Buy Price 57% 79% 119% 137%
Number of Goods 3.8 2.7 1.8 0.8

Fitness 2217 833 661 79
L=7 Buy Price 34% 71% 101% 124%

Number of Goods 6.7 3.2 2.7 1.1

Table. 3.5 and Table.3.6 show the simulation results of the average performance

of agent 1 individual over 10 new different environments.
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Table 3.6: Study on Fitness, Buy Prices and Number of Goods (NTLM Testing Poorest
Case)

Generations 1 5 10 100

Fitness 938 110 74 17
L=3 Buy Price 49% 102% 135% 133%

Number of Goods 2.8 1.2 1.1 0.6
Fitness 1087 561 477 37

L=4 Buy Price 64% 93% 124% 148%
Number of Goods 3.8 2.1 2.1 0.9

Fitness 1241 450 306 64
L=7 Buy Price 70% 113% 132% 147%

Number of Goods 4.0 2.0 1.7 0.9

From Table.3.5 and Table.3.6, we can see that the results have the same trend

as the training results and even in the testing the best individual still works very well

in the new environments. Compared to the training results, agent 1 can get almost as

many goods as the training, although the fitness is a little bit lower. In other words, the

best GNP-based agent can get good generalized strategies for many different situations

in the no time limit model.

3.3.3 Time Limit Model (TLM)

3.3.3.1 Training Simulations

〈General Case〉

In the time limit model, all the auctions are done in the same way as the no time

limit model except the limited time steps of 100.

Table. 3.7 shows the simulation results changing the numbers of generations of

other agents in the general case where the private prices areset randomly. Here,Fit-

ness, Buy PriceandNumber of Goodshave the same meaning as the no time limit

model.

Fig. 3.4 shows the average fitness values of the best individual of agent 1 over

50 environments until 1000th generation. The result was obtained under the condition

that the other agents evolve for 100 generations and it can beseen from Fig.3.4 that
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GNP can help agent 1 to get higher fitness through evolution asthe former NTLM

simulation. From Table.3.7, it can be seen that the fitness value of agent 1 becomes

lower when the number of generations of other agents is larger. In addition, agent 1 gets

fewer goods if the other agents evolve for larger generations. The above phenomenon

are the same as the results of NTLM.

Table 3.7: Study on Fitness, Buy Prices and Number of Goods (TLM Training, General
Case)

Generations 1 5 10 100

Fitness 1261 1198 1018 572
L=3 Buy Price 22% 11% 4.1% 3.6%

Number of Goods 3.0 2.7 2.0 1.4
Fitness 1693 1525 1319 1101

L=4 Buy Price 19% 13% 3.9% 3.6%
Number of Goods 4.0 3.6 3.1 2.2

Fitness 2318 2261 2094 1178
L=7 Buy Price 37% 16% 5.5% 4.3%

Number of Goods 6.1 6.0 5.5 3.1

But, we can see that the average buy price of agent 1 becomes quite lower than

NTLM when the number of generations of other agents is larger, which means that

agent 1 can buy the goods at very low price. This is the interesting difference resulted

from the different conditions of selling goods.

In NTLM, there is no time limit in the auction, what’s more, ifno one wants to bid

for successive 3 time steps, the auction will end. For this reason, if agent 1 wants to buy

goods as many as possible, he keeps bidding to scare away the others, and pays more

than 100% of the private prices. But in TLM, the allowed time steps of the auction is

predetermined, as a result, even when there is no one willingto bid for quite long time

steps, the auction won’t end until the closing time step. Therefore, all the agents learn

the fact that the less frequently the bid is done, the higher fitness is obtained through

evolution. So, at last, in most situations, the agents usually do not bid until the last

time step. But, in some situations, agent 1 still tries to bidat higher prices to compel

the others to quit.

Fig. 3.5shows the details of how the best individual of agent 1 bids ateach step in
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Figure 3.4: Fitness value of agent 1 in the case of TLM

Figure 3.5: Bid actions of the best individual (TLM Training, General case)
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50 training environments when the number of goods agent 1 wants is equal to 5. We

can see from Fig.3.5 that the best individual bids 10 at the last step quite frequently,

and the bid 1 is done less frequently. This behavior shows that the agents become to

know the importance of the last time step for winning the auction. And, we can find

that the agents also try to bid at other time steps, even though it is not so frequent,

which indicates the agent sometimes intends to force the others to quit.

〈Poorest Case〉

All the auctions are done in the same way as the former TLM simulation except

that agent 1’s private prices are set at the lowest values foreach good.

Table.3.8shows the simulation results. We can see from Table.3.8that the fitness

value of agent 1 is getting lower and also the average buy price of agent 1 is getting

lower when the number of evolving generations of other agents becomes larger, which

is the same as the former TLM simulation. Even if agent 1 has less money, he can buy

more goods at low prices when the number of generations of other agents is small. But,

when the other agents evolve for enough generations, they get smarter to choose the

bid at the last time step. As a result, it becomes hard for agent 1 to get enough goods.

Table 3.8: Study on Fitness, Buy Prices and Number of Goods (TLM Training, Poorest
Case)

Generations 1 5 10 100

Fitness 988 869 543 175
L=3 Buy Price 36% 18% 5.4% 4.5%

Number of Goods 2.9 2.6 1.3 0.4
Fitness 1273 1069 809 357

L=4 Buy Price 22% 18% 18% 4.5%
Number of Goods 3.9 3.1 2.2 0.9

Fitness 1977 1761 1306 525
L=7 Buy Price 39% 24% 13% 5.6%

Number of Goods 5.7 5.1 3.7 1.2

Fig. 3.6 shows the details of how the best individual of agent 1 bids ateach step

in 50 training environments. From Fig.3.6, we can see the same results as the former

TLM simulation that the best individual bids 10 at the last time step quite often, and

the best individual of agent 1 rarely bids at other steps. So,at last, agent 1 chooses

38



Figure 3.6: Bid actions of the best individual (TLM Training, Poorest case)

to bid as less frequently as possible to avoid the price rise.It is because there is less

possibility for the agent with lowest private prices to scare the other agents than the

former TLM simulation. In other words, when GNP individualsevolve for enough

generations, even the ’Poorest’ agent can have a chance to win the goods. Even though

sometimes the poorest agent tries to bid at a very high price,the others won’t quit, as

a result, even if he wins finally, he may get a very low fitness.

3.3.3.2 Testing Simulations

In the testing part, for studying the generalization ability, the conditions are set

in the same way as the no time limit model. The following two testing simulations

correspond to the two TLM training simulations, where the same simulation conditions

are used.

Table.3.9and Table.3.10show the simulation results of the average performance

of agent 1 individual over 10 new different environments.

From Table.3.9 and Table.3.10, we also can see that the results have the same

trend as the TLM training results, which are also the same as NTLM. In addition,

even in the testing, the best individual still works very well in the new environments.

Compared to the training results, agent 1 can get almost as many goods as the training

phase, although the fitness is a little bit lower. The other observed phenomena are

the same as the training part. In other words, the best GNP-based agent can get good
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Table 3.9: Study on Fitness, Buy Prices and Number of Goods (TLM Testing, General
Case)

Generations 1 5 10 100

Fitness 1206 1084 914 492
L=3 Buy Price 34% 17% 4.5% 3.8%

Number of Goods 3.0 2.7 1.8 1.1
Fitness 1553 1377 1208 989

L=4 Buy Price 41% 23% 8.1% 3.6%
Number of Goods 3.9 3.3 2.9 2.0

Fitness 2017 1992 1787 1298
L=7 Buy Price 54% 19% 8.1% 4.4%

Number of Goods 5.5 5.3 4.8 3.1

Table 3.10: Study on Fitness, Buy Prices and Number of Goods (TLM Testing, Poorest
Case)

Generations 1 5 10 100

Fitness 945 817 466 119
L=3 Buy Price 44% 27% 11% 7.9%

Number of Goods 2.9 2.5 1.1 0.3
Fitness 1146 1002 683 211

L=4 Buy Price 51% 33% 23% 8.1%
Number of Goods 3.8 3.1 2.0 0.4

Fitness 1850 1572 1084 352
L=7 Buy Price 44% 39% 19% 10%

Number of Goods 5.5 4.6 3.0 0.8
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generalized strategies for many different situations in the time limit model as well.

3.3.4 Comparison with Conventional Strategies

The comparison between the proposed intelligent agent and the conventional agents

is done in this section. First of all, the auction model is initialized to 10 goods and

7 agents. In the real world, the conventional agents usuallyjudge the environment

and make decisions by using only a few information and less consider the opponents’

behavior. So, in the simulations, agent 1 is treated as the intelligent agent, whose GNP

individuals have all kinds of JNs (in NTLM, 19 kinds of JNs, inTLM, 20 kinds of JNs).

On the other hand, the other agents are assumed to be the conventional auction agents,

whose GNP individuals have only 5 kinds of JNs. The above is supposed because if

the agent has more kinds of JNs, he can judge the auction situations more accurately,

while if the agent has only 5 kinds of JNs, he can’t judge the auction situations very

well.

Table 3.11: Comparison with conventional agents

Generations NTLM(proposed) TLM(proposed)
Fitness 641(998) 1087(1206)

L=3 Buy Price 103%(46%) 37%(34%)
Number of Goods 2.6(2.8) 2.8(3.0)

Fitness 987(884) 1203(1553)
L=4 Buy Price 94%(57%) 48%(41%)

Number of Goods 3.8(3.8) 3.8(3.9)
Fitness 1466(2217) 1679(2017)

L=7 Buy Price 97%(34%) 33%(54%)
Number of Goods 5.8(6.7) 5.9(5.5)

In summary, the conventional agents have 5 kinds of JNs and all of them evolve

for 1000 generations in 50 different environments using GNP method as the proposed

agent, i.e. agent 1. Then, the proposed agent and the conventional agents use their best

individuals in the training to compete each other in 10 testing environments.

The price setting are the same as the general case described above. After evolution,

10 new environments also used for testing. The same parameters are used as Table.

3.2, except that the number of JNs for agent 2-7 is 25.
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Table. 3.11shows the average testing results obtained from 10 new testing envi-

ronments. We can see that after all the agents evolved for 1000 generations, agent 1

can get almost all the goods he wants. Because the other agents have only 5 kinds of

JNs, even if they evolve for 1000 generations, agent 1 can perform well. It is a great

difference compared with Table.3.5and Table.3.9. Also, we can see that Buy Prices

are not very low, this is because the others can not judge the environments very well,

so it is difficult for them to find the strategy that can help them to buy the goods at very

low prices. As a result, agent 1 also has to pay a little higherprices to get the goods he

wants.

3.4 Conclusions

We can see from the simulations of the proposed no time limit and time limit model

that GNP can help the auction agents to understand various environments through ex-

periences, then to find the generalized optimal strategies which suit for many environ-

ments.

The simulation results show that the GNP-based agents can understand the envi-

ronments well and become smarter through evolution, and even the poorest agent can

get goods when it evolves longer than the others. Testing simulation results indicate

that the GNP-based agents can get better generalization ability and finally can find the

general optimal strategies for different new environments, no matter in the no time

limit model or time limit model. Compared with the conventional auction agents, it

is also found that the agent based on GNP with the ability of judging various kinds

of environments is more flexible for various auction situations due to the evolutionary

feature.
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Chapter 4

Enhancing Bidding Strategy for

MREA using GNP

4.1 Introduction

After the ability of GNP for guiding auction agent has been proved in chapter 3,

this chapter aims to enhancing the effectiveness and sensitivity of the bidding strategy

for MREA using GNP [80; 81].

4.1.1 Motivation

In chapter 3, it has been found that GNP-based agent can participate in multiple

round auctions and collect information from the ongoing auctions, then make bid de-

cisions to get more goods without losing money. Furthermore, no matter the auction

has the time limit or no time limit, the strategy developed byGNP can help the well

evolved agents to find the suitable general strategy depending on the auction situations

and to get almost all the desired goods they want. However, webelieve its intelligence

can be further improved. On the other hand, in chapter 3, onlyGNP-based agents are

considered and participated in the auction environments. It is helpful for better eval-

uating and analyzing the bidding strategy developed by GNP to study how the GNP

agent will behave when it competes with agents using different strategies.
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4.1.2 Major points

• The GNP structure is modified, where the judgment functions of GNP can judge

more kinds of situations at a time.

• The agent considers not only the auction’s state and bidder’s private price, but

also the bidder’s attitude towards the good. The aspirationis devided into three

attitudes [44; 45]: desperate for the good, which means the agent wants the

good desperately;looking for a bargain, which means the agent does not want

the good very much and wants to buy it at a cheap price;the combination of the

above two, which means the agent considers the balance of both aspects: saving

money and gaining goods.

• the agent still uses the GNP structure as its bidding strategy, but uses more in-

formation on the current auction environments.

• In order to realize the above, new various judgments are proposed, such as judg-

ing the agent’s attitude, the time step length of the auction, the current bid price,

other agents’ behaviors and bidding action history. More processing functions

are also proposed.

• The aim of the improved agent is to make bidders more satisfiedwith the profit

and the number of goods they obtain by considering more comprehensive fac-

tors. The improved GNP strategy is compared with the previous one, and also

the NonGNP strategy which is introduced in chapter 2.2 in MREA with general

case and poorest case.

In section 4.2, the improved GNP bidding strategy is introduced in detail. Section

4.3 gives the simulations for comparing and studying the proposed GNP strategy, and

the results are analyzed. Section 4.4 concludes this chapter.

4.2 Enhanced MREA Bidding Strategy using GNP

4.2.1 Improvement

Based on the past research mentioned in chapter 3, the improved strategy devel-

oped by GNP has been proposed and compared with the related conventional strategies
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introduced in section 2.2.2.

• Firstly, the agents are enhanced to consider the bidders’ intentions as well, which

is more comprehensive for the agent to judge the auction situation and make

bidding decisions.

• Additionally, the judgment nodes are modified to be more efficient. Each pro-

posedJN can have not only two conditional branches, but also three ormore

branches in order to judge more complicated situations. Take a simple exam-

ple, in the past, for judging the current price, we usedJN1 to judge whether

the current price is low, whileJN2 and JN3 judged whether it is middle or

high, respectively; while in the modified judgment node, aJN can have three

outgoing branches to judge whether the current price is low,middle, or high,

respectively. This amelioration brings more compact structure, and reduces the

redundant judgments during the node transition.

• Lastly, instead of increasing the current bidding price by only a small step or

a large step in the previous research, the agent is improved to have various bid

actions to increase bid prices.

4.2.2 Detailed Explanation

The improved structure is given in Fig.4.1. The specific explanation for the GNP

transition is as follows: The directed connection ofJNs andPNs work as auction

bidding rules. JNs judge the situations of the current auction and decide to which

node to move next until reaching aPN, and the GNP-based agent carries out the bid

action at thePN. While, other participating agents submit the bid by using its own

strategy. Then, when the bid actions of all the agents are done, the next time step

begins, and the next transition of the GNP-based agent begins from the lastPN until it

moves to anotherPN. This process iterates until the designated time steps finish.

In Fig. 4.1, the bold line represents a part of the nodes transition in GNP. At

time stept, the transition reachesPN3 and it reachesPN5 at time stept+1, and it

might reach the samePN3 andPN5 again several time steps later. Such a transition

reusesPNs andJNs until the auction is done. For more specific, there is another basic

example to explain how nodes transition goes on according tothe auction situations.
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Figure 4.1: Structure of GNP individual

Table 4.1: 7 Kinds of Judgment Nodes for MREA

JN1: the current good number on the current auction
JN2: length of the time steps of the current auction, short/medial/long.
JN3: price of the bid actionPL in the last time step.

PL = 0/1 ≤ PL ≤ 3/4 ≤ PL ≤ 7/8 ≤ PL ≤ 10.
JN4: agent’s attitude to the current good, desperate/both/desire for bargain.
JN5: position of the current time step in the whole time steps, early/medial/late.
JN6: if the current time step isn, then the bid actions of the last time step and the

time step before the last time step are denoted asbn−1 andbn−2, respectively.
JudgeS, which is the amount ofbn−1 + bn−2.
S = 0/1 ≤ S ≤ 7/8 ≤ S ≤ 15/16≤ S ≤ 20.

JN7: judge which one is bigger,bn−1 or bn−2
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Figure 4.2: Nodes transition

Take the bold line shown in Fig.4.1, we can see from Fig.4.2 that when the node

transition moves to aJN, the judgment function ofJN judges the auction situation

and choose one of the branches of it. When the node transitionmoves to aPN, the

corresponding bid action of time stept will be done, then the node transition keeps on

moving until the nextPN for the bid action of time stept+1.

The basic evolutionary flowchart of GNP-based agent in MREA is shown in Fig.

4.3. In the training phase, GNP-based agent and other agents do the auction round

processes in MREA in each generation like theDo Auctionpart in Fig. 4.3. After

every individual has done the process, GNP-based agent evolves to the next generation

for better GNP structure until the last generation. One run of MREA for each individual

is shown as Fig.4.4.

4.2.3 Kinds of Nodes

7 kinds of judgment nodes and 11 kinds of processing nodes arenewly proposed

for MREA. The JNs are proposed based on the auction situations needed to judge,

while PNs correspond to the bid actions. 7 kinds ofJNs judge the situations based on

the auction information, such as the current good on the auction, the length of the cur-

rent auction, the relation between the current price and agent’s private price, the agent

attitude to goods, the position of the current time step in the whole time steps, price

increasing amount, price increase speed and so on. Meanwhile, 11 kinds ofPNs rep-

resent 11 different bid actions that increase the current bid price by 0/1/2/ · · · /9/10,
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Figure 4.3: Basic evolutionary structure of GNP-based agent

Figure 4.4: Procedure for one run of multiple round English auction
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respectively. There are two special cases: if the agent doesnot want to submit a bid,

which means it wants to stay at the current price, we treat this case as submitting a bid

equal to 0 to the current price; if the agent quits from the current auction, it does not

need to submit a bid to this auction any more.

The proposed Judgment Nodes (JNs) are shown in Table.4.1.

4.2.4 Fitness function

The fitness functionFitness(i) of individual i is composed off1(i), f2(i) and f3(i),

which are denoted as the fitness values of the goods obtained with three different atti-

tudes. It is easily understood thatPP minusPF indicates the profit the agent obtains,

and we use an additional value (α ∗ PC
g ) to calculate the fitness. This is because we

consider the cases where an agent can finally buy goods exactly at their private prices,

which means the profit is 0, and an agent can buy no good, which means the profit is

also 0. So, in order to distinguish the agents that could buy goods from the agents who

failed to buy goods, we add the term ofα ∗ PC
g to make sure that the agents winning

goods have a higher fitness. Moreover, we set different weights (ω1, ω2 andω3) of

the fitness for different attitudes. Because the goods withdesperate aspirationattitude

should be evaluated highly, so we set a higher weight fordesperate aspirationattitude

to encourage the agent to make most efforts for the goods. For the same reason, we set

a lower weight for thelooking for a bargainattitude.

Fitness(i) = ω1 × f1(i) + ω2 × f2(i) + ω3 × f3(i), (4.1)

f1(i) =
∑

g∈G1

(PP
g (i) − PF

g (i) + α ∗ PC
g ), (4.2)

f2(i) =
∑

g∈G2

(PP
g (i) − PF

g (i) + α ∗ PC
g ), (4.3)

f3(i) =
∑

g∈G3

(PP
g (i) − PF

g (i) + α ∗ PC
g ), (4.4)

where,

• i: individual number of the GNP-based agent.
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• G1: set of suffixes of goods the GNP-based agent wanted with desperate aspira-

tion and finally gained.

• G2: set of suffixes of goods the GNP-based agent wanted with both desperate

and looking for a bargain attitudes and finally gained.

• G3: set of suffixes of goods the GNP-based agent wanted with looking for a

bargain and finally gained.

• PP
g (i): private price of goodg by agenti.

• PF
g (i): final buy price of goodg by agenti.

• PC
g : common price of goodg.

• ω1, ω2 andω3: the weight corresponding to three attitudes,ω1 ≻ ω2 ≻ ω3.

• α: control factor.

In summary, the GNP-based agent uses GNP structure for determining his bidding

strategy. After judging the relevant information, GNP-based agent takes the bid ac-

tion according to its own GNP structure. After all auction rounds of MREA finish,

GNP-based agent evaluates the performance of GNP individuals by using the fitness

function, select the better ones and use them to generate newindividuals for the next

generation by mutation and crossover operations.

4.3 Simulations and Analysis

The simulations are done and extended based on [81].

4.3.1 Comparison of the Proposed GNP strategy with Conventional

GNP strategy

In this subsection, the proposed new GNP strategy (ProGNP) is compared with

the conventional GNP strategy (ConGNP)[78]. The features of the new strategy are

explicitly revealed by this comparison.

〈Assumption f or GOODs〉
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Table 4.2: Parameters Setting

Items Value

Number of Goods 10
Number of Training environment 50
Number of Testing environment 10
Number of Agents 3-10, 3-7
Generation 500
Population Size 200
—Elite 10
—Crossover 80
—Mutation 80
—Randomly Generated 30
Selection upper 30%
Crossover Rate 0.1
Mutation Rate 0.3
Node
—Judgment Node 100
—Processing Node 55
—Start Node 1

There are 10 goods in one environment of MREA, so there are 10 English auctions

which should be done good by good orderly. They have pre-assigned different length

of time steps which are distributed from 30 to 100 time steps.If the auction reaches

the closing time step, the agent which offers the highest price wins the good, and the

auction for the next good starts. Also, each good has a different common price which

is randomly generated from 50 to 200. After the initialization, all these values are fixed

during the whole bidding procedure.

〈Assumption f or AGENT s〉

There are 3 different agents participating in the auctions to compete with each

other. All of them want to bid for all the 10 goods. Agent’s private prices for goods are

distributed from 85% to 115% of the common prices of the goods. Also, the attitude

of each agent, like desperate for the good, looking for a bargain and the combination

of the two, is randomly generated for each good.

〈Assumption f or PROCES S〉

We only focus on the performance of Agent No. 1 of ConGNP and ProGNP in the
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following two simulations.〈A〉 The ConGNP strategy is assigned to agent No. 1, and

the other 2 agents also use ConGNP strategy;〈B〉 The ProGNP strategy is assigned to

agent No. 1, and the other 2 agents use ConGNP strategy.

In the training phase, in both simulations, these 3 agents dothe co-evolution for 10

generations first, then only agent No. 1 using ConGNP evolvesup to 1000 generations

in simulationA, while agent No. 1 using ProGNP evolves up to 500 generationsin

simulationB.

Each environment has 10 auctions, and 50 different environments are used for train-

ing GNP individuals, which means there are 500 auction rounds. For all the environ-

ments, the common prices of the goods are different from each other. The specific

parameters used in the simulations are shown in Table.4.2, except the number of

agents is only 3.

Table 4.3: Comparison of Averaged Number of Goods Obtained of ConGNP and
ProGNP

ALL DE Both DB

〈A〉 ConGNP 8.125 7.980 8.225 8.160
〈B〉 ProGNP 8.475 9.040 8.260 7.970

In the testing, i.e., the generalization phase, the best individual of agent No. 1

in the training phase compete with the same other agents as the training phase in 10

new environments different from the 50 environments in the training phase. Each

simulation runs 5 times and all the results are the average results over 5 runs in 10

environments.

The averageNumber of Goods(NoG)of agent No. 1 over 10 different testing auc-

tion environments in simulationA andB are compared in Table.4.3. ALL means the

NoG for all the wanted goods;DE means the NoG for the wanted goods with Desper-

ate attitude, whileBothandDB means the NoG for the wanted goods with other two

attitudes, respectively.

It can be found from Table.4.3 that the proposed new GNP strategy outperforms

the conventional GNP strategy in terms of the number of goodsobtained. Additionally,

because the new GNP strategy considers the attitude factors, and the fitness function

guides the agent to give more importance to the wanted goods with Desperate attitude,
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so the NoG ofDesperateis the highest. On the other hand, the NoG of ConGNP

does not reveal such a phenomenon as ProGNP because ConGNP does not consider

the attitude factors.

4.3.2 Comparison of the Proposed GNP Strategy with Non GNP-

based Strategy

In this subsection, the proposed GNP strategy is compared with Non GNP-based

bidding strategy described in section 2.2.2 in order to makethe advantages of the pro-

posed method clear.

〈Assumption f or GOODs〉

It is the same as the assumption described in section 4.3.1.

〈Assumption f or AGENT s〉

It is also the same as the assumption described in section 4.3.1, except that one

GNP-based agent, and other several different Non GNP-based agents participate in the

auctions.

〈Assumption f or PROCES S〉

Only agent No. 1 has the GNP based evolving strategy. As we mentioned, after all

the individuals finish theDo Auctionpart in Fig. 4.3, the GNP-based agent does the

genetic operations and evolves to the next generation.

In the training phase, agent No. 1 based on the GNP strategy competes with other

agents based on their handcraft strategies for 500 generations. Each MREA environ-

ment has 10 auctions, and 50 different MREA environments are used for training GNP

individuals. In all the environments, the common prices of the goods are different from

each other.

The specific parameters used in the simulations are shown in Table.4.2. Moreover,

the parameters in the fitness function are set at:ω1 = 1.1,ω2 = 1.0,ω3 = 0.9 andα =

0.2.

In the testing, 10 new MREA environments different from the 50 environments

in the training phase are used for testing the best individual of agent No. 1. Each

simulation runs 5 times and all the results are the average results over 5 runs in 10

environments.

The parameters used for theNon-GNP based strategyare shown in Table4.4.
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Figure 4.5: Number of goods obtained in general case
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Figure 4.6: Number of goods obtained in poorest case
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Table 4.4: Parameters Setting for non-GNP-based Agents

Items Value

kdb 0.3
βdb 0.3
kde 0.7
βde 5
krt 0.6
βrt 4
2 tactics combination ωdb=ωde=ωrt=0.5
3 tactinc combination ωdb=ωde=0.25,ωrt=0.5

〈General Case〉

In this case, all the agents’ private prices of the goods are set at between 85% and

115% of their common price. This setting allows each agent tohave a higher or lower

private price than others. The GNP-based agent, i.e., agentNo. 1 and the handcraft

strategy based agents are compared in Fig.4.5, in terms of the average Number of

Goods(NoG) obtained over 10 different testing auction environments under various

numbers of participating agents.

It can be seen from Fig.4.5 that when a small number of agents are participating

in the auction, agent No. 1 can perform very well and achieve higher NoG than the

agents using the strategy proposed in [44], where agent No. 1 is the GNP-based agent

and the other agents are the Non GNP-based (handcraft) strategy based agents. This

can be explained by the features of the GNP-based agent. Agent No. 1 can analyze the

others’ bidding strategies and evolve to find the winning strategy using the information

on many situations of the auction. Meanwhile, we can also seefrom Fig. 4.5that agent

No. 1 can get more goods compared with other agents in many different environments.

Furthermore, from each testing run, the average number of goods(NoG) obtained by

Non-GNP strategy is compared with the number of goods obtianed by GNP strategy.

As is shown in Table4.5, thep values of the t-test (two-tailed) show there are statisti-

cally significant differences between the GNP-bidding strategy and Non-GNP strategy

(at 5% significant level).

However, it can be found from Fig.4.5(i) that theNoG of agent No. 1 decreases

as more agents participate in the auctions. This is because if there is only a small num-

ber of Non GNP-based agents participating in the auctions, agent No. 1 can find the
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appropriate bidding price at each time step more easily. On the other hand, as more

opponents participate in the auction, the time complexity and space complexity for evo-

lution increase, and also the environments turn to be more complicated because agent

No. 1 have to consider all the bids from others, which leads toworse performances of

agent No. 1.

〈Poorest Case〉

Different from the general case that randomly generate the private prices, in this

case, the private price of agent No. 1 is set at the lowest for each good, and the private

prices of other agents are determined in such a way that: thePPs become higher as the

agentid number becomes larger. For example, if there are 4 agents, then the private

prices of No. 1 agent to No. 4 agent may be: 88, 93, 102 and 109 for the good with

common price of 100.

Fig. 4.6 shows the averageNoG of each agent over 10 different testing auction

environments. We can see from these figures that when the number of participating

agents is only 3, agent No. 1 can still achieve a good performance even if it has the

least money. But, agent No. 1 can not get the highest NoG when the number of the

participating agents is getting larger. When there are only3 agents in the auction, the

difference of the private prices between agent No. 1 and the last numbered agent is

not so large, but when there are more agents in the auction, the difference between the

lowest and highest private prices become larger. But, the performance of agent No.

1 is reasonably well under these unfair situations. Even though agent No. 1 can not

Figure 4.7: Fitness values of 6 simulations
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be the winner, it can defeat some other agents except the lastnumbered agent with

the most money. Also, Table4.6 gives thep values of the t-test (two-tailed) between

the GNP-bidding strategy and Non-GNP strategy. From each testing run, the averaged

number of goods (NoG) which are obtained by Non-GNP strategy is compared with the

number of goods obtained by GNP strategy. Thep values show there are statistically

significant differences between the GNP-bidding strategy and Non-GNP basedbidding

strategy (at 5% significant level).

Additionally, Fig. 4.7gives the fitness curves of the GNP-based agent in the train-

ing phase of 6 selected simulations(General Case 3,5,7, andPoorest Case 3,5,7), which

shows the GNP-based agent’s ability of evolution.

4.4 Conclusions

The proposed method of applying GNP to auction agents does give a good guidance

for the intelligent auction systems. GNP-based agent makesit possible to bid a price

using its gene structure, which is more flexible for various auction situations compared

to the non-GNP based strategies due to the evolutionary features of GNP.

It has been clarified that the GNP-based agent is more competent than the agents

based on the mathematical functions when it is needed to decide what price to bid at

each time step. Even when GNP-based agent has the least money, it can still perform

fairly well.
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Table 4.5: The t-test (p value) results of GNP and Non-GNP in general case

3 agents
GNP Non-GNP

average NoG 7.460 1.270
(standard deviation) (0.45) (0.22)

t-test(p-value) 3.26× 10−9

4 agents
GNP Non-GNP

average NoG 5.750 1.416
(standard deviation) (0.42) (0.14)

t-test(p-value) 1.83× 10−8

5 agents
GNP Non-GNP

average NoG 4.508 1.376
(standard deviation) (0.06) (0.02)

t-test(p-value) 6.14× 10−14

6 agents
GNP Non-GNP

average NoG 3.900 1.220
(standard deviation) (0.52) (0.10)

t-test(p-value) 3.61× 10−6

7 agents
GNP Non-GNP

average NoG 3.180 1.136
(standard deviation) (0.09) (0.01)

t-test(p-value) 2.01× 10−11

8 agents
GNP Non-GNP

average NoG 2.800 1.028
(standard deviation) (0.19) (0.03)

t-test(p-value) 3.32× 10−8

9 agents
GNP Non-GNP

average NoG 2.449 0.943
(standard deviation) (0.07) (0.01)

t-test(p-value) 4.43× 10−11

10 agents
GNP Non-GNP

average NoG 2.201 0.866
(standard deviation) (0.09) (0.01)

t-test(p-value) 5.82× 10−10
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Table 4.6: The t-test (p value) results of GNP and Non-GNP in poorest case

3 agents
GNP Non-GNP

average NoG 5.104 2.448
(standard deviation) (0.30) (0.15)

t-test(p-value) 9.73× 10−8

4 agents
GNP Non-GNP

average NoG 3.994 2.069
(standard deviation) (0.20) (0.18)

t-test(p-value) 2.32× 10−7

5 agents
GNP Non-GNP

average NoG 3.026 1.744
(standard deviation) (0.19) (0.05)

t-test(p-value) 4.73× 10−7

6 agents
GNP Non-GNP

average NoG 1.990 1.602
(standard deviation) (0.11) (0.02)

t-test(p-value) 6.89× 10−5

7 agents
GNP Non-GNP

average NoG 1.636 1.394
(standard deviation) (0.09) (0.02)

t-test(p-value) 3.99× 10−4
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Chapter 5

Bidding Strategy Acquisition with

Heuristic Rules for CDA using GNP

5.1 Introduction

After the ability of GNP for guiding auction agent has been proved in MREA, this

chapter aims to developing the bidding strategy for CDA using GNP [82; 83].

5.1.1 Motivation

As introduced in chapter 2.3,Continuous Double Auction(CDA) permits multiple

sellers and multiple buyers to update their asks and bids through the trading period

continuously. Its popularity is due to its operational simplicity and expediency in both

of the two trading sides. It is valued as a significant e-commerce market mechanism

because it can reflect and reserve the very basis of economy, where the real-time inter-

actions occur between sellers and buyers, and it has the extraordinary expansibility in

different domains. Thus, it is a free and highly responsive system, which can exploits

the dynamics of the market and balance demand and supply efficiently.

Given its prominence and importance, and also the big improvement of autonomous

software agents as well as e-commerce, the bidding strategies for agents in CDAs at-

tract lots of attention. As introduced in chapter 2.3.3, although most of the existing

approaches consider many factors of the auctions and use common belief and specific

rules to guide the agents’ bidding behaviors, they have someshortages. ZI-C, ZI-U and
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GD pay no attention to adaptability. CP and ZIP focus on adaptability only using the

last auction information. In order to be more intelligent and to overcome the shortages

of the above strategies in CDA, Genetic Network Programming(GNP) with Rectify

Nodes (RNs) has been applied and combined with the proposed heuristic rules for

the CDA bidding strategy in this chapter (GNP-RN strategy).GNP-RN is developed

aiming to guide the agent to be competitive under different environment conditions,

and maximize the agent’s profit without losing chances for trading. RNs are used for

bringing more flexible and various options for bidding action choices.

5.1.2 Major points

• The basic judgments and processing functions, which are especially suited for

the GNP-RN bidding strategy, are designed in the proposed method. This is

because the specific judgment nodes and processing nodes should be designed

according to the requirement of each task. The judgment contained in JNs should

be able to judge the current environment information, and the processing actions

contained in PNs should be able to represent the suitable actions for the current

environment.

• The heuristic algorithms implemented in the GNP-RN biddingstrategy have

been also proposed referring to the related research in order to provide suitable

and competitive potential options for bidding actions withreasonable number of

processing nodes.

• RN is an extended node to the basic concept of GNP. RNs work together with

PNs for more flexible and various bidding options avoiding too many number

of processing nodes. Based on the heuristic knowledge, GNP-RN agent can use

its structure to judge many kinds of information from the ongoing auctions, and

make suitable ask and bid decisions according to the judgment results.

• From the simulation results, it can be found that when the environment con-

tains CDAs with multiple buyers and sellers who want to tradedifferent amount

of goods, in other words, when the environment is complicated, GNP-RN can

outperform other strategies. Without knowing which information is more impor-

tant or what kinds of combinations of information are more useful, the GNP-RN
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agent can automatically find the most useful judgment functions and get the gen-

eralized best strategy, which can deal with the whole CDAs environment gener-

ation by generation. The simulation results also show that the agent can deal

with various situations very well, since several situations of different supply and

demand pairs are studied, and GNP-RN performed best in all the situations. It is

possible for the agent to choose the pertinent solution for acertain situation as

the GNP-RN structure is systematically built from the evolutionary process.

In section 5.2, the GNP-RN bidding strategy is introduced indetail. Section 5.3

gives the simulations for comparing and studying the proposed GNP-RN strategy with

basic GNP strategy, ZI-C, ZI-U, CP and GD strategy, and the results are analyzed.

Section 5.4 concludes this chapter.

5.2 GNP-RN: Bidding Strategy developed by GNP

5.2.1 Overview of GNP-RN bidding strategy for CDA

We studied applying GNP to develop bidding strategy for MREA, which revealed

the effectiveness of GNP on guiding bidders’ behaviors[78; 80; 84]. Based on these

previous research, this chapter studies the GNP-RN biddingstrategy for CDA using

GNP with rectify nodes (RNs) and heuristic rules. The RNs arecombined with PNs

intending to provide more potential bidding options. The heuristics based on com-

mon believes are employed to help GNP-RN to make suitable andcompetitive bidding

decisions with using history information.

5.2.1.1 Overview of GNP-RN structure

As Fig. 5.1 illustrates, the left part shows an overview of a CDA process, and the

right part shows an example of GNP-RN bidding structure.

The GNP-RN auction agent has a population composed of many individuals repre-

senting potential bidding strategies. In GNP-RN structure, there are 4 kinds of nodes:

a start node,JNs, PNsandRNs. The connections ofJNs represent strategic logics

of judging the auction environment, whilePNscombined withRNsindicate different

ask/bid actions.
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Figure 5.1: GNP structure for CDA

When an auction starts, firstly, the auction agent collects auction information and

bidder information. Then, combined with the heuristic rules, GNP-RN uses these in-

formation to judge the current bidding situation. According to the judgment results, its

corresponding branch is taken. When the transition fromJNsreaches aPN, its corre-

sponding action will be executed after it is adjusted by the connectedRN. Therefore,

different judgment results lead to different bidding decisions, so the agent can make

the real-time responses to the changing auction environments.

Generally speaking, as Fig.2.3 shows, considering the features of CDA, the fol-

lowing information will be collected and judged by GNP-RN:

• the agent’s ownPPs of the goods

• the total number of goods the agent wants to trade (NUM)

• the time steps of the current auction (t)

• the currentoa andob including the previousoas andobs of the pastLts time

steps, whereLts is the number of time steps stored in the current round history

• thePFs of the pastLr successful transactions

Compared to the GNP structure in our previous research [78; 80], RNs are added.

As shown in Fig.5.1, eachPN is connected to aRN. Although everyPN contains

a pre-decided heuristic function usingPP, PB, PT , PF, oa and ob to determine the
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Figure 5.2: Genetic operators

ask or bid prices without increasing too many new kinds ofPNs, the price calculated

from the function inPN could be modified by adding a small priceδ which is positive,

negative or zero inRN to make more flexible bidding strategies. More specifically,

there are several kinds ofRNscontaining different price ofδ, so thePNs contain-

ing the same heuristic function have the possibility to connect to different kinds of

RNs, which makes it possible to obtain different ask or bid prices even under the same

heuristic function. Moreover, onePN connects to oneRN, and eachRN has no out-

going branches. After the bidding action ofPN has been modified byRN, the node

transition continues from the currentPN. RN brings the variety and flexibility to the

bidding actions without using a large number ofPNs, and finally the most appropriate

combination ofPN andRN could be obtained through the evolution.

As described before, the connections amongJNs, PNsandRNsare determined

by the genetic operations of GNP evolution. The rank selection is used to select the

better individuals in the current generation. Uniform crossover and uniform mutation

are used to generate the offspring for the next generation. Fig.5.2 gives a simple

example of genetic operators for GNP-RN. In the crossover, two parents can exchange
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the corresponding parts with each other under a certain rate, while in the mutation,

each parent can mutate a part of itself under a certain rate.

5.2.1.2 Overview of Heuristic Rules

The proposed heuristics are derived based on the common believes [48; 65; 71].

The outline of the proposed heuristics is as follows:

• If a seller does trade frequently, then it will submit a newaska little bit higher

than the previousPF in order to gain more profit by selling at a higher price. On

the opposite, if the seller does not do trade so frequently, then it is willing to

submit a loweraskfor the good even equal to itsPP to sell the good rather than

no trade at all.

• Similarly, if a buyer does trade so frequently, then it will submit a newbid a little

bit lower than the previousPF in order to gain more profit by buying at a lower

price. If the buyer does not do trade so frequently, then it iswilling to submit a

higherbid for the good even equal to itsPP to buy the good rather than no trade

at all.

The above implemented in the bidding strategy developed by GNP is explained in

more detail in section 3.3 and 3.4. By using the heuristics, the basic price (PB) and the

target price (PT) for GNP-RN agents are determined.PB andPT are used for guiding

the bidding price and making bidding at the competitive price quickly in each round.

Definition 4. A basic price (PB) is the starting price for the agent toward to the

ongoing good in the current round.

For a seller,PB = α1 × PP, whereα1 ∈ (1, 1.5). For a buyer,PB = α2 × PP, where

α2 ∈ (0, 1.0). PBs are set like this because a seller is willing to sell a good ata higher

price than his ownPP at the very beginning of an auction, while a buyer is willing to

buy a good at a lower price than his ownPP in order to make some profits. A simple

example of the relation betweenPB andPP is shown in5.1.

Definition 5. A target price (PT) is the expected price for the agent to make a

transaction in the current round.

Similarly, each agent has aPT for the current good in each round by the relation

betweenPP andPT shown in5.1, which is relative to itsPP under the assumption that

all the agents want to make some profit margins from the transactions [48]. Initially, for
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a seller,PT is a little bit higher than hisPP, i.e.,PT = (1+ α3)×PP, whereα3 ∈ (0, 0.1),

while for a buyer,PT is a little bit lower than hisPP, i.e., PT = (1− α4) × PP, where

α4 ∈ (0, 0.1). Apparently, if an agent sets its profit margin at too low values, it may

lose some possible profits. Nevertheless, if the agent sets its profit margin at too high

values, it will lose the chances to do the trade. So,PT will be modified through CDA

period in the proposed strategy in order to do the appropriate trade with the maximal

profit in the proposed method.

To sum up, the bidding strategy developed by GNP can be simplydescribed as

follows:

• Initialize the GNP population.

• At the beginning of each round, each individual firstly computes a basic price

(PB) and a target price (PT) based on the knowledge and the relevant environment

information introduced above.

• Then, at each time step, the node transition will finally turnto thePN according

to the judgment results and make the corresponding bid action in PN.

• Repeat the above step until the current round ends.

• UpdatePB of the next good based onPP. UpdatePT based on the relevant history

information. Then, the next round starts.

• When the CDA process is finished, all the individuals’ performances are evalu-

ated by the gained profit, then genetic operations are done for the population of

the next generation.

Additionally, the important terms used are summarized in Table. 5.1.

5.2.2 Bidding Strategy for Sellers

Based on the overview of GNP-RN, this section will introducethe proposed heuris-

tic algorithms for the bidding strategy for sellers in detail. Suppose that CDA is in the

r th round and the current time step ist. GNP-RN selleri, who wants to sellNUM

goods and has already soldnumgoods, is willing to sell goodn (n = num+ 1), andPP

of this good for selleri is cin.
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Table 5.1: Important Terms
PP private price of a good the agent

wants to trade
PB basic price for the agent to start

from
cin PP of goodgn selleri wants to sell PT target price which gives a profit

margin for the agent
vin PP of goodgn buyeri wants to buy Lts a number of time steps recorded for

judgments
oat outstanding (lowest) ask at time

stept
Lr a number of rounds recorded for

updatingPT

obt outstanding (highest) bid at time
stept

RJ a number of rounds recorded for
judgments

oar the lastoa in rth round α1, α2, α3, α4 four independent real numbers for
calculatingPB andPT

obr the lastob in rth round β1, β2, β3, β4 four independent small prices for
updatingPT

PFr
r the final traded price in therth

round
γs, γb two small prices for bid actions

P
Fg
g the final traded price of goodg δs small prices contained in different

RNs
Vstep the smallest valid bidding price

First of all, as shown in Fig.5.1, at the beginning of ther th round, the seller’sPB

andPT for the ongoing good should be calculated using the heuristic logics based on

the common believes described in section 3.2.

When a round begins,

• PB is given by:

PB = α1 × cin, (5.1)

where,α1 ∈ (1, 1.5) as introduced before.

• PT for selling the good is given by:

〈when r= 1〉

PT = (1+ α3) × cin, (5.2)

where,α3 ∈ (0, 0.1) as introduced before.

〈when r> 1〉

(A) if a transaction occurred in ther-1 th round,
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– if the successful seller in ther-1 th round is selleri,

PT = PFr
r−1 + β1 ×

num
NUM

, (5.3)

where,β1 ∈ (10×Vstep, 50×Vstep) andPFr
r−1 is the traded final price inr-1 th

round. PT is updated using this formula because if selleri can sell a good

at the price ofPFr
r−1, then he knows that the buyer side can accept this price

and he will try to make more profit than the current round by increasing the

price. The increased price is related to the number of the remaining goods

to trade. If there are still many goods needed to trade, the seller would take

a cautious attitude and add just a little bit toPFr
r−1 to ensure that he can still

do the trade. On the other hand, if the seller has sold many goods and only

a few goods are left, it means the seller traded frequently ata low price, so

he can take an aggressive attitude and try to add a large valueto PFr
r−1.

– else

PT = max(
1
|Lr |

∑

rs∈Lr

PFr
rs , (1+ α3) × cin), (5.4)

where,rs ∈ Lr , Lr is the set of suffixes of rounds in which the successful

transaction occurred in the past. This formula is set because of the follow-

ing reason: If selleri is not the successful seller in ther − 1 th round, he

knows that the trade can be dealt with at the price ofPFr
r−1, and he would

rather do the trade, so selleri would not increasePFr
r−1, but refer toPFs in

the pastrs rounds and take the average of these prices as an optional choice.

Because sellers always want to sell at a high price, soPT is decided to be

the larger value of the averaged price from the history information and the

basicPT derived fromcin.

(B) if there was no transaction in ther-1 th round,

PT = max(oar−1 − β2 × (1−
num

NUM
), cin), (5.5)

where,β2 ∈ (10× Vstep, 50× Vstep) andoar−1 is theoa of the r-1 th round. PT
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is updated using this formula because if no one can sell a good, which means no

buyer is willing to accept the price ofoa, it shows that the price maybe too high

to be accepted. Then, selleri will try to decreasePT to earn the chance to sell a

good by losing some potential profits. For the same reason as we mentioned in

(A), the decreased price should be related to the number of the remaining goods

to trade. If the seller still has many goods to trade, he will decreasePT by a bit

to be more competitive. Contrarily, if there is only a few goods left, selleri can

save some profits by maintainingoar−1 as a candidate ofPT . Because sellers

always want to sell at a high price, soPT is decided to be the larger value of the

price obtained based onoar−1 and the basicPT derived fromcin.

Table 5.2: 10 Kinds of Judgment Nodes for GNP-RN Seller

JN1s: Selleri sold a good in the last round?
JN2s: num

NUM = 1 or≥ 0.5 or< 0.5
JN3s: Theaskselleri submitted is theoa in the last time step?

JN4s:
Noa

S i
Lts ≥ 0.5 or< 0.5

JN5s: t
T ∈ (0, 1/3] or (1/3, 2/3] or (2/3, 1]

JN6s: oat is closer toPB, or closer toPT but still lager thanPT , or smaller thanPT

JN7s: obt is smaller thancin, or lager thancin but closer tocin, or lager thancin but
closer toPT, or lager thanPT

JN8s: oat−2 − oat−1 ≥ (PB − PT)/2, or< (PB − PT)/2
JN9s: TS ∈ [0, 1

3 × RJ) or [1
3 × RJ, < 2

3 × RJ) or [2
3 × RJ, 1].

JN10s: cin is low, or middle, or high, according to the price range of thegoods in the
market.

where, the number of the time steps that selleri submittedoa in the pastLts time steps is
denoted byNoa

S i, theoaof the current time stept is denoted byoat and theobof the current
time stept is denoted byobt, and in the pastRJ rounds, the number of the agent’s successful
transactions is denoted byTS

According to the features of CDA, 10 different kinds of judgment functions of

JNs for GNP-RN seller are proposed. The items considered include: oa, ob, PB, PT ,

cin, PF s, the current time stept, the relation among the above prices and the relation

betweennumandNUM. Suppose that CDA is in ther th round and the current time
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Table 5.3: 7 Kinds of Processing Nodes for Seller

PN1s: ask the currentob
PN2s: ask the currentob+ γs

PN3s: ask the lastPF + γs

PN4s: ask the currentoa - γs

PN5s: stay. make no newask.
PN6s: askPT .
PN7s: askPT + γs

Here,γs is a small price in the set of{Vstep, 2× Vstep, 3× Vstep}. γs is set like this
because GNP-RN is supposed to imitate the behavior in the real-life. In the real-life
auction, if the bidders want to submit a price little higher than the currentobor little
lower than the currentoa, most of them might change the currentoaor obby the
smallest valid bidding price. So, the value ofγs is set according to the current private
price range and the smallest valid bidding price.

step ist. GNP-RN selleri, who wants to sellNUM goods and has already soldnum

goods, is willing to sell goodn (n = num+1), andPP of this good for selleri is cin. So,

the judgments the seller can use to judge the CDAs information are shown in Table.

5.2.

7 different kinds of bidding actions ofPNs for GNP-RN seller are also proposed.

So, the GNP-RN selleri can submit theask according to the following 7 potential

bidding actions in Table.5.3at each time step.

The finalaskprice submitted by selleri is obtained by the result ofPN with the

δ adjustment in the connectedRN. Generally speaking, suppose there areRnkinds of

RNs, because each kind ofPNshave the possibility to connect to each kind ofRNs,

so for one kind ofPN which contains one kind of bidding action, the potential bidding

options it can provide will be increased toRn instead of 1 by connecting toRnskinds

of RNs. These 7 kinds of bidding actions provide various and flexible bidding options

to the agent by usingRNs, that is, the agent can bid toward toPT gradually, and also

can bid atob, at the price close toobor atPT and so on.

7 differentδ values, that is,−3× Vstep, −2× Vstep, −1× Vstep, 0,Vstep, 2× Vstepand

3× Vstepare assigned to 7 different kinds ofRNs, respectively.

What kinds of information should be judged and which action should be taken are

determined by the node transition of the GNP individual.
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5.2.3 Bidding Strategy for Buyers

The heuristic algorithms for the bidding strategy for buyers are almost the same as

the ones of sellers.

Similarly, suppose that CDA is in ther th round, and the current time step ist.

GNP-based buyeri, who wants to buyNUM goods and has already boughtnumgoods,

is willing to buy goodn.

For the first time step,

• PB is given by:

PB = α2 × vin, (5.6)

where,α2 ∈ (0, 1.0).

• PT for buying the good is given by:

〈when r= 1〉

PT = (1− α4) × vin, (5.7)

whereα4 ∈ (0, 0.1).

〈when r> 1〉

(A) if a transaction occurred in ther-1 th round,

– if the successful buyer in ther-1 th round is buyeri,

PT = PFr
r−1 − β3 ×

num
NUM

, (5.8)

where,β3 ∈ (10× Vstep, 50× Vstep) andPFr
r−1 is the traded final price inr-1

th round.

– else

PT = min(
1
|Lr |

∑

rs∈Lr

PFr
rs , (1− α4) × vin), (5.9)

The meaning of the parameters is the same as the ones in the seller part.
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(B) if there was no transaction in ther-1 th round,

PT = min(obr−1 + β4 × (1−
num

NUM
), vin), (5.10)

where,β4 ∈ (10× Vstep, 50× Vstep) andobr−1 is theobof ther-1 th round.

Eq. (5.6), (5.7), (5.8), (5.9) and (5.10) correspond to Eq. (5.1), (5.2), (5.3), (5.4) and

(5.5), respectively. The reason why these formula are used is similar to the seller side

except the logics are in the opposite direction.

10 different kinds of judgment functions ofJNs for GNP-RN buyer are also pro-

posed. Suppose that CDA is in ther th round and the current time step ist. GNP-RN

buyeri, who wants to buyNUM goods and has already boughtnumgoods, is willing

to buy goodn (n = num+1), andPP of this good for buyeri is vin. So, the judgments

the buyer can use to judge the CDAs information are shown in Table. 5.4.

Table 5.4: 10 Kinds of Judgment Nodes for GNP-RN Buyer

JN1b: Buyer i bought a good in the last round?
JN2b: num

NUM = 1 or≥ 0.5 or< 0.5
JN3b: Thebid buyeri submitted is theob in the last time step?

JN4b:
Nob

Bi
Lts ≥ 0.5 or< 0.5

JN5b: t
T ∈ (0, 1/3] or (1/3, 2/3] or (2/3, 1].

JN6b: obt is closer toPB, or closer toPT but still lower thanPT , or larger thanPT .
JN7b: oat is higher thanvin, or lower thanvin but closer tovin, or lower thanvin but

closer toPT, or lower thanPT

JN8b: obt−1 − obt−2 ≥ (PT − PB)/2, or< (PT − PB)/2
JN9b: TS ∈ [0, 1

3 × RJ) or [1
3 × RJ, < 2

3 × RJ) or [2
3 × RJ, 1].

JN10b: vin is low, or middle, or high, according to the price range of thegoods in the
market.

where, the number of the time steps that buyeri submittedob in the pastLts time steps is
denoted byNob

Bi .

7 different kinds of bidding actions ofPNs for GNP-RN buyer are also proposed

as shown in Table.5.5.
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Table 5.5: 7 Kinds of Processing Nodes for Buyer

PN1b: bid the currentoa
PN2b: bid the currentoa - γb

PN3b: bid the lastPF - γb

PN4b: bid the currentob+ γb

PN5b: stay. make no newbid.
PN6b: bid PT .
PN7b: bid PT - γb

Here,γb is a small price asγs.

7 different kinds ofRNs for GNP-RN buyer are set like theRNs for GNP-RN seller.

In the same way as the seller case, the finalbid price submitted by buyeri is obtained

by the result ofPN with theδ adjustment in the connectedRN.

5.2.4 Fitness Function for Agents

When the CDA process is done, each GNP individual is evaluated by the fitness

function. The fitness is calculated by the profit gained by theindividual, which is the

most common and classical way to evaluate the agent performance in the literature.

For seller individuali, the profit in CDA process is calculated by
∑

g∈Gs
i
(PFg

g − cig),

where,Gs
i is the set of suffixes of goods seller individuali sold andP

Fg
g is the final

price of goodg. For buyer individuali, the profit in CDA process is calculated by
∑

g∈Gb
i
(vig − P

Fg
g ), where,Gb

i is the set of suffixes of goods buyer individuali bought.

The way to calculate the profit as the fitness value is the most common and classical

way to evaluate the agent performance in the literature. Theindividual with the highest

profit will survive to the next generation, while the other weaker ones will have the

genetic operations for creating new candidates for the optimal strategy.

5.3 Simulations

We compared the proposed GNP-RN method with ZI-U, ZI-C, GD and CP strate-

gies, which are the most cited and commonly adopted strategies in the literature of

CDAs.
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Table 5.6: Parameters Setting

Items Value

Number(N) of Goods(G) 20 to 80 (5× 4 to 5× 16)
N of Agents 5 sellers, 5 buyers
N of G Agents Wants to Trade from 4 to 16
N of Training Environment 30
N of Testing Environment 10
N of Time Steps in One Round 100
PP range for sellers (1.0, 2.5)
PP range for buyers (2.0, 3.5)
Vstep, 0.01
α1, α2, α3, α4 1.5, 0.5, 0.05, 0.05
β1, β2, β3, β4 0.1, 0.3, 0.1, 0.3
Lts, Lr , RJ 5, 3, 6
Generation 300
Population Size 200
—Elite (survived from last generation) 10
—Generated by Crossover 80
—Generated by Mutation 80
—Generated Randomly 30
Selection upper 30%
Crossover Rate 0.1
Mutation Rate 0.3
Node
—Judgment Node 50
—Processing Node 15
—Rectify Node 15
—Start Node 1

5.3.1 Basic Study

3 groups of simulations are carried out: 1) The first group is to compare the perfor-

mance of GNP-RN agent and the other agents adopting other 4 strategies when all the

agents on the other side use the same strategy; 2) In order to compare the performance

of GNP-RN with conventional GNP in CDAs, the second group hasthe same setting as

the first group, except the GNP-based agent uses the conventional GNP strategy with-

out RNs. The profits obtained by GNP agent are compared to the profitsobtained by

GNP-RN agent; 3) The third group is also designed for comparing the performance of

GNP-RN agent and the other agents adopting other 4 strategies, but the agents on the

other side use different strategies. Through all the simulations, it is demonstrated that
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GNP-RN agent performs more competitively and significantlythan the agents using

other strategies.

5.3.1.1 Simulations Setting

To evaluate the behaviors of 5 kinds of agents using different strategies, the follow-

ing two cases are considered in each group of simulations:

Seller Case:One of the 5 strategies is used for one of the 5 seller agents. Each

seller is assumed to have 4-16 units of goods to sell, while each buyer is assumed to

want 10 units of goods to buy. So, the supply of the CDAs is from20-80, and the

demand is 50. The profits obtained by each seller are compared.

Buyer Case:Similarly, one of the 5 strategies is used for one of the 5 buyer agents.

Each buyer is assumed to want 4-16 units of goods to buy, whileeach seller is assumed

to have 10 units of goods to sell. So, the supply of the CDAs is 50, and the demand is

from 20-80. The profits obtained by each buyer are compared.

For each pair of supply and demand, 30 runs are carried out. Anagent’s profit is

calculated by the averaged value over the 30 runs. In addition, under this setting, in

both seller case and buyer case, the CDAs markets can experience 3 conditions: supply

equals to demand, supply larger than demand and supply smaller than demand, which

is better for studying and comparing the performance of different kinds of agents. For

all sellers, the range ofPP of each good is (1.0, 2.5), which is derived from the special

normal distribution ofN(1.75, 1.00) with the data more than 2.5 and less than 1.0 being

omitted. For all buyers, the range ofPP of each good is (2.0, 3.5), which is derived

from the special normal distributionN(2.75, 1.00) with the data more than 3.5 and less

than 2.0 being omitted. These range setting for private prices is quite common in the

literature for CDAs. The private price ranges used for experiments usually are in the

range of (0.5, 4.0). According to the ranges ofPP, the smallest bidding price is 0.01,

so the price valuesδ contained inRNs are in the set of{-0.03, -0.02, -0.01, 0.00, 0.01,

0.02, 0.03}.

In each generation, GNP population has 200 individuals, andGNP-based agents

will evolve for 300 generations. There are 30 environments for the training and 10

for testing in order to avoid the loss of generality. In each environment,PP of each

good for each seller andPP of each good for each buyer are different. All the testing

results for each kind of strategies are the total profits of the 10 environments. To make
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it more clear, for example, in seller case, when the current supply and demand pair

is (55, 50), which means each seller wants to sell 11 units of goods and buyer wants

to buy 10 units of goods, one CDA environment includes 50 rounds, and there are 30

continuous CDAs environments for an agent to participate in, which means at most

50× 30 = 1500 rounds to participate for each run. Finally, in the lastgeneration, the

GNP individual that can handle these 30 CDAs best is chosen todo the testing, and in

the testing, each kind of seller participates in 10 new and different CDAs, and the total

profits obtained by each kind of seller over 10 CDAs are recorded. After 30 runs, under

the same supply and demand condition, the averaged profit of each seller is regarded

as this seller’s profit.

The more specific parameters used in the simulations are shown in Table.5.6. The

values ofα1, α2, α3 andα4 are 1.5, 0.5, 0.05 and 0.05, respectively, which are set based

on the common believes.α1 andα2 are only used to determine the basic price, so they

are just simply decided according to the experience in the real-life, for example, if a

buyer private price for a good is $100, it is reasonable to assume that the bidder bid

$50 at the first time step.α3 andα4 are only used to determine the target price in the

first round of each CDA, so it is reasonable to assume that the percentage of the profit

margin of each bidder is 5% to their private price. Accordingto the ranges ofPP, β1,

β2, β3 andβ4 are set at 0.1, 0.3, 0.1 and 0.3, respectively. If the values are too small,

there is little effect for updating the target price, while if the values are toolarge, the

profit becomes unstable, even gets worse because invalid target prices are generated.

Table 5.7: Averaged number of rounds that agent makes the first trade when supply=
demand= 50

GNP ZI-C ZI-U CP GD
Seller side 26.84 7.71 4.32 22.1 22.87
Buyer side 33.84 5.85 1.16 22.2 23.52

Lts, Lr andRJ are set to be 5, 3 and 6, respectively, because if they are smaller

than these values, the simulation results become very unstable, while if they are larger

than these values, the results show no obvious difference and even show worse perfor-

mances if these values get much larger.
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Table 5.8: Simulation 1: Averaged number of goods that agents can trade under differ-
ent conditions.

Seller Case (Demand=50)
4 5 6 7 8 9 10 11 12 13 14 15 16

GNP 4.00 5.00 6.00 7.00 8.00 9.00 9.99 10.51 11.81 12.67 13.33 14.07 14.84

ZI-C 4.00 5.00 6.00 7.00 8.00 9.00 10.00 11.00 11.99 12.95 13.97 14.85 14.27

ZI-U 4.00 5.00 6.00 7.00 8.00 9.00 10.00 11.00 12.00 13.00 14.00 15.00 16.00

CP 4.00 5.00 6.00 7.00 8.00 9.00 10.00 9.93 8.88 7.31 5.87 3.73 1.75

GD 4.00 5.00 6.00 7.00 8.00 9.00 9.72 7.40 5.30 4.07 2.90 2.35 2.57

Buyer Case (Supply=50)
4 5 6 7 8 9 10 11 12 13 14 15 16

GNP 4.00 5.00 6.00 7.00 7.99 8.96 9.97 11.00 11.95 12.61 13.37 14.13 12.87

ZI-C 4.00 5.00 6.00 7.00 8.00 9.00 10.00 11.00 12.00 13.00 14.00 14.69 15.97

ZI-U 4.00 5.00 6.00 7.00 8.00 9.00 10.00 11.00 12.00 13.00 14.00 15.00 16.00

CP 4.00 5.00 6.00 7.00 8.00 9.00 10.00 10.83 11.71 9.97 7.72 4.51 4.95

GD 4.00 5.00 6.00 7.00 8.00 9.00 10.00 6.17 2.33 1.43 0.91 0.67 0.21

5.3.1.2 Simulation 1

Simulation group 1 is conducted to evaluate the performanceof each kind of agents

when all the agents on the other side use ZI-C strategy. So, the agents on the other side

are randomly bidding bidders.

Fig. 5.3shows the simulation results on how much profit each agent canget com-

peting with each others under different market conditions. The results are the total

profits obtained by agents from 10 testing environments, which is the averaged value

over 30 runs. Table.5.7studies at which round each strategy can make the first trade,

which shows the averaged round number under the condition that all of the traders

want to trade 10 goods as an example. Table.5.8shows the average number of goods

that agents can trade on the seller side and buyer side under different conditions.

From Fig.5.3, it can be found that GNP-RN strategy outperforms other strategies

under all the simulated market conditions, no matter the supply is more than, equals

to, or less than demand.

Fig. 5.3(a) shows that when the demand is unchanged and more than supply, the

profit that a seller can get increases as the number of good he wants to trade increases.

This is because when the demand is more than supply, the traders can get enough

chances to make the trade because the seller side is less competitive, so it is easier

for a seller to trade all the goods with profit, thus the sellers’ profit increases when

the number of good he wants to sell increases. Specifically, for ZI-U and ZI-C trader,

as Table.5.7 and Table.5.8 indicate, there is a high possibility that ZI-U and ZI-C
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accept the price at a very unreasonable level, so they usually can trade good faster, but

obtain less profit. CP trader has an updating rule to adapt to the environment, so it can

outperform ZI-U and ZI-C, but it only use the last one round information. GD trader

relies on the history information, and since the chance for trading is enough, GD can

perform well by using the information of the successful transactions carried out by CP,

GD and GNP-RN. For GNP-RN traders, it can perform best in all of these situations

because the evolved compact directed structure learns the auctions adequately using

the history information and heuristic algorithms. From thesimulation data, it can be

found that, when GNP-RN learns that the demand is larger thansupply, in the other

words, when GNP-RN agent believes that it is not difficult to trade all the goods it

wants to trade, it becomes inclined to bid from the basic price and increase its bidding

price slowly and slightly, even keep stay action to force theother side to decrease the

bidding price, that is why GNP-RN can obtained more profit than the other strategies.

Contrarily, when the demand is unchanged and less than supply, the profit that a

seller can get decrease as the number of good he wants to tradeincreases. This is

because when the demand is less than supply, the number of trading chances in the

market is limited, so the seller side becomes more competitive, and it becomes harder

for a seller to make trades. From Fig.5.3(a), it can be found GNP-RN is superior than

other strategies, and keeps performing very well even wherethe supply become much

more than demand. Specifically, for ZI-U and ZI-C trader, as explained above, they

usually can trade good faster and obtain less profit. The trading chances of CP and

GD are snatched by ZI-C and ZI-U, and there is less useful history information. For

GNP-RN seller, once it learns the situation, it becomes inclined to accept the bid as

soon as the bid price is higher than its target price to ensureit can make trade in the

competitive situation, therefore, GNP-RN can trade more times than CP and GD, and

obtain much higher profit than ZI-U and ZI-C although it seemsthat ZI-U and ZI-C

can trade more goods. However, it is shown that along with theincreasing intensity

of the competition, the difference between GNP-RN and ZI-C is getting less due to

the decreasing opportunity for trading goods. In order to make sure to trade goods,

GNP-RN is inclined to accept a less profitable price, which behaves like ZI-C partly.

Similarly, the same phenomena are also found from the simulations for buyer case,

which can be explained in the same way as the above. Under these kinds of situations

of seller case and buyer case, GNP-RN bidding strategy can have a good performance

by adapting to the changing environments of the supply and demand and limited trad-
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ing chances compared to other strategies because of the flexible bidding choices and

well understanding of the information. Because ZI-C and ZI-U use the random strategy

and less consider the profit, the changes of the environment do not have much effect

on their bidding actions.

As is shown in Table.5.9, thep values of the t-test (two-tailed) show there are sta-

tistically significant differences between GNP-RN strategy and other strategies under

different situations (at 5% significant level).

5.3.1.3 Simulation 2

Simulation Group 2 is done under the same conditions as simulation group 1, ex-

cept the GNP-RN strategy is changed to the conventional GNP strategy, which has no

RNs. The performance of GNP agent is compared to the performance of GNP-RN,

which are obtained from the results of simulation group 1.

Fig. 5.4 shows that when the amount of goods needed to trade is more than the

other side, which mean the agent is under a more competitive situation, GNP-RN can

outperform conventional GNP by usingRNs. GNP-RN agent has the ability to make

more profit margins from the target price and keep the chance to trade goods.

As is shown in Table.5.10, thep values of the t-test (two-tailed) show there are sta-

tistically significant differences between the GNP-RN strategy and conventional GNP

strategy when they are under the competitive situations (at5% significant level).

5.3.1.4 Simulation 3

Simulation group 3 is conducted to evaluate the performanceof each kind of agents

when the agents on the other side use different strategies, and in order to study more

comprehensively, it is composed of 2 parts: partA and partB, which are different from

simulation group 1, where all the agents on the other side useZI-C strategy,

• in part A, each agent on the other side randomly chooses a strategy from ZI-C,

CP and GD. So, the agents on the other side are composed of not only randomly

bidding bidders but also the bidders with heuristics, whichenables to reach their

private price gradually. The other setting is the same as simulation group 1.

• in part B, each agent on the other side randomly chooses a strategy from CP

and GD. So, the agents on the other side are only composed of heuristics-based
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bidders, which have no randomly bidding bidders. The other setting also is the

same as simulation group 1.

Fig. 5.5and Fig.5.6show the profit obtained by each agent under different market

conditions. Table.5.11shows the average number of goods that each kind of agents

can trade. The results clearly show that, in both seller caseand buyer case, GNP-RN

still give the best performance when the other side uses different strategies, and because

the superiority of GNP-RN is obvious, thep values of the t-test of this section are not

given. The results emphasize that GNP-RN can adapt to the various situations, even

if the competition becomes more intensive, and GNP-RN can deal with the situation

better than CP and GD and can obtain more profits. In addition,it is clear from Fig.

5.5and Fig.5.6 that, when CP and GD agents are the less competitive cases, they can

perform much better than ZI-C and ZI-U agents, while when thecompetition become

more intensive, the profits obtained by CP and GD agents decrease because of losing

chances to trade, which is consistent with the phenomena observed in simulation group

1. Additionally, there can be found a sharp drop in profit of GNP-RN, CP and GD when

they turn to the competitive situation. It can be explained by the change of the relation

between the demand and supply. When the opponents include intelligent strategies, not

just randomly bidding strategy, if the market turns to be more competitive, it is normal

for the competitive side to get less profits by trading the same number of goods.

5.3.2 Extended Study

After studying and analyzing each strategies’ performancein the 3 group of sim-

ulations, this section established the simulations, wherethere are more agents partici-

pating in the auction environment. The simulation settingsare the same as the previous

simulations except there areN agents on each side of the auction, where,N is larger

than 5. In the same way, there are two cases considered:

Seller Case:There areN sellers andN buyers. One of the 5 strategies is used for

one of the seller agents. All the other agents use CP strategyin order to avoid being

non-intelligent. All the agents want to trade 4 units of goods. The profits obtained by

each seller with different strategies are compared.

Buyer Case:Similarly, there areN sellers andN buyers. One of the 5 strategies

is used for one of the buyer agents. All the other agents use CPstrategy. All the
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Table 5.9: The t-test (p value) results of GNP-RN and other strategies in different
situations

[Simulation Group 1, Seller case]
4 5 6 7 8

GNP-RN CP GNP-RN CP GNP-RN CP GNP-RN CP GNP-RN CP

mean 44.50 39.53 54.22 47.36 64.05 56.30 72.12 65.36 79.10 73.13

standard deviation 0.1128 0.1034 0.1077 0.1782 0.1819 0.1844 0.2017 0.2539 0.2091 0.2302

t-test(p value) 5.01×10−25 — 6.16×10−23 — 1.39×10−23 — 4.72×10−17 — 1.11×10−16 —

9 10 11 12

GNP-RN CP GNP-RN CP GNP-RN CP GNP-RN CP

mean 87.51 82.95 91.31 84.14 94.49 87.51 97.14 90.64

standard deviation 0.2264 0.3437 0.2151 0.3748 0.3434 0.7602 0.3579 0.8319

t-test(p value) 2.84×10−5 — 3.95×10−12 — 2.33×10−5 — 9.71×10−5 —

4 5 6 7 8

GNP-RN GD GNP-RN GD GNP-RN GD GNP-RN GD GNP-RN GD

mean 44.50 35.98 54.22 45.19 64.05 52.61 72.12 65.00 79.10 71.80

standard deviation 0.1128 0.1813 0.1077 0.3052 0.1819 0.3417 0.2017 0.3915 0.2091 0.4538

t-test(p value) 2.24×10−29 — 7.68×10−17 — 1.86×10−19 — 8.25×10−12 — 1.69×10−10 —

9 10

GNP-RN GD GNP-RN GD

mean 87.51 84.77 91.31 83.91

standard deviation 0.2264 0.3840 0.2151 0.5194

t-test(p value) 1.05×10−5 — 3.34×10−7 —

[Simulation Group 1, Buyer case]
4 5 6 7 8

GNP-RN CP GNP-RN CP GNP-RN CP GNP-RN CP GNP-RN CP

mean 45.04 38.79 56.11 48.35 68.08 57.88 78.97 67.94 89.95 77.03

standard deviation 0.1145 0.1051 0.0907 0.1421 0.0952 0.2593 0.1361 0.2379 0.2260 0.1731

t-test(p value) 4.78×10−28 — 5.36×10−29 — 5.12×10−24 — 1.73×10−28 — 3.76×10−35 —

9 10 11 12

GNP-RN CP GNP-RN CP GNP-RN CP GNP-RN CP

mean 99.57 84.83 101.67 93.87 104.44 99.57 108.99 103.84

standard deviation 0.2887 0.2329 0.2938 0.1892 0.3340 0.3688 0.3926 0.3910

t-test(p value) 5.43×10−32 — 3.64×10−18 — 3.32×10−7 — 1.10×10−7 —

4 5 6 7 8

GNP-RN GD GNP-RN GD GNP-RN GD GNP-RN GD GNP-RN GD

mean 45.04 39.75 56.11 51.25 68.08 58.97 78.97 68.95 89.95 81.43

standard deviation 0.1145 0.1815 0.0907 0.1857 0.0952 0.3094 0.1361 0.2330 0.2260 0.2097

t-test(p value) 2.06×10−18 — 1.89×10−19 — 2.96×10−18 — 7.99×10−28 — 1.69×10−27 —

9 10

GNP-RN GD GNP-RN GD

mean 99.57 89.30 101.67 98.62

standard deviation 0.2887 0.3311 0.2938 0.2242

t-test(p value) 2.95×10−22 — 4.98×10−9 —
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Table 5.10: The t-test (p value) results of GNP-RN and GNP in different situations

[Simulation Group 2, Seller case]
11 12 13

GNP-RN GNP GNP-RN GNP GNP-RN GNP

mean 94.49 90.05 97.14 91.67 95.77 92.11

standard deviation 0.3434 0.5441 0.3579 0.2967 0.3650 0.5518

t-test(p value) 8.36×10−4 — 6.46×10−9 — 2.32×10−3 —

14 15 16

GNP-RN GNP GNP-RN GNP GNP-RN GNP

mean 94.61 91.48 88.41 85.20 79.30 72.95

standard deviation 0.3998 0.3094 0.4422 0.4967 0.4747 0.4913

t-test(p value) 2.04×10−3 — 8.98×10−3 — 4.41×10−6 —

[Simulation Group 2, Buyer case]
11 12 13

GNP-RN GNP GNP-RN GNP GNP-RN GNP

mean 104.44 100.25 108.99 103.60 110.51 103.28

standard deviation 0.3340 0.3506 0.3926 0.3195 0.3548 0.8639

t-test(p value) 1.37×10−5 — 1.54×10−6 — 8.05×10−6 —

14 15 16

GNP-RN GNP GNP-RN GNP GNP-RN GNP

mean 110.16 102.94 106.03 95.18 96.02 87.17

standard deviation 0.3181 0.9922 0.3598 0.5714 0.7309 0.5043

t-test(p value) 8.63×10−4 — 1.46×10−11 — 2.10×10−6 —

agents want to trade 4 units of goods. The profits obtained by each buyer with different

strategies are compared.

Here,N is considered to be 10 and 100 as typical situations. All the other settings

are the same as introduced in section 5.3.1.

Table. 5.12shows the averaged profits obtained by each strategy when there are

more than 5 agents competing on each side of the auction.

5.4 Conclusions

The bidding strategy developed by GNP for CDA agents has beenproposed in this

chapter to obtain a good guidance for the intelligent auction systems. The GNP based

agent can find the generalized optimal strategies which suitfor many environments.

It is found from the simulations comparing with the conventional auction agents

that the use of GNP to choose the suitable functions for the bidding is more flexible

for various situations of auctions due to its evolutionary features and well organized

structures.
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Table 5.11: Simulation 3: Averaged number of goods that agents can trade under
different conditions.

PartA
Seller Case (Demand=50)

4 5 6 7 8 9 10 11 12 13 14 15 16

GNP 4.00 5.00 6.00 7.00 8.00 9.00 9.94 10.47 11.82 12.59 13.17 13.92 14.92

ZI-C 4.00 5.00 6.00 7.00 8.00 9.00 10.00 11.00 12.00 12.94 14.00 14.67 14.22

ZI-U 4.00 5.00 6.00 7.00 8.00 9.00 10.00 11.00 12.00 13.00 14.00 15.00 16.00

CP 4.00 5.00 6.00 7.00 8.00 9.00 10.00 10.45 9.11 7.19 5.15 3.69 1.48

GD 4.00 5.00 6.00 7.00 8.00 9.00 9.69 6.90 5.05 4.27 2.65 2.71 3.38

Buyer Case (Supply=50)
4 5 6 7 8 9 10 11 12 13 14 15 16

GNP 4.00 5.00 6.00 7.00 7.97 8.96 9.97 9.79 11.64 12.31 13.20 13.84 13.36

ZI-C 4.00 5.00 6.00 7.00 8.00 9.00 10.00 11.00 12.00 13.00 13.99 15.00 15.84

ZI-U 4.00 5.00 6.00 7.00 8.00 9.00 10.00 11.00 12.00 13.00 14.00 15.00 16.00

CP 4.00 5.00 6.00 7.00 8.00 9.00 10.00 10.79 10.07 8.51 5.80 4.03 4.96

GD 4.00 5.00 6.00 7.00 8.00 9.00 10.00 7.43 4.29 3.18 3.01 2.13 1.04

PartB
Seller Case (Demand=50)

4 5 6 7 8 9 10 11 12 13 14 15 16

GNP 4.00 5.00 6.00 7.00 8.00 9.00 10.00 11.00 10.42 10.79 12.97 13.31 13.67

ZI-C 4.00 5.00 6.00 7.00 8.00 9.00 10.00 11.00 9.92 9.08 7.87 7.78 6.82

ZI-U 4.00 5.00 6.00 7.00 8.00 9.00 10.00 11.00 12.00 13.00 14.00 15.00 16.00

CP 4.00 5.00 6.00 7.00 8.00 9.00 10.00 11.00 11.71 10.63 9.45 7.93 8.67

GD 4.00 5.00 6.00 7.00 8.00 9.00 10.00 6.00 5.95 6.5 5.71 5.98 4.84

Buyer Case(Supply=50)
4 5 6 7 8 9 10 11 12 13 14 15 16

GNP 4.00 5.00 6.00 7.00 8.00 8.93 9.91 10.95 11.65 10.33 11.60 13.31 14.62

ZI-C 4.00 5.00 6.00 7.00 8.00 9.00 10.00 10.84 11.78 12.06 11.63 11.58 10.54

ZI-U 4.00 5.00 6.00 7.00 8.00 9.00 10.00 11.00 12.00 13.00 14.00 15.00 16.00

CP 4.00 5.00 6.00 7.00 8.00 9.00 10.00 11.00 11.99 12.87 11.10 9.39 7.44

GD 4.00 5.00 6.00 7.00 8.00 9.00 9.70 6.21 2.58 1.74 1.67 0.92 1.40

Table 5.12: Averaged profits obtained by each strategy when there are a large number
of agents on each side

GNP ZI-C ZI-U CP GD
Seller side, N=10 3.14 1.35 0.93 1.47 2.69

Seller side, N=100 2.80 1.28 1.17 1.66 2.14
Buyer side, N=10 2.77 1.21 0.98 1.61 2.62

Buyer side, N=100 2.76 1.22 1.01 2.10 2.35
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Chapter 6

Bidding Strategy Acquisition with

Heuristic Rules for large-scale CDA

using GNP with Adjusting Parameters

6.1 Introduction

This chapter studied and discussed a bidding strategy developed by GNP with ad-

justing parameters for autonomous software agents in agent-based large-scale CDAs

(GNP-AP). Based on GNP-RN introduced in chapter 5, the parameters for helping to

select the right decision are adjusted during the evolutionin order to get more profits

for large-scale CDAs. In the experiments, we studied and discussed the performance of

the proposed bidding strategies, and compared it with otherclassic bidding strategies

and previous GNP-RN strategy in a large-scale CDA under different settings.

6.1.1 Motivation

As introduced, in the last few years, there has been an explosive development of

electronic commerce both in industrial and commercial domains. The amount and cate-

gories of the trades conducted electrically have grown extraordinarily with widespread

Internet usage. One supplier can sell 10,000 goods online ina single day is not rare

anymore, in other words, online trade with a large amount of goods occurs much more

frequently nowadays. When it turns to the large-scale CDA environment, much more
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history information can be obtained than when the trading amount is small. These

history data can provide more sensitive and general information about the CDA sit-

uation. Thus, enhancing the capability of judging abundantinformation and using it

better is significant for the bidding strategy to improve itseffectiveness and efficiency

in large-scale CDA.

In GNP-RN strategy [82], pre-designed fixed values, which are decided by the

experience, are used as thresholds when GNP-RN agents judgethe environment in-

formation to decide which action to take next. But, in large-scale CDA facing much

more complex information, pre-designed parameters are no longer the most robust and

efficient ones to get better performances, therefore better values should be explored. In

order to be more flexible, intelligent and adaptive to the various situations in large-scale

CDA, a bidding strategy using GNP with adjusting parameter (GNP-AP) is proposed.

6.1.2 Major points

In GNP-AP, as the name implies, the parameters are adjusted during the evolution

process by evaluating the agents’ performance instead of the fixed values. The param-

eter values finally obtained are regarded as the most effective thresholds for helping

the agent to choose the following actions.

Compared to the previous GNP-RN bidding strategy, the proposed strategy has the

following features:

• The environment is changed from small scale to large scale, which is better fitted

to the characteristic of CDA, where the supply and demand arebalanced by the

related history information in the market.

• The parameters in GNP-AP are adjusted during the evolution for determining

the best bidding price for a given situation of CDA.

• The structure of GNP-AP is designed to be more comprehensive, where the num-

ber of branches of judgment nodes is increased to adapt to thecomplicated envi-

ronment situations.

• Since a lot of trading price data are handled in large-scale CDAs, new kinds of

judgments are employed to analyze the movement of the trading prices.
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Figure 6.1: Structure of CDA using GNP-AP

Section 6.2 introduced detailed GNP-AP and the specific nodes’ functions of the

proposed bidding strategy. Simulation results of GNP-AP under different market con-

ditions are shown in section 6.3. Section 6.4 concludes the studies.

6.2 Bidding strategy using GNP with adjusting param-

eter (GNP-AP)

6.2.1 Proposed GNP-AP structure

We’ve studied strategy developed by GNP in MREA and small-scale CDAs [78;

80; 82; 84]. These previous studies have revealed the effectiveness of GNP on guiding

bidder’s behaviors. Based on the previous research, this chapter aims to improve the

flexibility and comprehensiveness of the bidding strategy,especially for large-scale

CDAs by using GNP with adjusting parameters.

The same as GNP for MREA and GNP-RN, in GNP-AP, different node functions

including judgment functions and action functions are proposed depending on the fea-

tures of CDA, and the node transition describes the agents’ bidding rules under certain

auction situations. Similarly, the nodes of GNP-AP individuals also have the follow-

ing 4 different kinds: (1) A Start Node (S N), (2) Judgment Node (JN), (3) Processing

Node (PN) (4) Rectify Node (RN). Most of the nodes functions of PNs and RNs in

GNP-AP are the same as the functions in GNP-RN. The main improvement is done

for JNs: (1) the parameters are adjusted during the evolution, (2) new kinds ofJNs are
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Table 6.1: Heuristic rules for updatingPB andPT

Heuristic Rules for GNP-based
Seller

Heuristic Rules for GNP-based
Buyer

first time step PB = α1 × cin PB = α2 × vin

when r= 1 PT = (1+ α3) × cin PT = (1− α4) × vin

when r> 1 S ituation A-1: if a transaction occurred in ther-1 th round, the
successful agent is agenti

PT = PF
r−1 + β1 ×

num
NUM PT = PF

r−1 − β3 ×
num

NUM

S ituation A-2: if a transaction occurred in ther-1 th round, the
successful agent is not agenti

PT =

max( 1
|Rs|

∑

rs∈Rs
PF

rs, (1+ α3) × cin)
PT =

min( 1
|Rs|

∑

rs∈Rs
PF

rs, (1− α4) × vin)

S ituation B: if there was no transaction in ther-1 th round

PT =

max(oar−1 − β2 × (1− num
NUM ), cin)

PT =

min(obr−1 + β4 × (1− num
NUM ), vin)

where,α1 ∈ (1, 1.5),α2 ∈ (0, 1.0), andα3, α4 ∈ (0, 0.1). β1, β2, β3, β4 ∈ (0.1, 0.5). PF
r−1 is the

traded final price inr-1 th round.rs ∈ Rs, Rs is the set of suffixes of rounds in which the
successful transactions occurred in the past.oar−1 is theoaof ther-1 th round.obr−1 is the
obof ther-1 th round.

designed appropriately for better judging the environments.

In detail, as Fig.6.1 shows, parameters (0.33, 0.67) divide the situations into 3

domains for choosing the branch and they are decided in advance and fixed during

the evolution in GNP-RN. GNP-AP is proposed in order to be more adaptive to the

dynamical CDA environment. Firstly, if the information with continuous values is

judged,JNs usually have 3 outgoing branches in the GNP-RN method, while in GNP-

AP, the number of branches is changed to 4 to divide the situations into more domains

because the number of goods is increased, which strengthensthe requirement of the

strategy’s correctness and adaptability to the various environments. So, there proposed

3 parameters, i.e.,{a, b, c} in each kind ofJN. Secondly, the parameters used forJNs

can be adjusted during the evolution to obtain the optimal values. Each kind ofJN

has different parameters, so if there are L kinds ofJNs, then there are 3*L parameters

in one individual. The values of{a, b, c} are normalized into the range of (0, 1). For

initialization of {a, b, c}, the parameters of one third of the GNP-AP population are

set at{0.25, 0.50, 0.75}, while the parameters of the other two third are set at random
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values under the condition thata ∈ (0.10, 0.40), b ∈ (0.35, 0.65),c ∈ (0.60, 0.90) and

a ≺ b ≺ c.

GNP-AP uses 4 kinds of nodes to generate various potential bidding strategies.

Aiming to be competitive for trading goods,JNs collect and judge the auction infor-

mation and choose the suitable outgoing branch depending onthe judge results, while

PNs andRNs perform the suitable bidding actions at each time step. Individuals are

evaluated by the fitness function in the evolution after the individuals in the GNP-AP

population complete CDA. The elite individuals with higherfitness values can survive

to the next generation and the other lower ones are replaced by the new ones generated

by crossover and mutation. These genetic operations will beexecuted in every genera-

tion until the terminal condition meets. In GNP-AP, in orderfor the parameters inJNs

to be adjusted during the evolution, both GNP structure and parameters will do the

genetic operations for every individual. The genetic operations will be executed with a

certain crossover rate and mutation rate to both of the structure and parameters. For the

structure, both of crossover and mutation will be done for the nodes’ connections; for

the parameters, only mutation will be done for changing the value of each parameter,

actually, the value of the parameters can be changed by 0.02, 0.01, −0.01 or−0.02,

whose probability is 25%.

6.2.2 Bidding Strategy for CDA Bidders

Firstly, as Table.6.1 shows, the heuristics derived based on the common believes

[48] [65] [71], which are proposed in GNP-RN, are also used in GNP-AP for updating

PB andPT to guide the bidding actions.

The basic logic for the heuristic rules are briefly reviewed as follows [82]:

• Each GNP-AP bidder wants to trade goods as many as possible and gain profits

as much as possible. The bidders will never bid over and underits PP to avoid

losing profits.

• At the very beginning of the auctions, as shown in Table.6.1, the bidder is willing

to submitPB which has a large difference from itsPP because of the expectation

about earning money and also because there is no need to submit a very compet-

itive price at the first time step.
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Table 6.2: Information judged by 13 kinds of judgment nodes for GNP-AP agent
GNP-AP seller GNP-AP buyer

JN1, {a1,b1, c1}, 4 branches:
t
T

t
T

JN2, {a2,b2, c2}, 4 branches:
Noa

S i

Lts

Nob
Bi

Lts

JN3, {a3,b3, c3}, 4 branches:
num

NUM
num

NUM

JN4, {a4,b4, c4}, 4 branches:
oat−2−oat−1

PB−cin

obt−1−obt−2
vin−PB

JN5, {a5,b5, c5}, 4 branches:
PMAX−cin

PMAX−PMIN

vin−PMIN
PMAX−PMIN

JN6, {a6,b6, c6}, 4 branches:
TS

RJ

TS

RJ

JN7, 2 branches: Selleri sold a good in the last
round?

Buyer i bought a good in the last
round?

JN8, 2 branches: Selleri submittedoa in the last
time step?

Buyer i submittedob in the last
time step?

JN9, 3 branches: oat is closer toPB, or closer toPT

but still lager thanPT , or smaller
thanPT

obt is closer toPB, or closer toPT

but still lower thanPT , or larger
thanPT .

JN10, 4 branches: obt is smaller thancin, or lager than
cin but closer tocin, or lager thancin

but closer toPT , or lager thanPT

oat is higher thanvin, or lower than
vin but closer tovin, or lower than
vin but closer toPT , or lower than
PT .

JN11, 2 branches: obt is smaller or larger than the last
PF

oat is smaller or larger than the last
PF

JN12, 2 branches: lastPF is smaller or larger than the average of all thePF in the history

JN13, 2 branches:
∑r

r− jr+1

∣

∣

∣

∣

PF − 1
jr
×
∑r

r− jr+1 PF
∣

∣

∣

∣

is smaller or larger than
∑r− jr

r−2∗ jr+1

∣

∣

∣

∣

PF − 1
jr
×
∑r− jr

r−2∗ jr+1 PF
∣

∣

∣

∣

where,ai, bi andci are the parameters used to divide the situations into domains,PMAX is the
maximum valid price for the auction,PMIN is the minimum valid price for the auction, the
number of the time steps for selleri submittedoa in the pastLts time steps is denoted by
Noa

S i, the number of the time steps for buyeri submittedob in the pastLts time steps is
denoted byNob

Bi , oaof the time stept is denoted byoat andobof the time stept is denoted
by obt, and the number of the agent’s successful transactions in the pastRJ rounds is
denoted byTS, jr in JN13 is a suitable number helping to judge.
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Table 6.3: 7 kinds of processing nodes for GNP-AP

GNP-AP seller GNP-AP buyer

PN1: ask the currentob bid the currentoa

PN2: ask the currentob+ γs bid the currentoa - γb

PN3: ask the lastPF + γs bid the lastPF - γb

PN4: ask the currentoa - γs bid the currentob+ γb

PN5: stay. make no newask. stay. make no newbid.

PN6: askPT . bid PT .

PN7: askPT + γs bid PT - γb

Here,γs andγb are small prices from the set of{Vstep, 2× Vstep, 3× Vstep}.

• When r=1, the bidder makesPT close toPP, but still has a small difference from

PP.

• Whenr ≻ 1, if a seller does trade frequently considering its tradingtimes, then it

will submit a newaska little bit higher than the previousPF in order to gain more

profits by selling at a higher price. Similarly, if a buyer does trade frequently,

then it will submit a newbid a little bit lower than the previousPF in order to

gain more profits by buying at a lower price.

• Whenr ≻ 1, if a seller does not trade so frequently, then it is willingto submit

a loweraskfor the good, which might be equal to itsPP to sell the good rather

than no trade at all. Similarly, if a buyer does not trade so frequently, then it is

willing to submit a higherbid for the good, which might be equal to itsPP to

buy the good rather than no trade at all.

Secondly, the judgment functions are developed based on thefollowing informa-

tion of large-scale CDAs:

• the agent’s ownPPs of the goods

• the total number of goods the agent wants to trade (NUM) and the total number

of goods the agent already traded (num)

• the current round number (r)
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• the time step of the current auction (t)

• the currentoa, ob, the previousoas andobs in the pastLts time steps, whereLts

is the number of time steps stored in the current round history

• thePFs of the pastLr successful transactions

6.2.3 Kinds of nodes

Suppose that CDA is in ther th round and the current time step ist. GNP-based

selleri, who wants to sellNUM goods and has already soldnumgoods, is willing to

sell then th good (n = num+ 1), andPP of this good for selleri is cin. GNP-based

buyeri, who wants to buyNUM goods and has already boughtnumgoods, is willing

to buy then thgood, andPP of this good for buyeri is vin.

13 different kinds of judgment functions ofJNs for GNP-AP seller and GNP-AP

buyer are proposed, respectively as shown in Table.6.2. The items include:oa, ob,

PB, PT , cin, vin andPF s, the current time stept, the relation among the above prices

and the relation betweennumandNUM. Especially, JN11, JN12 and JN13 are newly

proposed for GNP-AP, which judges new kinds of information that are not included in

GNP-RN.

7 different kinds of bidding actions ofPNs for GNP-AP seller and GNP-AP buyer

are shown in Table.6.3, respectively, which are the same as GNP-RN. GNP-AP agent

i submits theaskor bid according to 7 main potential bidding actions in Table.6.3at

each time step, respectively.

7 different kinds ofRNs are assigned with 7 differentδ values, that is,−3× Vstep,

−2× Vstep, −1× Vstep, 0,Vstep, 2× Vstep and 3× Vstep, respectively.

6.2.4 Fitness function for agents

The same fitness functions are used as section 5.2.4.

For seller individuali, the profit in the CDA process is calculated by

∑

g∈Gs
i

(P
Fg
g − cig),
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where,Gs
i is the set of suffixes of goods seller individuali sold andPFg

g is the final price

of goodg;

for buyer individuali, the profit in the CDA process is calculated by

∑

g∈Gb
i

(vig − P
Fg
g ),

where,Gb
i is the set of suffixes of goods buyer individuali bought.

6.3 Simulations

We compared the proposed GNP-AP method with ZI-U, ZI-C, GD and CP [46]

[47] [48] [82].

To evaluate the behaviors of each agent using GNP-AP, ZI-C, ZI-U, CP and GD,

each trader intends to trade the same number of goods as the other agents on the seller

side or buyer side to make fair comparison.

3 simulations are studied:

Simulation 1: Referring to the simulation settings in the previous work [82], the

following 2 cases are studied in order to observe the basic ability of each strategy:

For seller side:One of the 5 strategies is used for one of the 5 seller agents. At

the same time, the buyers are all ZI-C agents in order to make fair comparison for 5

sellers. Each seller is assumed to have 60-140 units of goodsto sell, while each buyer

is assumed to want 100 units of goods to buy. So, the supply of CDAs is 300-700, and

the demand is 500. The profits obtained by each seller are compared.

For buyer side:Similarly, one of the 5 strategies is used for one of the 5 buyer

agents. The sellers are all ZI-C agents in order to make fair comparison for 5 buyers.

Each seller is assumed to have 100 units of goods to sell, while each buyer is assumed

to want 60-140 units of goods to buy. So, the supply of CDAs is 500, and the demand

is 300-700. The profits obtained by each buyer are compared.

Moreover, in order to fairly compare the GNP-AP and GNP-RN strategy, GNP-RN

agent also performed the above experiments with ZI-C, ZI-C,CP and GD agents under

the same situations as the above, and the profit gained by GNP-RN is compared with

GNP-AP.

Simulation 2: One of the 5 strategies is used for one of the 5 seller agents and also
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Table 6.4: Parameters setting

Items Value

N of Goods 300 to 700 (5× 60 to 5× 140)

N of Agents 5 sellers, 5 buyers

N of Goods that Agents Wants to Trade (NUM) from 60 to 140

N of Training Environments 30

N of Testing Environments 10

N of Time Steps in One Round 100

α1, α2, α3, α4 1.5, 0.5, 0.05, 0.05

β1, β2, β3, β4 0.1, 0.3, 0.1, 0.3

Lts, Rs, RJ, jr 5, 1
6NUM, 1

10NUM, 1
10NUM

Total Generation 600

Generation for Structure 300

Generation for Parameters 300

Population Size 300

—Elite 60

—Crossover 120

—Mutation 120

Selection upper 30%

Crossover Rate for Structure 0.1

Mutation Rate for Structure 0.3-

Mutation Rate for Parameters 0.3× (1− CurrentGeneration
2MAXGeneration

)

Node

—Judgment Node 65

—Processing Node 15

—Rectify Node 15

—Start Node 1
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used for one of the 5 buyer agents. The seller and buyer adopting the same strategy are

treated as a pair, so there are 5 pairs of agents, and the totalprofit gained by each pair

is compared. The following 2 cases are studied:

When demand is fixed:Each seller is assumed to have 60-140 units of goods to

sell, while each buyer is assumed to want 100 units of goods tobuy.

When supply is fixed:Similarly, each seller is assumed to have 100 units of goods

to sell, while each buyer is assumed to want 60-140 units of goods to buy.

Similarly, in order to fairly compare the GNP-AP and GNP-RN strategy, GNP-

RN agent also performed the above experiments in stead of GNP-AP under the same

situations as the above, and the profit gained by GNP-RN agentpair is compared with

GNP-AP agent pair.

Simulation 3: All of the sellers and buyers use the same kind of strategy. This

simulation is done for the 5 kinds of strategies, respectively. The efficiency of each

kind of strategy is compared. The following 3 cases are studied:

demand> supply: Each seller is assumed to have 60 units of goods to sell, while

each buyer is assumed to want 100 units of goods to buy.

demand= supply: Each seller is assumed to have 100 units of goods to sell, while

each buyer is assumed to want 100 units of goods to buy.

demand< supply: Each seller is assumed to have 100 units of goods to sell, while

each buyer is assumed to want 60 units of goods to buy.

PP of each good for each seller is from the special normal distribution ofN(1.75, 1.00)

with the data more than 2.5 and less than 1.0 being omitted.PP of each good for each

buyer is also from the special normal distributionN(2.75, 1.00) with the data more than

3.5 and less than 2.0 being omitted. The smallest bidding step is 0.01. δ is from the set

of {-0.03, -0.02, -0.01, 0.00, 0.01, 0.02, 0.03}, which is contained inRNs. The values

of α1, α2, α3 andα4 are set based on the common believes. The values ofβ1, β2, β3 and

β4 are set according to the value range ofPPs of the goods for each trader. There are 30

environments for the training and 10 for testing in order to avoid the loss of generality.

In each environment,PP of each good for each seller andPP of each good for each

buyer are different. All the testing results are the total profits of the 10 environments.

Each simulation runs for 30 times, and the result is the average result over 30 runs.

The more specific parameters used in the simulations are shown in Table.6.4.
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Table 6.5: Comparison between GNP-AP and GNP-RN in simulation 1 (profit gained
by the agent on one side)

Seller Case, Demand=500

60 70 80 90 100 110 120 130 140

GNP-AP 670.73 702.19 790.24 874.85 992.30 1035.23 1048.73 1013.14 1001.19

GNP-RN 648.32 686.28 770.46 848.14 973.02 1010.45 1006.99 985.87 970.98

Improvment 3.46% 2.32% 2.57% 3.15% 1.98% 2.45% 4.41% 2.28% 3.11%

Buyer Case, Supply=500

60 70 80 90 100 110 120 130 140

GNP-AP 653.06 782.29 891.19 892.58 1037.42 1055.32 1035.671054.10 1021.27

GNP-RN 635.33 757.37 843.04 952.96 1011.12 1024.98 1010.371029.33 990.46

Improvment 2.79 % 3.29% 5.71% 3.11% 2.60% 2.95% 2.51% 2.41% 3.10%

6.3.1 Simulation 1

Simulation group 1 is conducted to evaluate the performanceof each kind of agents

when all the agents on the other side use ZI-C strategy. From Fig. 6.2, it can be found

that GNP-AP agents can get the highest profits under all the conditions, which is the

same results as we obtained in [82]. Table. 6.5 shows the comparison between the

profits obtained by GNP-AP agent and GNP-RN agents under the same condition. The

results show there is an improvement when GNP-AP is adopted by the agent in large-

scale CDAs.

6.3.2 Simulation 2

Based on Simulation 1, Simulation 2 is conducted to evaluatethe performance of

each kind of strategy when it is used on both seller side and buyer side at the same

time. In simulation 2, the total profit obtained by the sellerand buyer using the same

kind of strategy is evaluated instead of evaluating the profit obtained by the agent only

on one side in simulation 1. Because each strategy is used by both the seller and buyer,

the simulations do not focus on the seller side or buyer side,instead they consider both

sides in the following two cases, i.e., (1). deamnd=500, and supply changes from 300

to 700; (2). supply=500, and demand changes from 300 to 700.

From Fig. 6.3, it can be found that GNP-AP agent pair can also get the highest

profits among all the agent pairs under all the conditions. Furthermore, separating the
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Figure 6.2: Comparison of the strategies when target strategies are only used by one
side of auction agents
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Figure 6.3: Comparison of the strategies when target strategies are used by both sides
of auction agents
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Table 6.6: Comparison between GNP-AP and GNP-RN in simulation 2 (profit gained
by the agent pair on both sides)

Demand=500

300 350 400 450 500 550 600 650 700

GNP-AP 877.58 1045.73 1183.72 1238.70 1382.08 1603.18 1657.77 1665.94 1616.30

GNP-RN 852.06 995.74 1151.19 1164.63 1321.8 1557.27 1611.37 1617.70 1552.58

Improvment 2.99 % 5.02% 2.82% 6.36% 4.56% 2.95% 2.88% 2.98% 4.10%

Supply=500

300 350 400 450 500 550 600 650 700

GNP-AP 914.59 1136.67 1288.63 1320.66 1349.58 1340.02 1443.23 1498.87 1519.54

GNP-RN 888.55 1093.06 1238.95 1276.37 1307.98 1274.51 1401.61 1427.36 1455.08

Improvment 2.93% 3.99% 4.01% 3.47% 3.18% 5.14% 2.97% 5.01% 4.43%

total profits gained by each kind of agent pair into seller side and buyer side, Fig.6.4

and Fig.6.5give the profits gained by each seller and each buyer when demand==500

and supply==500, respectively.

Table. 6.6 shows the comparison between the profits obtained by GNP-AP agent

pair and GNP-RN agent pair under the same condition. The results show there is also

an improvement when GNP-AP is adopted. Besides the above observation, Fig.6.4

and Fig. 6.5 show that not only GNP-AP agent pair perform best, but also GNP-AP

agent can always get the highest profits no matter which single side is considered.

Moreover, Table.6.7 gives the success rate of each strategy under different situa-

tions. The success rate means the percentage of the number ofgoods the agent actually

trades to the number of goods the agent wants to trade. Table.6.8 gives the average

trading price of each kind of strategy. For the buyer side, the lower the trading price

is, the better the strategy is, because it means the agent canbuy the good at a prof-

itable price. For the seller side, the higher the trading price is, the better the strategy

is. Table.6.8does not show all the data of all the situations, but gives theresults in the

representative situations when the demand equals to supply, demand is smaller than

supply and demand is larger than supply. From these results,it can be observed that

GNP-AP agents can trade goods at very profitable prices, while ZI-U agent trades at

very competitive prices, but has little profit due to its random bidding strategy. That

explains why even if ZI-U agents have the success rate of 100%, it obtains very low

profits.
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Table 6.7: Trading success rate in simulation 2

Demand=500

300 350 400 450 500 550 600 650 700

GNP− APs 99.98% 99.99% 99.03% 99.30% 98.51% 90.62% 90.01% 95.92% 92.59%

GNP− RNs 99.99% 99.99% 99.01% 99.11% 98.37% 90.61% 87.13% 92.25% 92.62%

ZI −Cs 100.00% 100.00% 100.00% 100.00% 100.00% 63.93% 41.40% 34.64% 25.28%

ZI − Us 100.00% 100.00% 100.00% 100.00% 100.00% 100.00% 100.00% 100.00% 100.00%

CPs 100.00% 100.00% 100.00% 100.00% 100.00% 99.99% 98.33% 88.57% 67.58%

GDs 100.00% 100.00% 100.00% 100.00% 100.00% 100.00% 86.01% 64.45% 71.70%

GNP− APb 81.86% 96.64% 97.52% 100.00% 100.00% 100.00% 98.91% 98.64%100.00%

GNP−RNb 80.38% 94.59% 98.13% 99.59% 99.99% 99.89% 97.60% 98.92% 100.00%

ZI −Cb 24.93% 39.33% 60.89% 80.25% 100.00% 100.00% 100.00% 100.00% 100.00%

ZI −Ub 100% 100.00% 100% 100.00% 100.00% 100.00% 100.00% 100.00% 100.00%

CPb 85.70% 91.12% 99.43% 99.99% 100.00% 100.00% 100.00% 100.00% 100.00%

GDb 7.50% 22.89% 41.38% 69.13% 98.51% 100.00% 100.00% 100.00% 100.00%

Supply=500

300 350 400 450 500 550 600 650 700

GNP− APs 86.38% 96.52% 97.49% 90.12% 100.00% 100.00% 99.98% 99.87% 99.52%

GNP− RNs 83.17% 96.14% 92.00% 92.59% 99.99% 99.70% 99.70% 98.87% 99.99%

ZI −Cs 23.57% 26.94% 35.93% 59.45% 100.00% 100.00% 100.00% 100.00% 100.00%

ZI − Us 100.00% 100.00% 100% 100.00% 100.00% 100.00% 100.00% 100.00% 100.00%

CPs 54.64% 67.84% 91.93% 99.88% 100.00% 100.00% 100.00% 100.00% 100.00%

GDs 35.06% 56.48% 74.08% 100.00% 99.33% 98.75% 100.00% 100.00%100.00%

GNP− APb 99.42% 99.83% 99.05% 99.89% 100.00% 99.95% 100.00% 99.91% 98.63%

GNP−RNb 99.31% 99.89% 97.93% 99.28% 99.71% 97.03% 94.77% 92.25% 94.10%

ZI −Cb 100.00% 100.00% 100.00% 100.00% 100.00% 79.03% 61.00% 50.61% 37.38%

ZI −Ub 100.00% 100.00% 100.00% 100.00% 100.00% 100.00% 100.00% 100.00% 100.00%

CPb 100.00% 100.00% 100.00% 100.00% 100.00% 99.66% 98.67% 97.10% 94.99%

GDb 100.00% 100.00% 100.00% 99.49% 99.33% 74.77% 56.98% 36.89%25.80%
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Figure 6.4: Comparison of sellers and buyers when demand==500
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Table 6.8: Average trading price of each kind of agent in simulation 2

Demand=500 Supply=300 Demand=Supply=500 Demand=700 Supply=500

GNP− APs 2.79 2.38 2.80

ZI −Cs 2.50 2.15 2.42

ZI −Us 2.17 2.13 2.18

CPs 2.42 2.06 2.45

GDs 2.66 2.21 2.59

Demand=300 Supply=500 Demand=Supply=500 Demand=500 Supply=700

GNP− APb 1.68 2.05 1.67

ZI −Cb 2.01 2.24 2.05

ZI − Ub 2.33 2.34 2.33

CPb 1.92 2.13 1.98

GDb 1.80 2.20 1.80

Table 6.9: Efficiency of each kind of agent in simulation 3

Supply=500 Demand=300 Supply=100 Demand=100 Supply=300 Demand=500

buyer seller all buyer seller all buyer seller all

GNP-AP 1.037 0.9522 0.9946 0.9983 0.9988 0.9986 0.9663 1.0269 0.9966

ZI-C 0.9881 0.9815 0.9848 0.9747 0.9832 0.9790 0.9873 0.9768 0.9821

ZI-U 1.0111 0.9403 0.9757 0.9671 0.9783 0.9727 0.9780 0.9643 0.9711

CP 0.9921 0.9828 0.9875 0.9712 1.0213 0.9963 0.9887 0.9951 0.9919

GD 0.9354 1.0331 0.9843 0.9602 1.0230 0.9916 0.9535 1.0023 0.9779

6.3.3 Simulation 3

Extended from the above two simulations, simulation 3 studies the situation, where

all of the agents use only one kind of strategy when the supplyis larger than demand,

supply equals to demand, supply is smaller than demand, respectively. Table.6.9gives

the market efficiencies of each strategy when it is used by all the agents under dif-

ferent conditions. The efficiency of the market means the percentage of the profit the

agent actually gained to the profit could be gained if the agent trades the goods at the

equilibrium price, at which the demand meets supply in the market. Here, we use

p∗ = 1
H ×
∑R

r=R−H PF
r to represent the equilibrium price of the market, whereR is the

latest round when a trade occurs andPF
r is the final price of roundr. Because the

demand and supply are from 300-700 in this chapter,H is decided from the equation

that H = 1
50 × min{demand, supply}. It can be observed that when GNP-AP is used,

the highest market efficiency can be obtained.
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Particularly, when the demand is smaller than supply, the efficiency of the GNP-AP

buyer is higher than seller, which means buyers have more profitable transactions, and

are more successful in driving the market price. The opposite observation is obtained

when the demand is larger than supply.

In summary, GNP-AP is observed to be the most efficient strategy and has the

ability to gain most profits with very high success rates under various situations.

6.4 Conclusions

GNP-AP bidding strategy for CDA agents has been proposed in this chapter to ob-

tain a good guidance for the intelligent auction systems, especially large-scale CDAs.

The GNP based agent can find the general optimal strategy which suits for many envi-

ronments and can be very efficient for the market.

It is found from the simulations comparing with the conventional auction agents

that the use of GNP-AP to choose the suitable prices for the bidding is more flexible

for the various situations of auctions due to its evolutionary features and well organized

structures.
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Chapter 7

Conclusions

In this research, some studies on developing bidding strategy using GNP for online

auctions were done in order to guide auction agents bidding actions. The bidding

strategies for MREA and CDA are developed based on GNP because GNP has been

proved to be efficient and effective in complex and dynamic situations. The aim of

the study is to better automate the online auction, and to facilitate the agent to be more

efficient and competitive for making bidding decisions in orderto maximize its owner’s

profit.

In the proposed method, the GNP population represents the group of potential bid-

ding strategies. Each individual uses the if/then decision-making functions to judge the

auction information and to guide the agent to take the suitable actions under different

situations. Thus, the proposed method is flexible and adaptive to various auction situa-

tions. During the evolution, the GNP structure is systematically organized, and finally,

the individual which can obtain the highest profit is selected as the optimal bidding

strategy. The contents of judgment nodes and processing nodes are designed properly

according to the characteristic of MREA and CDA.

In chapter 3, a bidding strategy using Genetic Network Programming for MREA

has been proposed. The proposed method can help the agent to make bidding decisions

efficiently at every time step. Its effectiveness has been studied in the general case and

poorest case of NTLM MREA and TLM MREA. The results showed that the agents

based on the proposed bidding strategy can become smarter during the evolution. The

proposed method is able to observe and judge the auction information very well, and

make the suitable bidding decision at each time step. In all the different situations

studied, GNP agent can obtain considerably good performance. In this stage, for better
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studying and analyzing GNP’s characteristic, all the agents in the simulations use GNP

strategy.

After the ability of GNP for guiding bidding actions are proved, the study in chapter

4 is devoted to improve the performance of GNP strategy. The judgment nodes in GNP

are improved to have more outgoing branches, which permits to judge more auction

situations at a time. The number of the kinds of processing nodes is increased to offer

more bidding options for the agent. Moreover, the GNP agentsare able to consider

the owner’s attitude towards to each good, which make the strategy more personalized

and better satisfy the owner’s objective. The enhanced GNP strategy is studied and

compared to the previous GNP strategy and the non-GNP strategies under different

situations. The simulation results show the superior performance of the enhanced GNP

bidding strategy.

In chapter 5, GNP-RN bidding strategy have been developed toguide the agent’s

buying and selling behavior in CDA. According to its own structure, GNP-RN uses

heuristic rules to decide what bids or asks. RN is proposed for bringing more flexible

and various options for bidding action choices. We benchmarked the performance

of GNP-RN strategy against other 4 prominent alternatives available in the literature

under several situations. All the results reveal the effectiveness of GNP-RN.

Further improvement of GNP-RN is done in chapter 6. Aiming toenhance the sen-

sitivity of the bidding strategy for large-scale CDAs, GNP with adjusting parameters

(GNP-AP) is proposed. The parameters used by GNP-AP decision-making functions

are adjusted during the evolution instead of being fixed in GNP-RN, which improves

the ability of the bidding strategy for judging auction information. From the study

and analysis, GNP-AP is confirmed that it can give a good guidance for the agents in

large-scale CDAs and could be very efficient for the markets.
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Appendix

Genetic Network Programming(GNP)

GNP is an extended method of GA[49] and GP[50; 85]. GA evolves strings and it

is mainly applied to optimization problems. GA can find suboptimal solutions of the

problems quickly, so it has been widely studied and applied to many real problems.

GP was devised later in order to expand the expression ability of GA by using tree

structures. This structural change of solutions brought the progress on the evolutionary

computation and made GP applicable to more complex problems. But, it is generally

said that GP is sometimes difficult to search for the optimum solution because the

searching space of solutions becomes enormous due to its bloat, that is, the searching

efficiency of GP is not so high in some cases.

Genetic Network Programming (GNP), whose genome structureis a directed graph,

is proposed by K. Hirasawa in 2000 to overcome the problems ofGP[51; 52; 54]. It

is an extension of GA and GP, and unlike the expression of string information of Ge-

netic Algorithm and the tree structure of Genetic Programming, GNP expresses itself

in a directed graph network consist of nodes. The original idea is based on the more

general representation ability of graphs than that of trees. The aim of developing GNP

is to deal with dynamic environments efficiently by using the higher expression ability

of graph structures than that of trees, and the inherently equipped functions in it. Each

node of GNP is to be a minimum unit which executes the judgmentor processing for

the agents, and the transition rule of GNP is totally different from GP system.

On the other hand, GNP boots from the start node and never returns to it during the

execution, then a series of node transitions generate the solutions of GNP. Therefore,

these node transitions act like an implicit memory functionin GNP. It is also possible to
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apply GNP to Partially Observable Markov Decision Processes using only the specific

functional nodes needed for the current state of the problem. Thus, the aim of GNP is to

construct an efficient graph based programming having implicit memory functions and

applicable to even the Partially Observable Markov Decision Process environments.

In other words, GNP is a new evolutionary method to constructgeneralized discrete

event systems by combining program modules. GNP aims to be more applicable to

many problems by separating the judgment nodes and processing nodes structurally so

that the network can be easily evolved.

<Basic Concept of GNP>

Fig.1 shows the basic structure of GNP. The directed graph structure is used to rep-

resent individuals. GNP program is composed of one start node and plural judgment

nodes and processing nodes. Start node has no function and noconditional branch.

When GNP begins to boot, this node is executed at first. Judgment nodes have vari-

ous decision functions dealing with the specific inputs fromthe environments such as

sensor information and measured data. It returns a judgmentresult and determines the

next node to be executed. Processing nodes work as action functions. After the start

node, the current node is transferred according to the node connections and judgment

results. In processing nodes, actions are conducted to environments. All movements

of the agents are decided by the function of judgment nodes and processing nodes of

GNP. The labels of all kinds of judgment and processing functions(Judgment node: 1,

2, ...,J, Processing node: 1, 2, ...,P) are set up in the libraries, which are prepared by

the designers. The node transition begins from a start node,and there is no terminal

node.

The connection is branched off by the judgement results, which are predefined by

judgement functions in judgement nodes. Accordingly, if there are a lot of judgement

results, then the number of branches increase and the network structure become com-

plicated. And processing nodes have just one branch in orderto carry out the next

judgement. Actually, GNP can use the fixed number of nodes, inother words, GNP

can adopt evolving the genotypes with variable number of nodes, but in this thesis pa-

per, GNP evolves only the networks with the predefined numberof nodes. It would be

better to say that GNP here evolves the genotypes with fixed number of nodes. We set

the number of each node in GNP, e.g.,J1 × 3, J2 × 3, · · · ,P1 × 3,P2 × 3, and so on.
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Figure 1: Basic structure of GNP
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Figure 2: Genetic Operations

Once GNP is booted up, the execution starts from the start node, then the next

node to be executed is determined according to the connection from the current acti-

vated node. If the activated node is judgement node, the nextnode is determined by

the judgement results. When processing node is executed, the next node is uniquely

determined by the single connection from processing node.

<Genetic Operators>

In general, the exploitation of the accumulated information resulting from the evo-

lutionary search is done by the selection mechanism, while the exploration of new re-

gions in the search space is accounted by genetic operators,to balance the exploration

and exploitation.

The genetic operators mimic the process of heredity of genesto create new off-

spring in each generation. The operators are used to alter the genetic composition of

individuals during evolution. In essence, the operators perform a random search, and

cannot guarantee an improved offspring. There are three common genetic operators:

selection, crossover and mutation. Fig.2 shows a simple example.

<Summary of GNP>
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Using the nodes transitions as solutions of the problem, GNPhelp the individual

understand the conditions of the problem very well. Also, due to the various judg-

ment nodes, it is also possible for GNP to respond to the changes of the environments

quickly. which makes GNP as an effective method mainly for dynamic problems. Due

to its gene structure, it has the implicit memory function and reuses the nodes, which

leads to the compact structure of GNP.

With the evolutionary ability and network programming structure, the optimal so-

lutions of many problems can be easily obtained by using GNP.
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