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Abstract

Due to the explosive development of global network strietefectronic
commerce is increasingly playing an important role in maryaaiza-
tions and individual consumer’s daily life. Itff@ers opportunities to sig-
nificantly improve the way for businesses interactions leetwboth cus-
tomers and suppliers. More and more large scale and delizedra-
commerce mechanisms have emerged in industrial and conandoe
mains in a wide range.

In particular, among all these applications, online aurgjavhich are flex-
ible pricing mechanisms over internet, make the physicaitéitions of
traditional auctions disappear. They gain their extra jenity in the daily
life and attract globally dispersed users due to having tagacteristics
that "bargaining” and "negotiation” besides all of the cenience. Thus,
online auctions become one of the most widely studied andammeg ne-
gotiation mechanisms today. Traditionally, in most cuti@nline auction
applications, the traders are generally humans who opaliatee behav-
iors to make transactions. These behaviors may involvereinggthe auc-
tions, analyzing the auction information, and bidding thigable price for
the items. However, facing the increasingly demandingirequents and
complexity of online trading, this kind of manual operatawes not reveal
the full potential of this new mode of commerce. Thus, in otderelieve
the users and be mor&ective, exploring possible types and automating
the behaviors in the online auction attract high interest.

Now, in many studies, the agent-oriented auction mechamisti its em-
phasis on autonomous actions and flexible interactionsesas anfeec-
tive and robust model for the dynamic and sensitive commens&on-
ment. In such systems, the agent acts flexibly on behalf awiser and
is capable of local decision-making based on the enviromnmé&rmation
and pre-knowledge about the system.



Among many diferent types of online auction, two of the most popular
and studied types are Multiple Round English Auctions (MRE#hich

is single side auction, and Continuous Double Auction (CD#)ich is
double side auction. These auctions are newly emerged amgrerce
era based on the traditional auction types. They allow mleltagents
to participate and one agent can deal with several auctionsntously

or simultaneously, which ardfective auction types to save time and re-
lieve the users. Towards to these types, because there ismi@lized
system-wide control, the major challenge for automaticlinid strategies

is to improve the degree of automation and optimize the &biding
behavior in order to maximize the owner’s profit. Most of tkeéted re-
searches have been conducted by using heuristic methodixetdnath-
ematical functions to compute the final optimal bidding effior the items

or to compute how much should bid at each time step. Nevedbebe-
cause auction environments are complicated and highlyrdimeue to
have many factorsfiecting each other, these approaches are not flexible
enough for the dynamic environment, and there is no domistaatiegy.

Against this background, this thesis is concerned with lgweg the in-
telligence of autonomous agent’s bidding strategy in otdemake the
agent to be moreficient and competitive for agent-based online auction
mechanisms, especially in MREA and CDA. In order to be moreldle
and better exploit the market information, Genetic Netwerggramming
(GNP) is firstly employed to the agent’s bidding strategysiits applica-
bility and dficiency have been clarified in complex and dynamic problems
in many other fields. GNP is one of the evolutionary optimaatech-
niques developed as an extension of Genetic Algorithm (GW)@Genetic
Programming (GP), which uses compact directed graph stesfs so-
lutions. Basically speaking, in the proposed method, thé@bpulation
represents the group of potential bidding strategies, actt endividual
uses the as-ithen decision-making functions to judge the auction infarm
tion and guides the agent to take the suitable actions unffereht situa-
tions. Thus, it could be flexible and capable to adaptive tmua auction
situations. During the evolution, the GNP structure willdystematically
organized, and finally, the individual which can obtain tighlest profit is



selected as the optimal bidding strategy at the end of trgiphase.

In chapter 2, we introduced the conception of MREA and CDAeted,
which are the study environments in this thesis. The relaséearches are
also introduced.

In chapter 3, focusing on MREA, the bidding strategy for theton
agents in MREA is proposed using GNP. The performance of Galed
agents is evaluated and studied in two situations: MREA ifme limit
(NTL), and MREA is time limit (TL). Furthermore, according the amount
of the money each agent has, each situation is divided inss8sc gen-
eral case and poorest case. All the participating agentgisimulations
use GNP strategy. This chapter aims to study and analyzeathabdity
and dfectiveness of GNP for guiding bidding actions through the-ph
nomenon of the simulations. The simulation results revest the agents
using GNP strategy can understand various environmentshweligh ex-
periences and become smarter through evolution.

In chapter 4, as an extension of the bidding strategy in en&ptin order
to improving the agent’s intelligence and sensitivity, ah@&nced bidding
strategy for MREA is developed using GNP. Firstly, the GNfadure is

modified to be able to judge more kinds of information and nsitea-

tions at a time. Secondly, the strategy is improved to be tbt®nsider
the bidder’s attitude towards to each good, which makesttategy to be
more personalized for each bidder and could make the biddez satis-
fied with the auction result and profit. The proposed strategpmpared
with the previous GNP strategy and the other conventiomategies in
the simulations. The simulation results demonstrated tti@fproposed
method can outperform the previous one and is more competitan the
agents based on mathematical functions.

In chapter 5, focusing on CDA, GNP with rectify nodes (GNP)R{ds
been applied for CDA bidding strategy combined with propokeuris-
tic rules, which are derived based on the common believeadsisting
agent’s bidding behavior. GNP-RN is developed aiming talgiine agent
to be competitive under fierent CDA environments, and maximize the
agent’s profit without losing chances for trading. Rectifgdé¢ (RN) is



a newly proposed kind of nodes, which is used for bringingarflaxible

and various options for bidding action choices. 4 groupsoiiations are
designed to compare GNP-RN with conventional GNP and otregegjies
in CDA. In each simulation, the kinds of opponent agents aterent in

order to fully analyze the agents’ performance. The sinmatesults
show that the proposed method can outperform all the othetegies and
achieve high success rate as well as high profit even whenttiaisn is

highly competitive.

In chapter 6, as an extension of GNP-RN, GNP with adjustimgrpaters
(GNP-AP) for developing bidding strategy in large-scaleASOs pro-

posed and studied. In large-scale CDAs, much more histdoynration

can be obtained than small-scale CDAs. In order to enharesédhsi-
tivity for large-scale CDAs and the capability of judgingualolant infor-
mation, the parameters used by GNP-AP decision-makingitumeare
adjusted during the evolution instead of being fixed in GNY-Rlore-

over, the structure of GNP-AP is designed to be more comps#ethat
the number of branches of some kinds of nodes is increasedaiat ¢0

the complicated environment situations. The simulaticults show that
GNP-AP can obtain a good guidance for the large-scale CDAsaunld

be very dficient for the markets.

In chapter 7, after giving the objectives and motivationaxteresearch in
this thesis, some conclusions about the proposed algaridnendescribed
based on the simulation results.
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Chapter 1

Introduction

1.1 Background

Due to the explosive development of the global network stime; besides the usual
way to do the business at the retail level, electronic coromewxhich dfers opportu-
nities to significantly improve the way for businesses iat#ions between both cus-
tomers and supplierdl], is playing an important role increasingly in many organi-
zations and individual consumer’s daily life. It is obviotlt the trades conducted
electrically happen much more frequently, and the amouhtcategories of the trades
have grown extraordinarily. Global retail e-commerce reaik expected to reach 1.6
trillion in 2012 [2], and in China, in the first half year of 2011, retail e-comoger
reaches 5540 billion dollar, with a year-on-year increak&406%, especially with
a growth of 268.8% on holidays3]. Without doubt, E-commerce is a revolutionary
model of the traditional commerce, and brings infinite polgsmodality for trading
goods and service§|[5; 6].

More and more large scale and decentralized e-commerceamisais have emerged
in industrial and commercial domains in a wide range. Inipaldr, among all these
applications, online auctions, which are flexible pricingahanisms, are highffe
cient methods for decentralised resource allocation arce e physical limitations
of traditional auctions disappeaf][ Due to the characteristics of the "bargaining” and
"negotiation” besides all the other convenien8k fhe bidders could buy or sell things
with more or less uncertain market value, so the online anajains their extra pop-
ularity in the daily life and attracts globally disperseeiss Some of the well-known



auction houses include eBay, Amazon.com, YahooAuctiorekne, UBid and many
others.

Online auctions are able to bring cheaper coeranore personalized options, be
more convenient over time and space, be more sensitive ke pnd obtain various
kinds of real-time business data which could benefit botleisahd buyer side, theo-
retically. Thus, online auctions become one of the most lyigieidied and employed
negotiation mechanisms tod&a3j |

Traditionally, in most current online auction applicatorthe traders are gener-
ally humans who operate all the behaviors to make transetibhese behaviors may
involve observing the auctions, analyzing the auctionrimiation, and bidding the
suitable price for the items. However, facing the increglyinemanding requirements
and complexity of online trading, this kind of manual operatdoes not reveal the
full potential of this new mode of commerce in the e-commen@e Online auctions
could be more ficient, sensitive and personalized. For example, an auetj@mt
could monitor all the auctions provided the desired good,dmong these auctions,
and finally win the good with profitable price; or could be atuebid a combination
of related items within its budgel{; 11; 12]; or could be able to bid in a sequential
auctions for several goods; or consider several attrifotesuctions such as filerent
quality and quantity to the same kind of godd3] 14; 15 .Having considered the ca-
pability of online auctions, exploring possible types ofina auctions and automating
the behaviors in online auctions attract high interest deoto relieve the users and be
more dfective.

Consequently, in many studies, the agent-oriented auatiechanisms, with its
emphasis on autonomous actions and flexible interactibfs §rise as an féective
and robust model for the dynamic and sensitive commerce@mwients. In complex
settings, it is believed that the agents are likely to be refieetive than human traders.
Das et al. show that agents can outperform their human cgarters in laboratory
experiments]7]. In such agent-oriented auction systems, instead of humegnotia-
tions, the agent engage in similar processes to achievathe end that satisfying its
owners’ particular objectives f]. With the goal that trading goods and earning profit,
The agent acts flexibly on behalf of its owner and is capablea#l decision-making
based on the environment information and pre-knowledgeitaibe system19; 20].

In one auction, one or more seller agents and one or more biggaits could compete
with each other for the opportunity for making a trade at pabfe prices. The auction



protocols defines the "rules” for the agents in auctions.yTdimose bidding strategies
and take bidding actions according to the protocols, andiéa occurs between one
seller and one buyer when the transaction condition isfeatif21].

<Auction Types>

There are many éierent types of single-sided auctio??], such as English auc-
tion, Dutch auction, and Vickey (second-price sealed-bution P3; 24; 25]. In
English auction, the auctioneer begins with the lowestgiatde price and bidders are
free to raise their bids successively until there are no rofiegs to raise the bid, and
the information on how the auction is going on is open to evedglers participated.
The winning bidder is the one with the highest bid. Dutch ewrcts the converse of
English one; the auctioneer calls for an initial high priaéjch is then lowered pro-
gressively until there is nofter from a bidder to claim the good. In Vickrey auction,
each bidder submits hidfer for the good independently without any knowledge of
the other bids, where the highest bidder gets the good buay®aprice equal to the
second highest bid.

Based on English auction, Multiple round English auctiomREA) is a newly
developed auction type specially in order to meet the requént that the buyers want
to bid in multiple auctions to get a group of desired goofiigiently [26; 27; 28; 29;
30]. In MREA, the buyer agent is able to bid in several roundsuaftisns on behalf
its owner in order to procure the best deals for the desiredwsgoods.

Onthe other hand, the most common type of double-sidedauistihe continuous
double auction (CDA}1]. CDA is valued as a significant e-commerce market mecha-
nism because it can reflect and reserve the very basis of egomdhere the real-time
interactions occur between sellers and buyers, thus CDArseaand highly respon-
sive system, which can exploits the dynamics of the markétetance demand and
supply eficiently and expedientlyd2]. NASDAQ and stock exchange and the major
foreign exchanges use variants of CDAs. Other significapliegtions of CDAs are in
market-based controBB], such as pricing decision, allocation of air pollution éts
[33], air-conditioning systems3{], resource exchange in smart grizb[ 36] and other
complex resource allocation probler@g]. There are variety of dierent kinds of CDA



models have been conducte®8] 39; 40], but all these CDASs’ protocols allow traders
to make trade at any moment during the auction period onae ikea pair of seller
and buyer satisfy each other. The auction agents are abtextmaously update their
bidding prices on behalf buyers and sellers at any time itrtiteng period for several
auction rounds until there is no good needed to be traded.

Both MREA and CDA allow multiple agents to participate an& @gent can deal
with several auctions continuously and simultaneouslyiclvfare éfective auction
types to allocate resources, save time and relieve the.users

1.2 Contents of this Research

1.2.1 Objective and Motivation

In MREA and CDA, the major challenge for automatic biddingastgies is to
improve the degree of automation and optimize the agendidibg behavior in or-
der to maximize the owner’s profits because there is no dergdasystem-wide con-
trol. Concerned about the planning, distributed constramimization and schedul-
ing algorithmsfi1; 42], most of the related researches have been conducted by usin
heuristic methods and fixed mathematical functions to caeghe final optimal bid-
ding price for the items or to compute how much the bid shoeldidne at each time
stepR6; 43; 44; 45; 46; 47, 48]. Nevertheless, because auction environments are com-
plicated and highly dynamic due to many factoffeeting each other, these approaches
are not flexible enough for the dynamic environments, ancktiseno known dominant
strategyB1].

Against the background introduced, this thesis is concemiéh developing the
intelligence of autonomous agent’s bidding strategy ireotd make the agent to be
more dficient and competitive for agent-based online auction mashas, especially
in Multiple Round English Auctions (MREA), Continuous Ddel®uction (CDA) and
large-scale CDAs. So, the main research aims are as follows:

e to design a moreficient bidding strategy for MREA
e to design moreféicient bidding strategies for CDA and large-scale CDA

¢ to design suitable simulations to properly evaluate andyaasstrategies’ per-
formance, and to demonstrate the proposed stratediaseacy



Specifically, in MREAs and CDAs, the objective of the auctagents is to moni-
tor all the auction rounds, and make the right bidding prices&h time step to ensure
that they can make a trade at profitable prices under thefenarece. As described,
MREA and CDA allow multiple agents compete with one anottwich contains lots
of interactions. These interactions are influenced by maniofs, such as time, cur-
rent highest price, current lowest price, personal limitgand so on, that is why the
auction environment is highly dynamic and complex. So, bpgighe various avail-
able information on the environment, responding quicklgl anitably to the changing
market at each time step is the essential part of a good lgddiategy. Thus, in order
to develop &ectiveness andficiency bidding strategies, we focus on the following
four points:

e ensure the bidding strategies’ flexibility and adaptapiid various auction en-
vironments

e enhance the agent’s capability of observing and judgingtimeent auction in-
formation as well as history information

e design suitable and competitive bidding action optiongHeragents

e guide the agent to choose the proper bidding action at eaehsiep

1.2.2 Contribution

Given the research aims outlined above, in order to be maxéléeand better
exploit the market information, Genetic Network Programg(GNP) is firstly em-
ployed to the agent’s bidding strategy since its applidggténd dficiency have been
clarified in complex and dynamic problems in many other fieiace the past studies
suggested that the expression ability in each evolutionangputation is potentially
linked to the complexity of the application problems, GNRléveloped as an exten-
sion of Genetic Algorithm (GA}}9] and Genetic Programming (GBYJ]], which is one
of the evolutionary optimization techniques using complareicted graph structures as
solutions p1; 52. GNP is composed of a number of nodes and each node connects
with each other using one or more directed branches, so ttlesrare reusable and
node transition usually won't end until the task is complet€&sNP has been stud-
ied extensively in%$1] and applied successfully to complex and dynamic problems i



many other fields, where the search space is large and notned#rstood, and also
GNP has been proved to be morf@@ent and &ected than GA and GP because of
the compact structure and reusable nodes. The applicaticlnsie Stock Market Pre-
diction [53], Double-Deck Elevator Group Contrdb4], Network Intrusion Detection
[55] and Trdfic Volume Forecastiq].

Basically speaking, in the proposed method, the GNP pdpulagpresents the
group of potential bidding strategies. Each individualaue ifthen decision-making
function to judge the auction information and guides thenage take the suitable
actions under dierent situations, which is flexible and adaptive to varioustian
situations. During the evolution, the GNP structure willdystematically organized,
and finally, the individual which can obtain the highest prgfselected as the optimal
bidding strategy at the end of training phase.

The main contribution of my research is as follows:

e GNP isfirstly applied to the agent’s bidding strategy.In order to successfully
employ the basic GNP algorithm into auction applicatiohs, dauction concept
is embedded into GNP structure with proper logic. Each GNividual rep-
resents one potential bidding strategyffBient node functions including judg-
ment functions and action functions are proposed deperatinge features of
the auction, and the nodes transition describes and mdueksgents’ bidding
rules under certain auction situations.

¢ As the foundation of my researctie capability and efectiveness of GNP for
guiding bidding actions are studied and analyze through thesimulations in
MREA. The performance of GNP-based agents is evaluated and g¢indi®o
situations: MREA with no time limit (NTL), and MREA with timémit (TL).
Furthermore, according to the amount of money each agenéhels situation is
divided into 2 cases: general case and poorest case. Alktfieipating agents
in the simulations use the GNP strategy. The simulationlteseveal that the
agents using the GNP strategy can understand various amanats well through
experiences and become smarter through evolution.

e A bidding strategy for MREA is proposed. It is able to judge several kinds of
information and situations at a time, and also is able toidenshe bidder’s atti-
tude towards to each good, which makes the strategy to benmized for each



bidder and could make the bidder satisfied with the auctisualtge and profits.
The bidding strategy for MREA is studied and compared with dther con-
ventional strategies in the simulations. The simulatiGults demonstrated that
the proposed method is more competitive than the agentd bas@aathematical
functions.

e GNP with rectify nodes (GNP-RN) has been applied to CDA biddig strat-
egy combined with proposed heuristic ruleswhich are derived based on the
common believes. GNP-RN is developed aiming to guide thatagebe com-
petitive under dierent CDA environments, and to maximize the agent’s profit
without losing chances for tradingRectify Nodes (RN) is newly proposed
which is used for bringing more flexible and various optiom$®idding action
choices. 4 groups of simulations are designed to compare-RN®ith con-
ventional GNP and other strategies in CDA. In each simutatibe kinds of
opponent agents areftérent in order to fully analyze the agents’ performance.
The simulation results show that the proposed method cgredotm all the
other strategies and achieve high success rate as well apiufit even when
the situation is highly competitive.

e As an extension of GNP-RNGNP with adjusting parameters (GNP-AP) for
large-scale CDAs is proposed and studiedin large-scale CDAs, much more
history information can be obtained than small-scale CDA®rder to enhance
the sensitivity for large-scale CDAs and the capabilityuafging abundant infor-
mation, the parameters used for GNP-AP decision-makinctifums are adjusted
during the evolution instead of being fixed in GNP-RN. Moregthe structure
of GNP-AP is designed comprehensively so that the numbeaoidhes of some
kinds of nodes is increased to adapt to the complicated @mvient situations.
The simulation results show that GNP-AP can obtain a goodamae for the
large-scale CDAs and could be verfjieient for the markets.

1.3 Thesis Structure

In this thesis, there are four research topics to be studisddon the aforemen-
tioned objectives.



In Chapter 2, we introduced the concept of MREA and CDA in itletehich is
mainly studied in this thesis. The auction protocol, whighaiset of interaction rules
and a set of clearing and pricing rules, is described acagrth MREA and CDA,
respectively. The related researches are also introduced.

In Chapter 3, bidding strategy for the auction agents usiNg @ MREA is pro-
posed. This chapter aims to study and analyze the capadniltydgfectiveness of GNP
for guiding bidding actions through the simulations. Thauwiation results reveal that
the agents using GNP strategy can understand various amwrats well through ex-
periences and become smarter through evolution.

In Chapter 4, in order to improving the agent’s intelligeace sensitivity, an en-
hanced bidding strategy for MREA using GNP is developed. groposed strategy is
compared with the previous GNP strategy and the other coioveh strategies in the
simulations.

In Chapter 5, GNP with rectify nodes (GNP-RN), which has bagplied to CDA
bidding strategy combined with proposed heuristic rulsegjascribed. The simula-
tion results show that the proposed method can outperfdrtheabther strategies and
achieve high success rate as well as high profit even wherittiaisn is highly com-
petitive.

In Chapter 6, as an extension of GNP-RN, the bidding stratesgyyg GNP with
adjusting parameters (GNP-AP) for large-scale CDAs is gsed and studied. The
simulation results show that GNP-AP can obtain a good guieldor the large-scale
CDAs and could be veryficient for the markets.

In Chapter 7, after giving the objectives and motivation atte research in this
thesis, some conclusions about the proposed algorithmdesmeibed based on the
simulation results.



Chapter 2
Auctions to be studied

Online auction is one of the most popular types of price mesmas that allow
selfish and profit-motivated agents to buy amdsell resources. One or more seller
agents and one or more buyer agents compete with each othtbefopportunity for
making a trade at profitable prices p7].

Each type of online auction is determined by the market matahich is a set of
interaction rules and a set of clearing and pricing rulese ifiteraction rules define
how participants interact through their actions. There wseally many interaction
rules in one kind of auction, ranging from specifying whethdrader can be a buyer
and seller to specifying that a bid or an ask that can be stdunin the market must
have a particular format. The clearing and pricing ruley atdtermine when and at
what price a transaction occursg.

In this chapter, first of all, the basic general preliminargd auctions are intro-
duced. Then, the specific concept and protocol of MREA and @B&d in our re-
search are described in detail, respectively. The rel&searches are also introduced.

2.1 Basic preliminaries

The basic preliminaries for online auctions are introduicethis section. There
are agents (sellers) submittiagksto sell goods and agents (buyers) submittonds
to buy goods in online auctions. Usually, each auction fsagviin pre-assigned length
of time steps, and there is only one single good to trade atiarg/step during one
auction.



basic pric€P®): P8 is the starting price for the agent toward to the ongoing good
in the auction.

onetime steps the time period when each agent submits a/bgk) to the auc-
tion till the auction updates the current highest hldwest ask). After the up-
dating, the next time step starts.

private pricgPF): Each bidder has a distinct private limit pricéf) for each
good he wants to trade. For a buyer age?it,means the highest value it is
willing to pay for the good. If it submits the bid at a higheigarthanPP, it will
lose profit. For a seller ager®” means the lowest value it is willing to sell for
the good. If it submits the ask at a lower price thih it will lose profit.

Vsiep The smallest valid bidding step is denotedvas,,

outstanding asfoa): oais the current lowest ask in the market. Any following
ask not lower than the curreati— Vgepis invalid and discarded by the auction.
Sellers usually submit initial asks at a high price and desea gradually.

outstanding bidob): obis the current highest bid in the market. Any following
bid not higher than the currenb+ Vgepis invalid and discarded by the auction.
Buyers usually submit initial bids at a low price and inceals gradually.

final price(PF): PF is the final traded price for the ongoing good.

oneauction rounds the time period of the bidding process for one good, which
is from the beginning of the auction for the good until thensaction for the
good to take place or there is no new asks or bids submittegia-determined
time. In one single auction round, only one good can be tra@adly one seller
can sell it and only one buyer can get it from that seller. Winerongoing good

is traded or there is no new asks or bids submitted in a preraéied time, the
current round ends and the next round starts.

one whole auction processould contain one or more auction rounds, which
means the time period from the beginning of the first auctoarmd until the end
of the last auction round.
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In summary, in one auction round, each agent participatirthe current auction
submits a bid fask) to the auction at each time step of the auction accordirgs
bidding strategy, and the auction chooses the highest biolhast ask to update the
ob or oa, then the next step starts. The process of each time stepevidpeated until
the auction ends, and the buyer who submits the highest oisltve good or the seller
who submits the lowest ask sells the good. If there are meltipund auctions, the
next auction round won't start unless the previous one isptetad.

2.2 Multiple Round English Auction (MREA)

As introduced, in recent years, online auctions attradialy dispersed users and
become one of the most popular artketive ways for trading goods over the Internet.
The number of on-line auction systems keeps increasingmemd kinds of goods are
traded on the auctions. Consequently, facing the fact iaesbidders start to try
to bid several dferent goods during a period of time for convenience dftidiency,
multiple round auctions is emerged in the study.

2.2.1 Overview of MREA

Besides the basic preliminaries introduced in sectiontBid section introduces the
specific concept of MREA and gives a description of the protased in this thesis.

Multiple round auctions, which is a common auction to deahvmultiple goods,
usually consists of a number of auction rounds that run acarisely or concurrently
[49]. This thesis only considers the English auction protgdmsause English auction
is the most common auction type.

MREA allows multiple buyer agents submitting bids to buy aremore goods
during the trading period. Each agent has its own privatedor each good it wants.
In other words, the dlierent agents haveftiérent private prices for the same good.

Each auction round is carried out for only one good. So, awsho Fig2.1, in
one MREA process, there are usually several goods waitibhg toaded, which leads
to several auction rounds. Because each auction roundapémdient from each other,
so the auctions are considered to be carried out good by gatedly in this thesis.
Every agent will only attend the auctions for the goods it igatf the agent doesn’t
want to bid for the ongoing good of the auction, then it worttead the auction.
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Figure 2.1: MREA process for one agent

In detail, for example, as shown in Figl, the process starts from the auction for
good 1. All the agents who want to trade good 1 will attend thetian. Meanwhile,
the other agents who don’t want the current good won't attbecauction and wait to
bid for the next round. When auction for good 1 ends, the andtr good 2 will start.
Then, the agents who want to trade good 2 will attend the @uictihis procedure will
repeat until the last auction round. When the last round ,emals MREA process is
finished.

As Fig2.2shows, in one auction round, if the current auction roundbised, then,
no one can buy the good on the auction. If the auction roundtislosed, the buyers
submit bids not smaller than the currexttat each time step during the auction round
period by judging the information of the current auctionieswment. Otherwise, the
bids are invalid. If the agent has a wait-and-see attitudiedm®@sn’t want to submit a
new bid price at the current time step, then the agent is degleas submitting the same
bid price as the current price. After all the agents subnairthew bids, the auction
takes the highest bid to updaib. Then, the auction turns to the next time step. If the
agent quits from the bidding in the middle of an auction, itnvgeubmit any bid price
to that auction, but it can still attend the following auctimund which it wants to bid
in.

Moreover, in order to better study the bidding strategies,kinds of MREA time
situations are considered in this thesis: No time limit amdellimit. No time limit
situation means that for each auction, there is no pre4aasgitength of time steps,
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Figure 2.2: Auction round for one agent

which is like the infinite length of time steps, so an auctindgwhen no one is willing
to submit a new price for a pre-specified time (i.e., contusi®time steps). Time limit
situation means that each auction has the given length efgtaps, so an auction ends
when it reaches the closing time step.

2.2.2 Related works of MREA

There have been several attempts to design sophisticate@fiacient bidding
strategies for agents participating in online auctionsr &ample, FaratinZ9] is
broadly similar to the mechanism defined in this article. Ideer, there are several
important diterences between one-to-one negotiations and multipléoagct Chief
amongst these, are the type of the tactics that are condidgeyant.

An extension of Faratins model is given by Matos, Sierra athihgs $9] who
analyzed the evolution of the negotiation strategies ugiAg, and determined which
of them are appropriate in which situations. The aim of thiskwvas to perform an
evaluation of the range of negotiation strategies by amadytheir relative success,
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and to study how these strategies evolve over time to becdittergpopulation. The
main diference from my work is in the domain dealing with (multipletons versus
bilateral negotiations).

BiddingBot is a multi-agent system that supports userg@nding, monitoring and
bidding in multiple auctions through a process called cerafive bidding B0]. This
approach demonstrates how agents can cooperate and wetkdotp do the bidding
process in multiple auctions. It consists of one leader andral bidder agents, where
the leader agent acts as the coordinator and the facilwétbe whole bidding process.
Bidding is done by exchanging messages between the usergdther agent and the
bidder agents. However, the main problem with this appraégtinat the agents do not
actually make the bidding decision. This decision is lefthte users. Thus, the agents
do not have full autonomy and the decision-making processois since the agent
needs to interact with the users from time to time.

Preistp7] proposed an algorithm for agents that participate in rpldtsimultane-
ous English auctions. The algorithm proposes a coordinatiechanism to be used in
an environment where all the auctions terminate simultaslgpand a learning method
to tackle auctions that terminate affdrent times. BydedOJalso considers this envi-
ronment, but utilizes stochastic dynamic programming tovedormal methods for the
optimal algorithm specification that can be used by an agéetvparticipating in si-
multaneous auctions for a single private-value good. Bbthase works are designed
specifically for purchasing items in the multiple Englisttons and their algorithms
are not applicable in a heterogeneous protocol contexteB@lpresented another de-
cision theoretic framework that an autonomous agent camousiel efectively across
multiple auctions with various protocols (English, Dutdinst price sealed bid and
Vickrey auctions). In order to come up with the best bid valua&t guarantees the
delivery of the item, an agent must always speculate abauteevents. To do this,
Byde presented an approximation function that providesséimate of the expected
utility of participating in the set of future auctions.

In order to study the flexibility andficiency of bidding strategies, some hand-
craft strategies based on P. Anthony and N. R. Jenningsarels§26; 45| are used
for comparing with the proposed MREA bidding strategy inptlea 3, which are re-
markable in the multiple round auction research and theslzdishany other researches
[60; 61; 62]. Although these strategies are heuristic methods usingenaatical func-
tions, but they are the same as GNP-based strategy in teahth#y help the agent
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to make bid decisions at every time step and collect the oueection information,
such as the current bid price for the good and the total nurobgme steps of the
current auction round to make bid decisions, only excetttiey use limited auction
information. So, it is reasonable to compare the propose®-Baked strategy with
these non GNP-based strategies in the MREA.

The strategies are composed by a combinatiohhaf Desperateness Tactic (QE)
The Desire for Bargain Tactic (DBJIndThe Remaining Time Tactic (RThese tactics
indicates diferent bidding policies depending on the agents’ intentidiee Desper-
ateness Tactianplies that gaining the good is most important, whilee Desire for
Bargain Tacticimplies that the agent prefers to earn a bargain with somigrdhe
Remaining Time Tactienplies that besides the attitudes, the time factor shoelal&o
considered during the bidding process.

According to the agents’ threeftBrent attitudes to the goods, the non-GNP-based
agents consider the bidding tact{ibE and DB)or combine it withThe Remaining
Time Tactic If the agent’s attitude toward to the gooddesperate for the goodhen
the agent will useDE or the combination tactic oDE and RT which means that
the agent also considers the time factofkeet; if the attitude idoth desperate for
the good and looking for a bargajrthen the agent could use the tactic which is a
combination oDE and DBor use the tactic which is a combination®@, DB and RT
when the agent considers the time factor. In sum, there aréintding policies for the
agent to choose: only considering the attitude or also denisig the time factor. The
agent decides which policy to use randomly. If the agent tleesombination bidding
tactics, a weight is allocated to each of them to denote their relati.[

The functions employed by the tactics are parameterizeavbykey valuesk and
B. In all of the tacticsk is a constant that determines the value of the starting lee pr
andp defines the shape of the bidding curve, sibedent values ok andg can reflect
the diferent attitudes of agent as shown in the following .

The non-GNP-based agents calculate their bid prices atteaelstept by using
their tactics mentioned above. The tactics are expressawia details as follows:

The Desperateness Tactithe agent bidd,e close toP” att = 0 by settingkye at
1.0.

bge = t/T % P + age(t) (PP —t/T = P), (2.1)
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where age(t) = Kge + (1 — Kae) (t/T)MFee, (2.2)

The Desire for Bargain TacticThe agent keeps his bid pribg, to a minimum as
the auction goes on from= 0 to T by settingky, andBqgn appropriately.

bap = t/T # P + agy(t)(P” = t/T = P), (2.3)

where agy(t) = Kgp + (1 — Kap)(t/T) YA, (2.4)

The Remaining Time Tactidhe agent bids,, closer toP” ast approaches.

brt = an(t) * P", (2.5)

where e (t) = ke + (1 — k) (t/T) A, (2.6)
The Combination TacticConsider both €ects of attitude and time.
Beb = wap * Dap + Wge * Dge + wrt * by, (2.7)

where,
¢ b: calculated bid price that the agent should bid at the ctitnere step

e t: the current time step

T: the total number of the time steps

P: the current bid price for the good

PP: private price of the good

k andg: control parameters

w: weight for each tactic

Each tactic can present the relevant attitude by sekiiagdg at different values.
As an example, whek>0.5 andB>1, the agent demonstrates a reasonable degree of
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desperateness and starts the bidding from a value cld?2 d@nd reache®® quickly.
Actually, The Desperateness Tacticemployed when the agent is desperate to get the
item, and the value d{; is set at a high value since a desperate agent starts thagiddi
from a value near t&".

2.3 Continuous Double Auction (CDA)

Continuous double auction (CDA), where multiple sellerd bayers updates their
bidding prices continuously to trade goods or servicediesmhost common forms of
marketplaces due to its operational simplicity afiitceency in both of the two trading
sides B1]. In CDA, there are usually several goods to trade, and thaetfor one
good can be made throughout the trading period once an ashk aidlare satisfied
each other, where the trade is executed between the buyeswinaits the bid and the
seller who submits the ask.

CDA has emerged as the dominant financial institution, andiges a dynamic
and dficient approach to the decentralized allocation of ressuncghe commerce
market. CDA is valued as a significant e-commerce market areshm because it can
reflect and reserve the very basis of economy, where thdinealinteractions occur
between sellers and buyers, thus it is a free and highly resy® system, which can
exploits the dynamics of the market and balance the demahdugpply dficiently and
expediently. The majors exchanges like the NASDAQ), the Nevk Btock Exchange
and the concept of trading power in Smart Grid use varianth®fCDA institution
[63]. These examples of the CDA are highly domain specific afficdlt to general-
ize. Thus, most research in this area has generally beestiged around the market
protocol initially proposed by Smith6H].

2.3.1 Overview of CDA

Besides the basic preliminaries introduced in section thi§, section introduces
the specific concept of CDA and gives a description of thequaltused in this thesis.
One CDA environment can be described as:

ECDA =< g’ S’ B’ Vstep>
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where,
e gisthe kind of goods to be traded in the CDAs.

e S=1{5,%,..,Su}is the finite set of identifiers of sellers, whévkis the number
of sellers. Each selles has an attributes set tht,, c», ..., Cia}, Wherec;, is the
private limit price for thenth goodg, he wants to sell and is the number of
goods he wants to sell.

e B={by, by, ..., by} is the finite set of identifiers of buyers, whe¥ds the number
of buyers. Each buydg; has an attributes set th@af;, vi,, ..., Vig}, wherev;, is the
private limit price for thenth goodg, he wants to sell an® is the number of
goods he wants to buy.

e Vsepis the smallest valid bidding step

One CDA Process
> .
s;art sold/closed start sold/closed start sold/closeg
round 1 round 2 round N
. q (N=MIN{Demand, Supply})
One Round
....................... I CDA Environment }....................:
Auction Information Bidder Information |
*Demand *Number of Sellers-1-F= __ seller
*Supply *Number of Buyers | | *Total number of
«Current Round No. 4 goods to SELL
Current Good No. | ' :v"’"b‘s' S{DM
!! !N er 'Y a leady
* PP for the current
*Current time step t *Total number of good (Cin)
*0a at each time step goods to BUY :
«ob at each time step * Number of goods
already BOUGHT g
L R PPN * PP for the current |+
good (Vin)

Figure 2.3: Information attributes of CDA
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As implied by the name, in CDA as shown in FAg3, usually goods of one kind are
considered and there are more than two goods to trade gooaldalyig the market, so
one CDA process usually contains several auction roundstheensucceeding auctions
can refer to the information of the previous successfulianstdue to the similarity of
the goods. Besides, there is only one single good to tradeyatirae step, both sides
of the bidders, i.e., sellers)(and buyersk), exist and the numbers of bidders on each
side are greater than three. Toward each goods, each bidsleligtinct private limit
price(P®). At time stept of roundr, every seller submitaskand every buyer submits
bid to bid for the goodsask & is the bidding price at which the sellers willing to
sell the good at time stefp bid bt is the bidding price at which the buyers willing
to buy the good at time step The auction chooses the highest bid and lowest ask to
update the currerdb andoa, then the next time step starts. The process repeats until
ob > oa, then the transaction occurs between the seller who sudahthieoa and the
buyer who submitted theb. CDA terminates when either side of the bidders (seller
side or buyer side) has no good to trade any mérg [

Additionally, in CDA, the total number of goods that all thellsr want to sell is
denoted asupply and the total number of goods that all the buyer want to buy is
denoted aslemand Fig. 2.3shows the available information attributes of a CDA envi-
ronment. As there are many uncertainties and many factargfiaence the auctions,
the CDA environments are complex and dynarid] [

2.3.2 Related works

There are many related research about automatic biddiaiggtes, which are de-
signed for guiding agents’ buying and selling behavior inAGDsuch as ZI-U, ZI-C,
ZIP, CP, GD, strategies developed by GP, fuzzy-based girastrategy using rein-
forcement learning and so oniq; 47; 4§].

Zero Intelligence (ZI) is proposed by Gode and Sundé&t, [which includes ZI-U
traders and ZI-C traders. These two traders are consideratidomly bidding traders.
Their bidding prices are distributed independently andaumily over the entire range
of trading prices. ZI-U traders make bid decisions at a ramgdce in the valid range
of the market without considering the traders’ private tipnices. ZI-C traders also
make bid decisions at a random price, but consider theiaf@ilimit prices. So, ZI-
C and ZI-U traders can trade frequently, because they bidratam price without
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trying to make some profit margin, which may lead to the situratvhere they will
accept the random pricefered by the traders on the opposite side even if the price is
unreasonable, that is why ZI-U traders can often get negptiofit.

Cliff and Bruten §5] developed the Zero Intelligence Plus (ZIP)strategyfédent
from the ZI-C and ZI-D agent, each ZI-P agent has a profit manghich means the
difference between its private limit price and the bidding ptacbe submitted. The
profit margin is updated following some common believeshdre was a transaction
at the last auction and the winner is the ZIP agent itselfatpent would increase the
profit margin for aiming to gain more profit; if there was nonsaction at the last
auction or there was a transaction but the winner is not tifeagient itself, the agent
would decrease the profit margin in order to increase theashtntrade.

Chris Presit 48] built up the CP strategy, which is based on the ZIP stratBgy.
sides the basic idea of ZIP strategy, CP strategy consisatsmofll number of heuristics
and a learning rule. The CP agent does not jump to the tarmget girectly, but moves
toward to the target price with a learning rate little byldéitt CP and ZIP focus on
adaptability only using the last auction information.

GD strategy is conducted by Gjerstand and Dickhd@}.[ GD agents memorize
all the asks(bids) in the bidding history of the last sevataitions. Using these infor-
mation, GD agents compute the probability of an ask(bidhdpeiccepted. Then, the
probability is multiplied by the theoretical profits, whichn give the expected utility
of this ask(bid). For example, a GD buyer agent submits abighich maximizes
np(V—Db), wherery is the belief function of a bid that is accepted, and the valuation
of the good. The ask(bid) with the highest expected utilitl} be submitted by the
agent. GD strategy is a highly history information basedtstyy.

Tesauro and Da$p] and Tesauro and Bredig 7] proposed some improvements to
the GD algorithm. In order to solve excessive volatility loétoriginal GD algorithm,
the highest and the lowest transaction prices ever happeitlee history are recorded.
Also, the forecast of the changes of beliefs are used togettie the basic belief
function of GD. ZI-C, ZI-U and GD pay no attention to adaptipi

GP also could be used in resource allocation problem, suahai®n based schedul-
ing [68]. In CDA, strategies developed by GP are also conductedh&hg®’s method
[69], GP is used to optimise pricing rules for agents. Howewely bid price and ask
price are considered in terminal set, which is limited infation, and functions are
composed of standard arithmetic functions. Richié} plso uses GP to develop bid-
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ding rules, but use more information such as fnaw/average agbid price in terminal
set. Also, in his GP-automaton, there are 4 states for veagtion choices combined
with GP-decider part to determine the bidding price. It seéorbe more intelligence
than the previous two, but their rules are basically equatrather than logic rules.

Other strategies have also been developed. FL strategyhwbie fuzzy logic and
a group of updating rules to decide the value for a bid or askutamit [71] (Fuzzy
constraint-based framework has also been used to guidgém'sabehaviorj9; 72;

73; 74] in bilateral negotiation{5], which is usually concerned with multiattribute
contracts, such as quality and delivery date, instead outual auction form that

N to N negotiationf]). The modified Roth-Frev strategy is based on reinforcamen
learning algorithm which encourage the agent to submit mparsétable bidding price
for a special type of CDA where buyers can reselling the gabeyg bought, and the
updating rules are for auction round%]. (Reinforcement learning also has been used
to explore and analyze bidding patterns in auctiatg)[

All of the above strategies are proposed for CDAs. Howevemwll only consider
Z1-C, ZI-U, CP and GP when benchmarking GNP strategy. THieause they are the
most widely used benchmarking strategies in the literatamd uses these 4fthrent
kinds of strategies together as opponents can mostly dergete dynamic auction
situations.
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Chapter 3

Bidding Strategy Acquisition for
MREA using GNP

3.1 Introduction

In this chapter, the bidding strategy for Multiple Round EsigAuction (MREA)
based on Genetic Network Programming (GNP) is proposedtadees [78; 79].

3.1.1 Motivation

As more kinds of goods being traded on the auctions, sometsddart to try to bid
several diferent desired goods during a period of time for conveniendediciency.
Consequently, MREA is emerged as a new auction form to de&l multiple goods
[26; 43; 45]. If the bidder chooses to participate in the auctions himseaybe this
way is not really easy. Attending more than one auction ireotd get diferent goods,
not only makes the bidding strategy complex, but also makéitiders get tired easily,
and the whole process is time consuming, usually several &y, facing the attractive
auctions of multifarious kinds of goods, the customers &se the problems such
as how to handle various auctions foiffdrent kinds of goods in a period of time
and how to bid the appropriate price at each time step to erbat they can get the
desired goods within their money limitation. As a resulg tmportance of the agent
technology which can assist customers in the problemsiis@sing in these years. On
the other hand, because multiple round auctions’ envirorsnare complicated and
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dynamic, and many factors should be considered, there angypdf potential bidding
strategies for the agent and it is hard to well understanahthe

So, in order to make online auctions mofgaent and more intelligent, this chap-
ter develops and analyzes a bidding strategy based on Gétedtivork Programming
(GNP), which can help customers to deal with multiple rounctimns automatically.

3.1.2 Major points

e The bidding strategy for Multiple Round English Auction (MR) based on
Genetic Network Programming (GNP) is proposed. It usesirected graph
structures to collect and judge the information on the omgauctions, then
makes bid decisions according to the judgment results. YNihevolutionary
features, it is allowed that the agent can find the generahapstrategy from a
large numbers of potential ones generation by generation.

e 25 kinds of judgment nodes and 4 kinds of processing nodepraposed for
GNP structure used by MREA bidding strategy.

e In order to study the féectiveness and capability of the proposed method for
guiding auction agents, and study the adaptiveness of thy@ped method to
various situations, two kinds of MREA are considered: NTL Ef/Rand TLM
MREA. Further more, for each kind, two cases are studiedeggrcase and
poorest case.

Several conclusions have been obtained from simulatiotisibdhe no time limit
model and time limit model. For example, firstly, the agentdmay GNP can find
appropriate bidding strategies for various situationsemgtthe number of goods and
the set of goods each agent wants are changed. Secondlygehe@uld become
smarter through evolution when he competes with other agdritirdly, poor agents
can also get goods by evolution, although the number of gobtdsned is a bit smaller
than rich agents.

In section 3.2, the GNP structure and specific kinds of judgmedes (JNs) and
processing nodes (PNs) are described. Section 3.3 givesihations, and the results
are analyzed. Section 3.4 concludes this chapter.
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3.2 Bidding strategy for MREA using GNP

3.2.1 GNP structre

The strategy developed by GNP helps the agent to decide hah taloid at every
time step. For more specific, the population is composed afyn@NP individuals
representing bidding strategies. According to the auatimmditions and limitations
introduced in section 2.2, we consider the useful kinds @fjjuent functions to judge
the relevant environment’s information fromfldirent aspects of the auction, such as
the current time step, the current bid price, other agemtisabiors, bidding action his-
tory and so on. These kinds of judgment functions are asgigne different kinds of
JNs and the potential bid actions are assigned infiedent kinds oPNs As Fig. 3.1
shows, when an auction round starts, the node transitiais $tam the start nodeJN s
judge the current auction situation and use the judgmeunttrestake the correspond-
ing branch to move to the next node until reachirfgNy and the bid action assigned to
this PN decides how much the agent should bid at the current time ¥tbpn the next
time step starts, the transition continues from thePd$tand pauses when it moves to
anotherPN. The process iterates until the auction round ends. Allnlesidual will
do the above process and be evaluated by the fitness fun¢tierselected better ones
will undergo the mutation and crossover to change their GiklRtires for generat-
ing offspring for the next generation. After evolving for enough@mtions, the final
optimal individual can be obtained, which has a well orgadiGNP structure to deal
with the various situations and changes of the auction enmients.

3.2.2 Kinds of nodes

Kinds of Processing Nodes (PN):

e PN1: Make a large bid, i.e., add 10 to the Current Bid Price.
e PN2: Make a small bid, i.e., add 1 to the Current Bid Price.
e PN3: Choose to stay, i.e., take no action.

e PN4: Quit from the current auction.

Kinds of Judgment Nodes (JN):
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|GNP-based individuall

In ONE Auction Round
time step 1 Bid Action

Node —.@L@L@ ....... .

time step 2

L@L@L@ ....... _.®

time step 3

@

\4

time step n

Figure 3.1: Structure of GNP individual

JN1: The agent himself is the last bidder?
JN2/3/4: The bid action of the agent in the last time step is |@gal/no bid?
JN5: Every agent stayed for 2 time steps?

JNG6: The current price is larger than the agent’s privateg®ilf Yes, then the
agent quit quickly.

JN7/8/9: The good is the firgdecongthird good the agent wants? i.e., if the
agent wants good 1, good 3 and good 4, then, the second goadé¢héwants
is good 3.

JN1Q11/12: The bid is stay action after the last laigyaallstay bid action?
JN1314/15: The bid is large bid action after the last |gggeal)stay bid action?

JN16§17/18: The current time step is in the first thisdcond thirdast third steps
of the whole given time steps?

JN19: The current time step is the closing time step?

26



e JN20: No one bids for 5 successive time steps?
e JN21: The current bid price is smaller thai3 bf the agent’s private price?

e JN22: The current bid price is larger thaf832nd smaller than/3 of the agent’s
private price?

e JN23: The current bid price is larger thaf34f the agent’s private price?

e JN24: In the latest bidding history, the bids wefféeced for 5 successive time
steps?

e JN25: In the latest bidding history, the bids weiféeced for larger than 5 suc-
cessive time steps?

Where, JN10-JN15 are only used in the no time limit model.aBiee no one can
know when the auction will end and what the others are thopkimout, each bid action
might have a big #ect on the bidders’ psychologies in the no time limit auctiwhich
means that the current agent may have totaliigdent bidding reaction in the next time
step depending on the other agentdtatient bids. Each agent uses these judgment
nodes to judge the current circumstance through studymgithaction history.

For the same reason explained above, JN16-JN20 are onlyirusieel time limit
model.

3.2.3 Fitness function

The fitness function of GNP individuals of agens defined as follows:

Fitnesgi) = Z (P (i) — P (i) + 0.5P5), (3.1)
geGi

where,
e G;: set of the stlixes of the goods agentvanted and gained.
o Pg(i): private price of good) by ageni.

o PgF(i): final buy price of goodj by agent.
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o Pg: common price of good.

Fitness(i)is the price diference between Private Prié’g(i) and Final Buy Price
PgF(i), which also considers a positive additional term, i.ee, dommon price of the
good, which indicates that the goods the agent wants weengat. So it is easy to
see that the smaller the final buy price is, the higher thed#tne Also, the fitness
function encourages the agents to buy as many goods as thegves if they need to
pay a higher price, but if the final buy price is too high, thed&s may be negative.

3.3 Simulations

The two models, No Time Limit Model (NTLM) and Time Limit Mot€TLM),
were studied in this chapter. In this section, the basicugiariary ability of the GNP-
based agent is studied and it is studied how the GNP-based \wgald behave under
various situations. And also, the agent’s performancesiaag/zed.

Both of the NTLM and the TLM have 4 cases of simulations, wtifer training
and 2 for testing.

3.3.1 Simulation settings

First of all, the simulations in both models have the sameaiigation, i.e., 10
goods and 7 agents. 50fidirent environments are used for training GNP individuals,
where the common prices offtkrent goods are fierent.

In the initialization of the simulations, the good numbecleagent wants to bid
and the goods’ common prices are randomly generated, amehdig on the common
price, the private price of each good is also randomly geedraAll these values are
fixed during the whole bid. In more details, the common pricethe goods are set
from 100 to 500 in the simulations. Each agent’s privateguotthe good is set at
between 70% and 130% of its common price. So, there won't big aliference
among the agents’ private prices for the same good. For eeaihthe common price
of goodg is 100, then each agent’s private price for ggad distributed in the range
from 70 to 130. All the prices are randomly generated for eamhronment. Table.
3.1is an example of the setting of prices.
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Table 3.1: Setting of prices

Good No.| 1 2 3 4 5 6 7 8 9 10
PS 201 | 379| 434|182 | 294 | 146 | 360 | 202 | 452 | 433

agent 1 379 | 490 270 | 150| 406 | 193 | 452
agent2 | 237 | 341 346 | 140 | 298 483
agent 3 468 | 152 | 282 232 | 402
agent 4 397 149 | 255 | 141 208 510
agent5 | 207 | 379 | 386 | 147 | 279 342 515
agent 6 396

agent7 481 167 452

In Table.3.1, Pg means the common price of gogdand the goods numbers agent
1 wants are 2, 3, 5, 6, 7, 8, 9 and his private price for good Z% and there is no
agent who wants to buy good 10 in this case.

All the agents have all kinds of JNs and evolve for various benof generations,
except only agent 1 continues to evolve until 1000th gerrat the evolution phase.
To be more clear, as Fi@.2shows, the auction process starts from the first generation
for evolution. In each generation, firstly all the GNP indwals of the agent 1 do
the auction procedure for all goods he wants, after thatptplation of agent 1 is
evolved with other populations being fixed. Then, the agetb&s the same auction
procedure for evolution. This procedure is called ovenaditeon process. When all the
agents carry out the overall auction process, the next ggaprbegins.

In the testing (generalization) phase, the best indivslabkach agent in the train-
ing phase compete with each other in 10 neftiedent environments, which are dif-
ferent from 50 environments in the training phase. Herehértew environments, the
common prices are distributed betweRn- 50 andPg + 50 , wherePy is the goody's
common price in the training phase.

The parameters used in the simulation are shown in T8k And, all the results
are the average results oveffdrent environments.
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Figure 3.2: Evolutionary structure

3.3.2 No Time Limit Model (NTLM)
3.3.2.1 Training Simulations

Agent 1 and the other agents will do the co-evolution procedor various num-
bers of generations in the training phase, then the otheitaigell use their best indi-
viduals to compete with agent 1, while agent 1 continuesvavglto 1000 generations
to try to find the individual with the optimal strategy.

Because all of the agents use the same strategy using GNPpifthem evolve
for the same number of generations, they will get their ogtistrategies which have
almost the same performances.

From the above, we can’t analyze the evolvability of GNPedlaguction model.
That is why we did the following simulations, where other rtgeevolve for 1, 5, 10
and 100 generations, while agent 1 evolves to 1000 genesatio

(General Casg

The fitness values, final buy prices and the number of goodsreut are studied
when the number of generations of other agents is changée igeneral case where
the private prices are set randomly.
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Table 3.2: Parameters Setting

Goods Number 10
Goods Price 100-500 (randomly set

Agents Number 7
Population Size 200
Selection Rate 0.3
Crossover Rate 0.1
Mutation Rate 0.3

Elite Keeping Number 10
Offspring by Crossover 80
Offspring by Mutation 80
Offspring Randomly Generated 30
Number of Processing Nodes 15
Number of Judgment Nodes 75

Table. 3.3 shows the simulation results under the various numbersraérgéions
of other agents. Herke means the number of goods agent 1 waitgy Price which
indicates the agent ability of earning a profit, shows theaye ratio of the final buy
prices of the goods agent 1 bought to their private pridéésmber of Goodswhich
indicates the agent ability of success in obtaining the gpadans the average number
of goods agent 1 boughtFitnessvalue means the combination of the two above
factors.

From Table.3.3, we can see that the fitness value of agent 1 becomes lower when
the number of generations of other agents is larger, andthésaverage buy price
of agent 1 becomes higher. This is because agent 1 wants tgdmgds as many as
possible, at last, he should pay more than 100% of the priwates. In addition,
agent 1 gets fewer goods if the other agents evolve for laygeerations.

Fig. 3.3 shows the average fitness values of the best individual aitabever
50 environments until 1000th generation. The result wasinbt under the condition
that the other agents evolve for 100 generations, which snenother agents gained
smart strategies through evolution.

From Fig.3.3 it can be seen that GNP can help agent 1 to get higher fitnes st
evolution, which means even when the other agents are muatiemnthan they were
in the initialization, agent 1 still can find his better sérgy. However, it is found from
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Table 3.3: Study on Fitness, Buy Prices and Number of Goods (NTLM TrajniGeneral
Case)

Generations 1 5 10 100
Fitness 1167| 876 | 683 | 124
L=3 Buy Price 23% | 76% | 90% | 117%

Number of Goods| 2.8 22 | 21 0.9
Fitness 986 | 788 | 655 71
L=4 Buy Price 47% | 64% | 96% | 125%
Number of Goods| 3.8 | 28 | 21 10
Fitness 2449| 993 | 795 | 220
L=7 Buy Price 21% | 59% | 90% | 104%
Number of Goods| 6.7 | 3.4 | 31 19

200

150

100 —"——_”
- /’,,4_' —
i

0

Fithess value

1 56 115 172 220 286 343 400 457 514 OS57TL 628 €85 742 7T99 8656
—L=3

generation L=4
L=7

Figure 3.3: Fitness value of agent 1 in the case of NTLM
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Table. 3.3 that the fitness values are less than the ones when the otkedsila In
other words, when the other agents evolve for larger genestthen they can get
smarter strategies and agent 1 can’t perform well compaheshwhey are dull.

Additionally, in Table. 3.3 the fitness value in the case o4 is quite lower
compared to the other two cases, which is because that timedmtvalues depend
on the two factors, i.e.Buy Priceand Number of Goodss well as the dierent
environments randomly generated simulation by simulation

In the simulations, E3, L=4 and L=7 are totally diferent cases. The goods agent
1 wants when E3 are diferent from the goods agent 1 wants whefdlL In Table. 3,
in the case that the number of generations of other agentgiad & one, agent 1 can
get 2.8 goods when+3 and get 3.8 goods whenr=4, but buy price is 23% when=+3
and 47% when k4, which means although agent 1 can get more goods whkdn L
he has to pay higher to buy the goods. So, it is reasonabldéofithess values to
show diferent values betweenftirent Ls as shown in Tabl8.3, because the number
of goods agent 1 wants is changed from 3 to 4 and simulatiansl@ne under 50
different environments. For the above reason, it has a meanoagtpare the fithess
value in the training phase with the one having the sanrethe testing phase, but it
is meaningless to compare the fitness values witleintLs.

(Poorest Casg

In this simulation, agent 1's private prices are set at tineki for each good under
the same simulation conditions as the former simulation.

Table 3.4: Study on Fitness, Buy Prices and Number of Goods (NTLM TrajniPoorest
Case)

Generations 1 5 10 100
Fitness 957 | 145 | 134 23
L=3 Buy Price 45% | 95% | 110% | 114%

Number of Goods| 2.8 1.2 11 0.7
Fitness 1223| 641 | 583 53
L=4 Buy Price 47% | 84% | 92% | 146%
Number of Goods| 3.8 | 2.1 2.1 1.0
Fitness 1311| 518 | 337 133
L=7 Buy Price 63% | 97% | 115% | 141%
Number of Goods| 4.0 | 2.0 1.7 0.9
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Table. 3.4 shows the simulation results. We can see that the fithnese whlagent

1 is getting lower when the number of generations of othentgis getting larger,
and also the average buy price of agent 1 is becoming highezn E agent 1 has
less money, he can buy more goods at lower prices when theanwhgenerations of
other agents is small. When the other agents evolve foriaygeerations, it is hard
for agent 1 to get goods. At last, agent 1 has to pay a very higlpkce which is very
close to the highest limit price to get goods, i.e., nearl§%f the common price. In
other words, when GNP individuals evolve for enough gein@nat even the 'Poorest’
agent can have a chance to win the goods. Compared to therfsirméation, there is
a tendency that the fitness becomes small, the buy price lesclamge and the number
of goods becomes small.

3.3.2.2 Testing Simulations

In the testing part, it is studied how the evolved GNPs camuiaedhe generalization
ability. The following two simulations correspond to theatMTLM training simula-
tions, where the same simulation conditions are used.

Table 3.5: Study on Fitness, Buy Prices and Number of Good& INTesting, Gen-
eral Case)

Generations 1 5 10 100
Fitness 998 | 670 | 450 61
L=3 Buy Price 46% | 81% | 112% | 125%

Number of Goods| 2.8 | 2.2 19 0.7
Fitness 884 | 764 | 502 62
L=4 Buy Price 57% | 79% | 119% | 137%
Number of Goods| 3.8 | 2.7 18 0.8
Fitness 2217| 833 | 661 79
L=7 Buy Price 34% | 71% | 101% | 124%
Number of Goods| 6.7 3.2 2.7 1.1

Table. 3.5and Table.3.6 show the simulation results of the average performance
of agent 1 individual over 10 newfiierent environments.
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Table 3.6: Study on Fitness, Buy Prices and Number of Goodik fNTesting Poorest
Case)

Generations 1 5 10 100
Fitness 938 | 110 74 17
L=3 Buy Price 49% | 102% | 135% | 133%

Number of Goods| 2.8 1.2 11 0.6
Fitness 1087 | 561 477 37
L=4 Buy Price 64% | 93% | 124% | 148%
Number of Goods| 3.8 2.1 2.1 0.9
Fitness 1241 450 306 64
L=7 Buy Price 70% | 113% | 132% | 147%
Number of Goods| 4.0 2.0 1.7 0.9

From Table. 3.5 and Table.3.6, we can see that the results have the same trend
as the training results and even in the testing the bestithdav still works very well
in the new environments. Compared to the training resuifsngl can get almost as
many goods as the training, although the fitness is a littlobier. In other words, the
best GNP-based agent can get good generalized strategieariy diferent situations
in the no time limit model.

3.3.3 Time Limit Model (TLM)
3.3.3.1 Training Simulations

(General Casg

In the time limit model, all the auctions are done in the sanag as the no time
limit model except the limited time steps of 100.

Table. 3.7 shows the simulation results changing the numbers of gBoesaof
other agents in the general case where the private pricesearandomly. Herekit-
ness, Buy Priceand Number of Good$iave the same meaning as the no time limit
model.

Fig. 3.4 shows the average fitness values of the best individual aitabever
50 environments until 1000th generation. The result wasinbt under the condition
that the other agents evolve for 100 generations and it caede from Fig.3.4 that
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GNP can help agent 1 to get higher fitness through evoluticihe@$ormer NTLM
simulation. From Table3.7, it can be seen that the fitness value of agent 1 becomes
lower when the number of generations of other agents isiaigaddition, agent 1 gets
fewer goods if the other agents evolve for larger generatidhe above phenomenon
are the same as the results of NTLM.

Table 3.7: Study on Fitness, Buy Prices and Number of Goddsl(Training, General
Case)

Generations 1 5 10 100
Fitness 1261 1198 | 1018 | 572
L=3 Buy Price 22% | 11% | 4.1% | 3.6%

Number of Goods| 3.0 2.7 2.0 1.4
Fitness 1693 | 1525 1319 1101
L=4 Buy Price 19% | 13% | 3.9% | 3.6%
Number of Goods| 4.0 3.6 31 2.2
Fitness 2318| 2261 | 2094 | 1178
L=7 Buy Price 37% | 16% | 5.5% | 4.3%
Number of Goods| 6.1 6.0 55 3.1

But, we can see that the average buy price of agent 1 beconteslauer than
NTLM when the number of generations of other agents is langhich means that
agent 1 can buy the goods at very low price. This is the intieigsdifference resulted
from the diferent conditions of selling goods.

In NTLM, there is no time limit in the auction, what’s more né one wants to bid
for successive 3 time steps, the auction will end. For tlasaoe, if agent 1 wants to buy
goods as many as possible, he keeps bidding to scare awath#rs,and pays more
than 100% of the private prices. But in TLM, the allowed tinbeps of the auction is
predetermined, as a result, even when there is no one withibgl for quite long time
steps, the auction won't end until the closing time step.réfuge, all the agents learn
the fact that the less frequently the bid is done, the higheeds is obtained through
evolution. So, at last, in most situations, the agents hsdal not bid until the last
time step. But, in some situations, agent 1 still tries todtithigher prices to compel
the others to quit.

Fig. 3.5shows the details of how the best individual of agent 1 bidsaah step in
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50 training environments when the number of goods agent iswarqual to 5. We
can see from Fig3.5that the best individual bids 10 at the last step quite fratjye
and the bid 1 is done less frequently. This behavior showtstiigaagents become to
know the importance of the last time step for winning the imnct And, we can find
that the agents also try to bid at other time steps, even thdug not so frequent,
which indicates the agent sometimes intends to force therstb quit.

(Poorest Casg

All the auctions are done in the same way as the former TLM Kitimn except
that agent 1's private prices are set at the lowest valuesdichn good.

Table.3.8shows the simulation results. We can see from TahRthat the fitness
value of agent 1 is getting lower and also the average bug mfi@gent 1 is getting
lower when the number of evolving generations of other agleatomes larger, which
is the same as the former TLM simulation. Even if agent 1 hesitieoney, he can buy
more goods at low prices when the number of generations ef atents is small. But,
when the other agents evolve for enough generations, thtegnggrter to choose the
bid at the last time step. As a result, it becomes hard fortabémget enough goods.

Table 3.8: Study on Fitness, Buy Prices and Number of Gooldsl(Training, Poorest
Case)

Generations 1 5 10 100
Fitness 988 | 869 | 543 | 175
L=3 Buy Price 36% | 18% | 5.4% | 4.5%
Number of Goods| 2.9 2.6 13 0.4
Fitness 1273| 1069| 809 | 357
L=4 Buy Price 22% | 18% | 18% | 4.5%
Number of Goods| 3.9 31 2.2 0.9
Fitness 1977|1761 | 1306 | 525
L=7 Buy Price 39% | 24% | 13% | 5.6%
Number of Goods| 5.7 51 3.7 1.2

Fig. 3.6 shows the details of how the best individual of agent 1 bidsagh step
in 50 training environments. From Fi§.6, we can see the same results as the former
TLM simulation that the best individual bids 10 at the lasteistep quite often, and
the best individual of agent 1 rarely bids at other steps. abtgst, agent 1 chooses
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to bid as less frequently as possible to avoid the price tiss.because there is less
possibility for the agent with lowest private prices to sc#re other agents than the
former TLM simulation. In other words, when GNP individu&golve for enough
generations, even the 'Poorest’ agent can have a chance thewoods. Even though
sometimes the poorest agent tries to bid at a very high gheepthers won't quit, as
a result, even if he wins finally, he may get a very low fitness.

3.3.3.2 Testing Simulations

In the testing part, for studying the generalization ajilihe conditions are set
in the same way as the no time limit model. The following twstiteg simulations
correspond to the two TLM training simulations, where thmeaimulation conditions
are used.

Table.3.9and Table.3.10show the simulation results of the average performance
of agent 1 individual over 10 newfiierent environments.

From Table.3.9 and Table.3.10 we also can see that the results have the same
trend as the TLM training results, which are also the same HsMN In addition,
even in the testing, the best individual still works very Welthe new environments.
Compared to the training results, agent 1 can get almost ag gwods as the training
phase, although the fitness is a little bit lower. The otheseoked phenomena are
the same as the training part. In other words, the best GSBebagent can get good
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Table 3.9: Study on Fitness, Buy Prices and Number of Goodsl(Testing, General
Case)

Generations 1 5 10 100
Fitness 1206 | 1084 | 914 | 492

L=3 Buy Price 34% | 17% | 4.5% | 3.8%
Number of Goods| 3.0 2.7 18 11
Fitness 1553| 1377| 1208 | 989

L=4 Buy Price 41% | 23% | 8.1% | 3.6%
Number of Goods| 3.9 3.3 29 2.0

Fitness 2017|1992 | 1787 | 1298

L=7 Buy Price 54% | 19% | 8.1% | 4.4%
Number of Goods| 5.5 53 4.8 3.1

Table 3.10: Study on Fitness, Buy Prices and Number of Goblddl (Testing, Poorest
Case)

Generations 1 5 10 100
Fitness 945 | 817 | 466 | 119
L=3 Buy Price 44% | 27% | 11% | 7.9%

Number of Goods| 2.9 2.5 11 0.3
Fitness 1146| 1002| 683 | 211
L=4 Buy Price 51% | 33% | 23% | 8.1%
Number of Goods| 3.8 31 2.0 0.4
Fitness 1850| 1572 | 1084 | 352
L=7 Buy Price 44% | 39% | 19% | 10%
Number of Goods| 5.5 4.6 3.0 0.8
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generalized strategies for manyfdrent situations in the time limit model as well.

3.3.4 Comparison with Conventional Strategies

The comparison between the proposed intelligent agententbinventional agents
is done in this section. First of all, the auction model igiatized to 10 goods and
7 agents. In the real world, the conventional agents usyiadlge the environment
and make decisions by using only a few information and lessider the opponents’
behavior. So, in the simulations, agent 1 is treated as te#igent agent, whose GNP
individuals have all kinds of INs (in NTLM, 19 kinds of JNs;TihM, 20 kinds of JNs).
On the other hand, the other agents are assumed to be thentona¢auction agents,
whose GNP individuals have only 5 kinds of JNs. The above jgpssed because if
the agent has more kinds of JNs, he can judge the auctionisitaanore accurately,
while if the agent has only 5 kinds of JNs, he can'’t judge thetian situations very
well.

Table 3.11: Comparison with conventional agents

Generations | NTLM(proposed)| TLM(proposed)
Fitness 641(998) 1087(1206)
L=3 Buy Price 103%(46%) 37%(34%)
Number of Goods 2.6(2.8) 2.8(3.0)
Fitness 987(884) 1203(1553)
L=4 Buy Price 94%(57%) 48%(41%)
Number of Goods 3.8(3.8) 3.8(3.9)
Fitness 1466(2217) 1679(2017)
L=7 Buy Price 97%(34%) 33%(54%)
Number of Goods 5.8(6.7) 5.9(5.5)

In summary, the conventional agents have 5 kinds of JNs draf Hilem evolve
for 1000 generations in 50ftierent environments using GNP method as the proposed
agent, i.e. agent 1. Then, the proposed agent and the canardgents use their best
individuals in the training to compete each other in 10 tgsinvironments.

The price setting are the same as the general case desdribexl After evolution,
10 new environments also used for testing. The same paresrae used as Table.
3.2, except that the number of JNs for agent 2-7 is 25.
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Table. 3.11shows the average testing results obtained from 10 newgestivi-
ronments. We can see that after all the agents evolved fd g60erations, agent 1
can get almost all the goods he wants. Because the othersdgmre only 5 kinds of
JNs, even if they evolve for 1000 generations, agent 1 cdonpemvell. It is a great
difference compared with Tabl8.5and Table.3.9. Also, we can see that Buy Prices
are not very low, this is because the others can not judgen¥ieo@ments very well,
so itis dificult for them to find the strategy that can help them to buy thedg at very
low prices. As a result, agent 1 also has to pay a little highiees to get the goods he
wants.

3.4 Conclusions

We can see from the simulations of the proposed no time lingitane limit model
that GNP can help the auction agents to understand varisir®eements through ex-
periences, then to find the generalized optimal strategmshssuit for many environ-
ments.

The simulation results show that the GNP-based agents adgrstand the envi-
ronments well and become smarter through evolution, and #nepoorest agent can
get goods when it evolves longer than the others. Testinglation results indicate
that the GNP-based agents can get better generalizatility abd finally can find the
general optimal strategies forftérent new environments, no matter in the no time
limit model or time limit model. Compared with the convemt& auction agents, it
is also found that the agent based on GNP with the ability dgiog various kinds
of environments is more flexible for various auction sitoas due to the evolutionary
feature.

42



Chapter 4

Enhancing Bidding Strategy for
MREA using GNP

4.1 Introduction

After the ability of GNP for guiding auction agent has beeaved in chapter 3,
this chapter aims to enhancing theetiveness and sensitivity of the bidding strategy
for MREA using GNP 80; 81].

4.1.1 Motivation

In chapter 3, it has been found that GNP-based agent camipaté in multiple
round auctions and collect information from the ongoingtiams, then make bid de-
cisions to get more goods without losing money. Furthermieoematter the auction
has the time limit or no time limit, the strategy developed@\P can help the well
evolved agents to find the suitable general strategy depeai the auction situations
and to get almost all the desired goods they want. Howevebehleve its intelligence
can be further improved. On the other hand, in chapter 3, GINY-based agents are
considered and participated in the auction environments. Helpful for better eval-
uating and analyzing the bidding strategy developed by GiN§tudy how the GNP
agent will behave when it competes with agents usiffigidnt strategies.
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4.1.2 Major points

The GNP structure is modified, where the judgment functidiGNP can judge
more kinds of situations at a time.

The agent considers not only the auction’s state and bislgeivate price, but
also the bidder’s attitude towards the good. The aspirasi@evided into three
attitudes f14; 45]: desperate for the gogdvhich means the agent wants the
good desperatelypoking for a bargain which means the agent does not want
the good very much and wants to buy it at a cheap ptleeecombination of the
above twgowhich means the agent considers the balance of both aspatisg
money and gaining goods.

the agent still uses the GNP structure as its bidding styateg uses more in-
formation on the current auction environments.

In order to realize the above, new various judgments areqs@gh such as judg-
ing the agent’s attitude, the time step length of the augtimacurrent bid price,
other agents’ behaviors and bidding action history. Moessing functions
are also proposed.

The aim of the improved agent is to make bidders more satigfigdthe profit
and the number of goods they obtain by considering more celnensive fac-
tors. The improved GNP strategy is compared with the prevame, and also
the NonGNP strategy which is introduced in chapter 2.2 in MR#&th general
case and poorest case.

In section 4.2, the improved GNP bidding strategy is intctlin detail. Section
4.3 gives the simulations for comparing and studying the@psed GNP strategy, and
the results are analyzed. Section 4.4 concludes this ahapte

4.2

Enhanced MREA Bidding Strategy using GNP

4.2.1 Improvement

Based on the past research mentioned in chapter 3, the ieggixategy devel-
oped by GNP has been proposed and compared with the relateeitmnal strategies
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introduced in section 2.2.2.

e Firstly, the agents are enhanced to consider the biddeesitions as well, which
is more comprehensive for the agent to judge the auctioatftu and make
bidding decisions.

e Additionally, the judgment nodes are modified to be mdieient. Each pro-
posedJN can have not only two conditional branches, but also thremane
branches in order to judge more complicated situations.e Bakimple exam-
ple, in the past, for judging the current price, we ugkdl to judge whether
the current price is low, whilddN2 and JN3 judged whether it is middle or
high, respectively; while in the modified judgment node] N can have three
outgoing branches to judge whether the current price is toiddle, or high,
respectively. This amelioration brings more compact $tme; and reduces the
redundant judgments during the node transition.

e Lastly, instead of increasing the current bidding price bjya small step or
a large step in the previous research, the agent is impraveedve various bid
actions to increase bid prices.

4.2.2 Detailed Explanation

The improved structure is given in Fig.1 The specific explanation for the GNP
transition is as follows: The directed connectionJis andPNs work as auction
bidding rules. JNs judge the situations of the current auction and decide tahwh
node to move next until reachingRN, and the GNP-based agent carries out the bid
action at thePN. While, other participating agents submit the bid by usitsgown
strategy. Then, when the bid actions of all the agents are,dibve next time step
begins, and the next transition of the GNP-based agent #&gim the lasPN until it
moves to anothdPN. This process iterates until the designated time step$finis

In Fig. 4.1, the bold line represents a part of the nodes transition irP.GA
time stept, the transition reacheBN3 and it reache®N5 at time stepg+1, and it
might reach the sam@N3 andPN5 again several time steps later. Such a transition
reused?Ns andJNs until the auction is done. For more specific, there is amdithsic
example to explain how nodes transition goes on accordirtige@uction situations.
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Figure 4.1: Structure of GNP individual

Table 4.1: 7 Kinds of Judgment Nodes for MREA

JNL1: | the current good number on the current auction

JN2: | length of the time steps of the current auction, shoetliallong.

JN3: | price of the bid actiorP" in the last time step.
PL=0/1<P-<3/4<P-<7/8<P-<10.

JN4: | agent’s attitude to the current good, despébatitydesire for bargain.

JN5: | position of the current time step in the whole time stepdy#gaediaflate.
JNG: | if the current time step ig, then the bid actions of the last time step and the
time step before the last time step are denotdd, asandb,,_», respectively.
JudgeS, which is the amount db,,_; + bp_».
S=0/1<S<7/8<S<1516<S<20.

JN7: | judge which one is biggeb,_1 or b,
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Figure 4.2: Nodes transition

Take the bold line shown in Figd.1, we can see from Fig4.2 that when the node
transition moves to dN, the judgment function odN judges the auction situation
and choose one of the branches of it. When the node transitawes to aPN, the
corresponding bid action of time stévill be done, then the node transition keeps on
moving until the nexPN for the bid action of time step+1.

The basic evolutionary flowchart of GNP-based agent in MR&Ahown in Fig.
4.3. In the training phase, GNP-based agent and other agentsedauttion round
processes in MREA in each generation like the Auctionpart in Fig. 4.3 After
every individual has done the process, GNP-based agenesal the next generation

for better GNP structure until the last generation. One FMREA for each individual
is shown as Fig4.4.

4.2.3 Kinds of Nodes

7 kinds of judgment nodes and 11 kinds of processing nodeseavty proposed
for MREA. The JNs are proposed based on the auction situations needed t®, judg
while PNs correspond to the bid actions. 7 kindsJds judge the situations based on
the auction information, such as the current good on the@audhe length of the cur-
rent auction, the relation between the current price andtagrivate price, the agent
attitude to goods, the position of the current time step ewinole time steps, price
increasing amount, price increase speed and so on. Meanwhikinds ofPNs rep-
resent 11 dferent bid actions that increase the current bid price fdy 2y - - - /9/10,
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respectively. There are two special cases: if the agent mloiesant to submit a bid,
which means it wants to stay at the current price, we treatddse as submitting a bid
equal to 0 to the current price; if the agent quits from theenirauction, it does not
need to submit a bid to this auction any more.

The proposed Judgment Nodgd\§) are shown in Tablet. 1

4.2.4 Fitness function

The fitness functiorfritnesgi) of individuali is composed of(i), f,(i) and fa(i),
which are denoted as the fitness values of the goods obtaitledwee diferent atti-
tudes. It is easily understood that minus P indicates the profit the agent obtains,
and we use an additional value £ Pg) to calculate the fitness. This is because we
consider the cases where an agent can finally buy goods yxatileir private prices,
which means the profit is 0, and an agent can buy no good, whegnathe profit is
also 0. So, in order to distinguish the agents that could lmaylg from the agents who
failed to buy goods, we add the term @#: Pg to make sure that the agents winning
goods have a higher fitness. Moreover, we sé&edknt weightsd;, w, andws) of
the fitness for dterent attitudes. Because the goods wlitisperate aspiratioattitude
should be evaluated highly, so we set a higher weighdésperate aspiratioattitude
to encourage the agent to make magbrs for the goods. For the same reason, we set
a lower weight for théooking for a bargainattitude.

Fitnesgi) = wy X f1(i) + wa X fa(i) + w3 x fa(i), (4.1)
f1(i) = ngl (PP — PE() + @« FS), (4.2)
fo(i) = ZG (PP — PE() + @+ FS), (4.3)
4eG:
fo(i) = ZG (PE(i) - PE(i) + a * PS), (4.4)
4G

where,

e i: individual number of the GNP-based agent.
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G;: set of siffixes of goods the GNP-based agent wanted with desperata-aspir
tion and finally gained.

G,: set of siffixes of goods the GNP-based agent wanted with both desperate
and looking for a bargain attitudes and finally gained.

Gs: set of siffixes of goods the GNP-based agent wanted with looking for a
bargain and finally gained.

Pg (i): private price of good by agent.

P (i): final buy price of good by agent.

Pg: common price of good.

w1, w2 andws: the weight corresponding to three attitudes,> w, > ws.

«: control factor.

In summary, the GNP-based agent uses GNP structure fondateg his bidding
strategy. After judging the relevant information, GNP4xsgent takes the bid ac-
tion according to its own GNP structure. After all auctiommds of MREA finish,
GNP-based agent evaluates the performance of GNP indigithyausing the fitness
function, select the better ones and use them to generaténdexiduals for the next
generation by mutation and crossover operations.

4.3

Simulations and Analysis

The simulations are done and extended base@dn [

4.3.1 Comparison of the Proposed GNP strategy with Converdnal

GNP strategy

In this subsection, the proposed new GNP strategy (ProGsiBdmpared with
the conventional GNP strategy (ConGNHR|. The features of the new strategy are
explicitly revealed by this comparison.

(Assumption for GOODs
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Table 4.2: Parameters Setting

Items Value
Number of Goods 10
Number of Training environment 50
Number of Testing environment 10
Number of Agents 3-10, 3-7
Generation 500
Population Size 200
—Elite 10
—Crossover 80
—NMutation 80
—Randomly Generated 30
Selection upper 30%
Crossover Rate 0.1
Mutation Rate 0.3
Node

—Judgment Node 100
—Processing Node 55
—Start Node 1

There are 10 goods in one environment of MREA, so there arenyidh auctions
which should be done good by good orderly. They have preyasdiditerent length
of time steps which are distributed from 30 to 100 time stdpthe auction reaches
the closing time step, the agent whichiers the highest price wins the good, and the
auction for the next good starts. Also, each good hagtardnt common price which
is randomly generated from 50 to 200. After the initialinatiall these values are fixed
during the whole bidding procedure.

(Assumption for AGENT)s

There are 3 dierent agents participating in the auctions to compete waithe
other. All of them want to bid for all the 10 goods. Agent’svatie prices for goods are
distributed from 85% to 115% of the common prices of the goddso, the attitude
of each agent, like desperate for the good, looking for adargnd the combination
of the two, is randomly generated for each good.

(Assumption for PROCESS
We only focus on the performance of Agent No. 1 of ConGNP andGRIP in the
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following two simulations{A) The ConGNP strategy is assigned to agent No. 1, and
the other 2 agents also use ConGNP stratégyThe ProGNP strategy is assigned to
agent No. 1, and the other 2 agents use ConGNP strategy.

In the training phase, in both simulations, these 3 agentee&loo-evolution for 10
generations first, then only agent No. 1 using ConGNP evalpds 1000 generations
in simulationA, while agent No. 1 using ProGNP evolves up to 500 generations
simulationB.

Each environment has 10 auctions, and 3tedent environments are used for train-
ing GNP individuals, which means there are 500 auction reukar all the environ-
ments, the common prices of the goods aréedent from each other. The specific
parameters used in the simulations are shown in TaBlg, except the number of
agents is only 3.

Table 4.3: Comparison of Averaged Number of Goods ObtairfeBamnGNP and
ProGNP

| ALL | DE | Both| DB
(A) ConGNP| 8.125 | 7.980 | 8.225 | 8.160
(B) ProGNP | 8.475 | 9.040 | 8.260 | 7.970

In the testing, i.e., the generalization phase, the bestithdal of agent No. 1
in the training phase compete with the same other agentsedsaihing phase in 10
new environments éierent from the 50 environments in the training phase. Each
simulation runs 5 times and all the results are the averagdtgeover 5 runs in 10
environments.

The averag&lumber of Goods(NoG)f agent No. 1 over 10 éferent testing auc-
tion environments in simulatioA andB are compared in Tablel.3. ALL means the
NoG for all the wanted good®E means the NoG for the wanted goods with Desper-
ate attitude, whileBothandDB means the NoG for the wanted goods with other two
attitudes, respectively.

It can be found from Table4.3 that the proposed new GNP strategy outperforms
the conventional GNP strategy in terms of the number of gobtisined. Additionally,
because the new GNP strategy considers the attitude faarmighe fitness function
guides the agent to give more importance to the wanted gould®wesperate attitude,
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so the NoG ofDesperateis the highest. On the other hand, the NoG of ConGNP
does not reveal such a phenomenon as ProGNP because Con@slRad@onsider
the attitude factors.

4.3.2 Comparison of the Proposed GNP Strategy with Non GNP-
based Strategy

In this subsection, the proposed GNP strategy is compargdNan GNP-based
bidding strategy described in section 2.2.2 in order to nthkeadvantages of the pro-
posed method clear.

(Assumption for GOODs
It is the same as the assumption described in section 4.3.1.

(Assumption for AGENT)s

It is also the same as the assumption described in sectioh, £&ept that one
GNP-based agent, and other severfiedent Non GNP-based agents participate in the
auctions.

(Assumption for PROCESS

Only agent No. 1 has the GNP based evolving strategy. As weiomenl, after all
the individuals finish théo Auctionpart in Fig. 4.3 the GNP-based agent does the
genetic operations and evolves to the next generation.

In the training phase, agent No. 1 based on the GNP strateggetes with other
agents based on their handcraft strategies for 500 gemesatEach MREA environ-
ment has 10 auctions, and 5@fdrent MREA environments are used for training GNP
individuals. In all the environments, the common priceefgoods are éierent from
each other.

The specific parameters used in the simulations are showabile #.2 Moreover,
the parameters in the fitness function are setvat= 1.1, w, = 1.0, w3 = 0.9 anda =
0.2.

In the testing, 10 new MREA environmentdtdrent from the 50 environments
in the training phase are used for testing the best individiagent No. 1. Each
simulation runs 5 times and all the results are the averagdtseover 5 runs in 10
environments.

The parameters used for tN®n-GNP based strategye shown in Tabld.4.
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Table 4.4: Parameters Setting for non-GNP-based Agents

ltems Value
Kdb 0.3
Bdb 0.3
Kde 0.7
Bde 5
Kt 0.6
Brt 4
2 tactics combination wWdb=wde=wyt=0.5

3 tactinc combination wgp=wye=0.25, wt=0.5

(General Casg

In this case, all the agents’ private prices of the goods etratsdbetween 85% and
115% of their common price. This setting allows each agehtte a higher or lower
private price than others. The GNP-based agent, i.e., &g@ntl and the handcraft
strategy based agents are compared in Bid, in terms of the average Number of
Goods(NoG) obtained over 10 diierent testing auction environments under various
numbers of participating agents.

It can be seen from Figd.5that when a small number of agents are participating
in the auction, agent No. 1 can perform very well and achiegbdr NoG than the
agents using the strategy proposeddd][ where agent No. 1 is the GNP-based agent
and the other agents are the Non GNP-based (handcrafggtrabsed agents. This
can be explained by the features of the GNP-based agentt ANlgerl can analyze the
others’ bidding strategies and evolve to find the winningtstyy using the information
on many situations of the auction. Meanwhile, we can alsdreeeFig. 4.5that agent
No. 1 can get more goods compared with other agents in mdigyeht environments.
Furthermore, from each testing run, the average number @dsfdoG) obtained by
Non-GNP strategy is compared with the number of goods obtidny GNP strategy.
As is shown in Tabl&.5, the p values of the t-test (two-tailed) show there are statisti-
cally significant diferences between the GNP-bidding strategy and Non-GNRgyrat
(at 5% significant level).

However, it can be found from Figt.5(i) that theNoG of agent No. 1 decreases
as more agents participate in the auctions. This is becatise is only a small num-
ber of Non GNP-based agents participating in the auctiogsntaNo. 1 can find the
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appropriate bidding price at each time step more easily. l@rother hand, as more
opponents participate in the auction, the time complexityspace complexity for evo-
lution increase, and also the environments turn to be margboated because agent
No. 1 have to consider all the bids from others, which leadsdise performances of
agent No. 1.

(Poorest Casge

Different from the general case that randomly generate thet@riveces, in this
case, the private price of agent No. 1 is set at the lowestdcn good, and the private
prices of other agents are determined in such a way thaPt®&ecome higher as the
agentid number becomes larger. For example, if there are 4 agewts thie private
prices of No. 1 agent to No. 4 agent may be: 88, 93, 102 and I0®&dogood with
common price of 100.

Fig. 4.6 shows the averaghoG of each agent over 10 filerent testing auction
environments. We can see from these figures that when the etunfilparticipating
agents is only 3, agent No. 1 can still achieve a good perfocen@&ven if it has the
least money. But, agent No. 1 can not get the highest NoG wieenumber of the
participating agents is getting larger. When there are 8rdgents in the auction, the
difference of the private prices between agent No. 1 and the uasbered agent is
not so large, but when there are more agents in the auctiewlifference between the
lowest and highest private prices become larger. But, tifoymeance of agent No.
1 is reasonably well under these unfair situations. Evendghagent No. 1 can not
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Figure 4.7: Fitness values of 6 simulations
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be the winner, it can defeat some other agents except thadasbered agent with
the most money. Also, Tabk.6 gives thep values of the t-test (two-tailed) between
the GNP-bidding strategy and Non-GNP strategy. From eatimtgerun, the averaged
number of goodsoG) which are obtained by Non-GNP strategy is compared with the
number of goods obtained by GNP strategy. Phealues show there are statistically
significant diterences between the GNP-bidding strategy and Non-GNP basdidg
strategy (at 5% significant level).

Additionally, Fig. 4.7 gives the fitness curves of the GNP-based agent in the train-
ing phase of 6 selected simulations(General Case 3,5, Pa@mest Case 3,5,7), which
shows the GNP-based agent’s ability of evolution.

4.4 Conclusions

The proposed method of applying GNP to auction agents deesgjood guidance
for the intelligent auction systems. GNP-based agent mialessible to bid a price
using its gene structure, which is more flexible for variousten situations compared
to the non-GNP based strategies due to the evolutionamyresaof GNP.

It has been clarified that the GNP-based agent is more contgéen the agents
based on the mathematical functions when it is needed tael@dnat price to bid at
each time step. Even when GNP-based agent has the least,naaystill perform
fairly well.
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3 agents

Table 4.5: The t-test (p value) results of GNP and Non-GNReimegal case

GNP

Non-GNP

average NoG
(standard deviation

7.460
(0.45)

1.270
(0.22)

t-test(p-value)

3.26x 107°

4 agents

GNP

Non-GNP

average NoG
(standard deviation

5.750
(0.42)

1.416
(0.14)

t-test(p-value)

1.83x10°%

5 agents

GNP

Non-GNP

average NoG
(standard deviation

4508
(0.06)

1.376
(0.02)

t-test(p-value)

6.14x 1071

6 agents

GNP

Non-GNP

average NoG
(standard deviation

3.900
(0.52)

1.220
(0.10)

t-test(p-value)

3.61x10°

7 agents

GNP

Non-GNP

average NoG
(standard deviation

3.180
(0.09)

1.136
(0.01)

t-test(p-value)

201x 101

8 agents

GNP

Non-GNP

average NoG
(standard deviation

2.800
(0.19)

1.028
(0.03)

t-test(p-value)

3.32x 1078

9 agents

GNP

Non-GNP

average NoG
(standard deviation

2.449
(0.07)

0.943
(0.01)

t-test(p-value)

4.43x 1071

10 agents

GNP

Non-GNP

average NoG
(standard deviation

2.201
(0.09)

0.866
(0.01)

t-test(p-value)

5.82x 10710
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Table 4.6: The t-test (p value) results of GNP and Non-GNPowrest case

3 agents

GNP | Non-GNP
average NoG 5.104 2.448

(standard deviation) (0.30) (0.15)
t-test(p-value) 90.73x 1078

4 agents

GNP | Non-GNP
average NoG 3.994 2.069

(standard deviation) (0.20) (0.18)
t-test(p-value) 2.32x 1077

5 agents

GNP | Non-GNP
average NoG 3.026 1.744

(standard deviation) (0.19) (0.05)
t-test(p-value) 473x 1077

6 agents

GNP | Non-GNP
average NoG 1.990 1.602

(standard deviation) (0.11) (0.02)
t-test(p-value) 6.89x 107°

7 agents

GNP | Non-GNP
average NoG 1.636 1.394

(standard deviation) (0.09) (0.02)
t-test(p-value) 3.99x 104
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Chapter 5

Bidding Strategy Acquisition with
Heuristic Rules for CDA using GNP

5.1 Introduction

After the ability of GNP for guiding auction agent has beeoved in MREA, this
chapter aims to developing the bidding strategy for CDA g&aNP B82; 83)].

5.1.1 Motivation

As introduced in chapter 2.8 ontinuous Double AuctiofCDA) permits multiple
sellers and multiple buyers to update their asks and bidsighr the trading period
continuously. Its popularity is due to its operational shitify and expediency in both
of the two trading sides. It is valued as a significant e-conamenarket mechanism
because it can reflect and reserve the very basis of econdmyewuhe real-time inter-
actions occur between sellers and buyers, and it has theoedinary expansibility in
different domains. Thus, it is a free and highly responsive Bystéhich can exploits
the dynamics of the market and balance demand and sufijaiestly.

Given its prominence and importance, and also the big ingr@ant of autonomous
software agents as well as e-commerce, the bidding stestégi agents in CDAs at-
tract lots of attention. As introduced in chapter 2.3.3ha@ligh most of the existing
approaches consider many factors of the auctions and useaotoelief and specific
rules to guide the agents’ bidding behaviors, they have shrodages. ZI-C, ZI-U and
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GD pay no attention to adaptability. CP and ZIP focus on adafitty only using the
last auction information. In order to be more intelligentldo overcome the shortages
of the above strategies in CDA, Genetic Network Programnf@yP) with Rectify
Nodes (RNs) has been applied and combined with the propcsadsstic rules for
the CDA bidding strategy in this chapter (GNP-RN strategyNP-RN is developed
aiming to guide the agent to be competitive unddfedent environment conditions,
and maximize the agent’s profit without losing chances faditig. RNs are used for
bringing more flexible and various options for bidding acntahoices.

5.1.2 Major points

e The basic judgments and processing functions, which areces|y suited for
the GNP-RN bidding strategy, are designed in the proposedtiade This is
because the specific judgment nodes and processing noddd sleodesigned
according to the requirement of each task. The judgmentaued in JNs should
be able to judge the current environment information, aectiocessing actions
contained in PNs should be able to represent the suitabtmadbr the current
environment.

e The heuristic algorithms implemented in the GNP-RN biddatgategy have
been also proposed referring to the related research im toggovide suitable
and competitive potential options for bidding actions weasonable number of
processing nodes.

e RN is an extended node to the basic concept of GNP. RNs wosthegwith
PNs for more flexible and various bidding options avoiding teany number
of processing nodes. Based on the heuristic knowledge, BNRgent can use
its structure to judge many kinds of information from the oimg auctions, and
make suitable ask and bid decisions according to the judgresults.

e From the simulation results, it can be found that when therenment con-
tains CDAs with multiple buyers and sellers who want to trdifierent amount
of goods, in other words, when the environment is complaia@\NP-RN can
outperform other strategies. Without knowing which infation is more impor-
tant or what kinds of combinations of information are morefuk the GNP-RN
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agent can automatically find the most useful judgment fonstand get the gen-
eralized best strategy, which can deal with the whole CDA&enment gener-

ation by generation. The simulation results also show thataigent can deal
with various situations very well, since several situasiohdifferent supply and

demand pairs are studied, and GNP-RN performed best ineadlithations. It is

possible for the agent to choose the pertinent solution fertain situation as
the GNP-RN structure is systematically built from the evioloary process.

In section 5.2, the GNP-RN bidding strategy is introducedetail. Section 5.3
gives the simulations for comparing and studying the pred@dSNP-RN strategy with
basic GNP strategy, ZI-C, ZI-U, CP and GD strategy, and tkelte are analyzed.
Section 5.4 concludes this chapter.

5.2 GNP-RN: Bidding Strategy developed by GNP

5.2.1 Overview of GNP-RN bidding strategy for CDA

We studied applying GNP to develop bidding strategy for MRRhich revealed
the dfectiveness of GNP on guiding bidders’ behavi@gs[80; 84]. Based on these
previous research, this chapter studies the GNP-RN bidstiagegy for CDA using
GNP with rectify nodes (RNs) and heuristic rules. The RNscambined with PNs
intending to provide more potential bidding options. Theistics based on com-
mon believes are employed to help GNP-RN to make suitableamgetitive bidding
decisions with using history information.

5.2.1.1 Overview of GNP-RN structure

As Fig. 5.1illustrates, the left part shows an overview of a CDA processl the
right part shows an example of GNP-RN bidding structure.

The GNP-RN auction agent has a population composed of maidoals repre-
senting potential bidding strategies. In GNP-RN structtirere are 4 kinds of nodes:
a start nodeJNs PNsandRNs The connections ad N srepresent strategic logics
of judging the auction environment, whilN scombined withRN sindicate diferent
askbid actions.
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Figure 5.1: GNP structure for CDA

When an auction starts, firstly, the auction agent collegtsian information and
bidder information. Then, combined with the heuristic sjI&ENP-RN uses these in-
formation to judge the current bidding situation. Accoglin the judgment results, its
corresponding branch is taken. When the transition fddwsreaches ®N, its corre-
sponding action will be executed after it is adjusted by thenectedRN. Therefore,
different judgment results lead toffdirent bidding decisions, so the agent can make
the real-time responses to the changing auction envirotsmen

Generally speaking, as Fi@.3 shows, considering the features of CDA, the fol-
lowing information will be collected and judged by GNP-RN:

e the agent’s owrP"s of the goods

the total number of goods the agent wants to traxid i)

the time steps of the current auctidin (

the currentoa and ob including the previou®as andobs of the pasL's time
steps, wherd's is the number of time steps stored in the current round hyistor

the PFs of the past., successful transactions

Compared to the GNP structure in our previous reseatghd0], RNs are added.
As shown in Fig.5.1, eachPN is connected to &N. Although everyPN contains
a pre-decided heuristic function usiiy, P, PT, PF, oa andob to determine the
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Figure 5.2: Genetic operators

ask or bid prices without increasing too many new kind®bffs the price calculated
from the function inPN could be modified by adding a small priéevhich is positive,
negative or zero irRN to make more flexible bidding strategies. More specifically,
there are several kinds &N scontaining diferent price ofs, so thePNs contain-
ing the same heuristic function have the possibility to @mtrto diferent kinds of
RNs which makes it possible to obtainftéirent ask or bid prices even under the same
heuristic function. Moreover, oneN connects to on®&N, and eactRN has no out-
going branches. After the bidding action BN has been modified bRRN, the node
transition continues from the curreBN. RN brings the variety and flexibility to the
bidding actions without using a large numbemRii 5 and finally the most appropriate
combination ofPN andRN could be obtained through the evolution.

As described before, the connections amdigis PNsandRNsare determined
by the genetic operations of GNP evolution. The rank selads used to select the
better individuals in the current generation. Uniform s@ger and uniform mutation
are used to generate th&gspring for the next generation. Figh.2 gives a simple
example of genetic operators for GNP-RN. In the crossowerparents can exchange
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the corresponding parts with each other under a certain wdtge in the mutation,
each parent can mutate a part of itself under a certain rate.

5.2.1.2 Overview of Heuristic Rules

The proposed heuristics are derived based on the commavéeslfi8; 65; 71].
The outline of the proposed heuristics is as follows:

e If a seller does trade frequently, then it will submit a na@ska little bit higher
than the previou®F in order to gain more profit by selling at a higher price. On
the opposite, if the seller does not do trade so frequeritdn it is willing to
submit a lowerskfor the good even equal to i to sell the good rather than
no trade at all.

e Similarly, if a buyer does trade so frequently, then it wilbsnit a newbid a little
bit lower than the previouB" in order to gain more profit by buying at a lower
price. If the buyer does not do trade so frequently, thenwtiiéng to submit a
higherbid for the good even equal to i to buy the good rather than no trade
at all.

The above implemented in the bidding strategy developed G explained in
more detail in section 3.3 and 3.4. By using the heuristhes piasic priceR®) and the
target price P") for GNP-RN agents are determingef andP' are used for guiding
the bidding price and making bidding at the competitiveg@raickly in each round.

Definition 4. A basic price (PB) is the starting price for the agent toward to the
ongoing good in the current round.

For a sellerP® = oy x PP, wherea; € (1,1.5). For a buyerP? = a, x P?, where
as € (0,1.0). PBs are set like this because a seller is willing to sell a goatgher
price than his owrP® at the very beginning of an auction, while a buyer is willing t
buy a good at a lower price than his oWwfi in order to make some profits. A simple
example of the relation betwe&?® andPF is shown in5.1

Definition 5. A target price (P") is the expected price for the agent to make a
transaction in the current round.

Similarly, each agent hasR for the current good in each round by the relation
betweerP” andP' shown in5.1, which is relative to it” under the assumption that
all the agents want to make some profit margins from the tcdiose (48]. Initially, for
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asellerPT is a little bit higher than hi®F, i.e.,PT = (1 + a3) x PP, wherea; € (0, 0.1),
while for a buyer,PT is a little bit lower than hiF, i.e., PT = (1 - a4) x PP, where
ay € (0,0.1). Apparently, if an agent sets its profit margin at too low ealuit may
lose some possible profits. Nevertheless, if the agenttsgbsafit margin at too high
values, it will lose the chances to do the trade. Bowill be modified through CDA
period in the proposed strategy in order to do the appraptratde with the maximal
profit in the proposed method.

To sum up, the bidding strategy developed by GNP can be siagdgribed as
follows:

e Initialize the GNP population.

e At the beginning of each round, each individual firstly cortgsua basic price
(PB) and a target priceR(" ) based on the knowledge and the relevant environment
information introduced above.

e Then, at each time step, the node transition will finally tarthe PN according
to the judgment results and make the corresponding bidraictiBN.

e Repeat the above step until the current round ends.

o UpdateP® of the next good based ¢¥. UpdateP'™ based on the relevant history
information. Then, the next round starts.

e When the CDA process is finished, all the individuals’ perfances are evalu-
ated by the gained profit, then genetic operations are dartedégopulation of
the next generation.

Additionally, the important terms used are summarized indeb.1

5.2.2 Bidding Strategy for Sellers

Based on the overview of GNP-RN, this section will introdtlee proposed heuris-
tic algorithms for the bidding strategy for sellers in det8uppose that CDA is in the
r th round and the current time steptisGNP-RN selleri, who wants to selINUM
goods and has already saldmgoods, is willing to sell good (n = num+ 1), andPP
of this good for seller is cj,.
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Table 5.1: Important Terms

PP private price of a good the agent PB  basic price for the agent to start
wants to trade from
Cin PP of goodg, selleri wants to sell PT target price which gives a profit
margin for the agent
Vin PP of goodg, buyeri wants to buy L' anumber of time steps recorded for
judgments
oa outstanding (lowest) ask at time L, anumber of rounds recorded for
stept updatingP"
obf outstanding (highest) bid at time R; anumber of rounds recorded for
stept judgments
05 the lastoain rth round a1, az, as, aq four independent real numbers for
calculatingP® andPT
ob.  thelastobin rth round B1, B2, B3, Ba  fourindependent small prices for
updatingP"
F* the final traded price in theh vs b two small prices for bid actions
round
ng the final traded price of googl 6s small prices contained inféerent
RNs

Vstep  the smallest valid bidding price

First of all, as shown in Fig5.1, at the beginning of theth round, the seller'$®
andPT for the ongoing good should be calculated using the healisgiics based on
the common believes described in section 3.2.

When a round begins,

e PBis given by:
PB = a1 X Cjp, (5-1)

where,a; € (1,1.5) as introduced before.
e PT for selling the good is given by:

(whenr=1)
PT = (1+ as) X Cp, (5.2)

where,az € (0,0.1) as introduced before.

(when r> 1)

(A) if a transaction occurred in threl th round,
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— if the successful seller in thel th round is seller,

num

PT =P +B1X s NUM

(5.3)
whereS;1 € (10X Vsiep 50X Ve and PrFLl is the traded final price inr1th
round. P is updated using this formula because if sellean sell a good
at the price oPrF'l, then he knows that the buyer side can accept this price
and he will try to make more profit than the current round byeasing the
price. The increased price is related to the number of thair@ng goods

to trade. If there are still many goods needed to trade, tier seuld take

a cautious attitude and add just a little bitRD, to ensure that he can still
do the trade. On the other hand, if the seller has sold mangad only

a few goods are left, it means the seller traded frequentlyl@atv price, so

he can take an aggressive attitude and try to add a large teaRje, .

— else
= ma>(— PR (1+as) x Cn), (5.4)

Ll rsel,

where,rs € L,, L, is the set of sfiixes of rounds in which the successful
transaction occurred in the past. This formula is set bexatithe follow-
ing reason: If seller is not the successful seller in tihe- 1 th round, he
knows that the trade can be dealt with at the pric®of, and he would
rather do the trade, so selliewould not increas®;”,, but refer toP"s in
the pastsrounds and take the average of these prices as an optione¢cho
Because sellers always want to sell at a high priceR's@s decided to be
the larger value of the averaged price from the history miation and the

basicP' derived fromc;,.

(B) if there was no transaction in tmel th round,

num

NG ) (5.5)

P = max0a_1—fB2x (1-

where,; € (10X Vsiep 50 X Vgiep) @andoa_; is theoa of ther-1 th round. PT
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is updated using this formula because if no one can sell a,gadnidh means no
buyer is willing to accept the price of, it shows that the price maybe too high
to be accepted. Then, sellewill try to decreaseP! to earn the chance to sell a
good by losing some potential profits. For the same reasoreasemtioned in
(A), the decreased price should be related to the numbeeakthaining goods
to trade. If the seller still has many goods to trade, he vétiréasd®™ by a bit

to be more competitive. Contrarily, if there is only a few gedeft, selleii can
save some profits by maintainirg_; as a candidate d?’. Because sellers
always want to sell at a high price, B0 is decided to be the larger value of the
price obtained based @a _; and the basi®" derived fromc;,.

Table 5.2: 10 Kinds of Judgment Nodes for GNP-RN Seller

JN1g: | Selleri sold a good in the last round?

IN2s: | §gw =1or>050r<05

JN3s: | Theaskselleri submitted is th@ain the last time step?

IN4g | % >050r<05

IN5s: | + €(0,1/3] or (1/3,2/3] or (2/3,1]

JN6g: | od is closer toPB, or closer toPT but still lager tharPT, or smaller tharPT

JIN7s: | ol is smaller tharci,, or lager tharc;, but closer taci,, or lager tharcy, but
closer toPT, or lager tharPT

IN8s: | 0od™2 —od™1 > (PB - PT)/2, or< (P® - PT)/2

IN9s: | Ts [0, xRy)or [3 xRy, < £xRy) or [§ xRy, 1].

JN10s: | cin is low, or middle, or high, according to the price range ofdloeds in the
market.

where, the number of the time steps that selrbmittedoain the pasiL's time steps is
denoted byN22, theoa of the current time stepis denoted bya' and theob of the current
time stept is denoted byb', and in the pagR; rounds, the number of the agent’s successful
transactions is denoted Ay

According to the features of CDA, 10 ftkrent kinds of judgment functions of
JNs for GNP-RN seller are proposed. The items considereddeclog, ob, P&, PT,
cin, PTs, the current time step the relation among the above prices and the relation
betweemumandNU M. Suppose that CDA is in theth round and the current time
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Table 5.3: 7 Kinds of Processing Nodes for Seller

PN1g: ask the currentb
PN2s: ask the currentb + yg
PN3g: ask the lasP" + ys
PN4q: ask the currenba- yq
PNb5g: stay. make no newsk
PNG6s: askPT.

PN7s: askPT + ys

Here,ys is a small price in the set ¢Vsiep 2 X Vsiep 3 X Vsiep. ¥s is et like this
because GNP-RN is supposed to imitate the behavior in thdifeedn the real-life
auction, if the bidders want to submit a price little highteairh the currenab or little
lower than the currerda, most of them might change the curreator ob by the
smallest valid bidding price. So, the valueygfis set according to the current private
price range and the smallest valid bidding price.

step ist. GNP-RN selleii, who wants to selNUM goods and has already sotdm
goods, is willing to sell good (n = num+ 1), andP of this good for selleris ¢,,. So,
the judgments the seller can use to judge the CDAs informatie shown in Table.
52

7 different kinds of bidding actions ¢fNs for GNP-RN seller are also proposed.
So, the GNP-RN seller can submit theask according to the following 7 potential
bidding actions in Tables.3at each time step.

The finalaskprice submitted by sellaris obtained by the result dN with the
¢ adjustment in the connect@&N. Generally speaking, suppose there Rnkinds of
RN s because each kind &N shave the possibility to connect to each kindRiNl s
so for one kind oPN which contains one kind of bidding action, the potentialdind)
options it can provide will be increased Rninstead of 1 by connecting f&nskinds
of RN's These 7 kinds of bidding actions provide various and flexibtiding options
to the agent by usin@N s that is, the agent can bid toward® gradually, and also
can bid atob, at the price close tobor atP™ and so on.

7 differents values, that iS7-3 X Vstep, =2 X Vsiep =1 X Vstep 0, Vstep 2 X Vgtepand
3 X Vgepare assigned to 7 flerent kinds oRNs, respectively.

What kinds of information should be judged and which actioowd be taken are
determined by the node transition of the GNP individual.
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5.2.3 Bidding Strategy for Buyers

The heuristic algorithms for the bidding strategy for bsyare almost the same as
the ones of sellers.

Similarly, suppose that CDA is in theth round, and the current time steptis
GNP-based buyerwho wants to buplNU M goods and has already bouglitmgoods,
is willing to buy goodn.

For the first time step,

e PBis given by:
PB = a, X Vip, (5.6)

where,a, € (0, 1.0).

e PT for buying the good is given by:
(whenr=1)
= (1 - @4) X Vin, (5.7)

whereay4 € (0,0.1).

(when r> 1)

(A) if a transaction occurred in threl th round,

— if the successful buyer in thel th round is buyer,

num

PT =P,
~P X Qqum

(5.8)

where B3 € (10 X Vsiep 50 X Vgiep) and PrFil is the traded final price in-1
th round.

— else
= mm(— D7 PR (1-aa) x Vi), (5.9)

L+l rsel,

The meaning of the parameters is the same as the ones in lérepset.
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(B) if there was no transaction in tmel th round,

PT = minoby 1 + i x (1= <5, vi). (5.10)

where 8, € (10X Vsep 50X Vsiep) andob = is theob of ther-1 th round.

Eq. 6.6), (5.7), (5.9), (5.9 and 6.10 correspond to Eq.5(1), (5.2, (5.3), (5.4 and
(5.9), respectively. The reason why these formula are used issita the seller side
except the logics are in the opposite direction.

10 different kinds of judgment functions diNs for GNP-RN buyer are also pro-
posed. Suppose that CDA is in théh round and the current time steptisGNP-RN
buyeri, who wants to bupNU M goods and has already boughimgoods, is willing
to buy goodn (n = num+1), andP® of this good for buyer is vi,. So, the judgments
the buyer can use to judge the CDAs information are shownleTa.4.

Table 5.4: 10 Kinds of Judgment Nodes for GNP-RN Buyer

JN1,: | Buyeri bought a good in the last round?
IN2y: | qum =1or=050r<05
JN3y: | Thebid buyeri submitted is theb in the last time step?

ob

IN4y: | T >050r<05

JN5p: % € (0,1/3] or (1/3,2/3] or (2/3, 1].

JN6y: | ol is closer toPB, or closer toPT but still lower thanPT, or larger tharPT.
JIN7,: | od is higher tharv,, or lower tharvi, but closer tov,, or lower tharvi, but
closer toP", or lower thanP"

IN8,: | obt —ob=? > (PT - PB)/2, or< (PT — PB)/2

ING,: | Tse[0,3xRy)or[2 xRy, < % xRy)or[Z xRy, 1].

JN10Oy: | vin is low, or middle, or high, according to the price range ofdgloeds in the
market.

where, the number of the time steps that buyarbmittedobin the past'® time steps is
denoted byN3P.

7 different kinds of bidding actions &Ns for GNP-RN buyer are also proposed
as shown in Tables.5.
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Table 5.5: 7 Kinds of Processing Nodes for Buyer

PN1: bid the currenba
PN2y: bid the currenba- yy
PN3y: bid the lastP® -y,
PN4y,: bid the currenbb + vy
PNb5y: stay. make no newid.
PNG6y,: bid PT.

PN7y: bid PT - Yb

Here,yy, is a small price ags.

7 different kinds oRNs for GNP-RN buyer are set like tiNs for GNP-RN seller.
In the same way as the seller case, the fimdlprice submitted by buyeris obtained
by the result oPN with the§ adjustment in the connect&N.

5.2.4 Fitness Function for Agents

When the CDA process is done, each GNP individual is evaiulagethe fitness
function. The fitness is calculated by the profit gained byitigévidual, which is the
most common and classical way to evaluate the agent perfaaria the literature.

For seller individual, the profit in CDA process is calculated Egeeis (ng — Cig),
where,G? is the set of sfiixes of goods seller individualsold andPy? is the final
price of goodg. For buyer individual, the profit in CDA process is calculated by
Digec (Vig — PgF‘-’), where,G? is the set of sfiixes of goods buyer individualbought.
The way to calculate the profit as the fithess value is the nmahwon and classical
way to evaluate the agent performance in the literature.ifdieidual with the highest
profit will survive to the next generation, while the otheraker ones will have the
genetic operations for creating new candidates for theratstrategy.

5.3 Simulations

We compared the proposed GNP-RN method with ZI-U, ZI-C, GB @R strate-
gies, which are the most cited and commonly adopted stegtegithe literature of
CDAs.
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Table 5.6: Parameters Setting

Items Value
Number{\) of Goods() 20t0 80 (5x 4 to 5% 16)

N of Agents 5 sellers, 5 buyers
N of G Agents Wants to Trade from4to 16
N of Training Environment 30
N of Testing Environment 10
N of Time Steps in One Round 100
PP range for sellers (1.0, 2.5)
PP range for buyers (2.0, 3.5)
Vstep 0.01
ay, 2, a3, 4 1.5, 0.5, 0.05, 0.05
B1, B2, B3, Ba 0.1,0.3,0.1,0.3
L, L, Ry 53,6
Generation 300
Population Size 200
—Elite (survived from last generation) 10
—Generated by Crossover 80
—Generated by Mutation 80
—Generated Randomly 30
Selection upper 30%
Crossover Rate 0.1
Mutation Rate 0.3
Node

—Judgment Node 50
—Processing Node 15
—Rectify Node 15
—Start Node 1

5.3.1 Basic Study

3 groups of simulations are carried out: 1) The first group sampare the perfor-
mance of GNP-RN agent and the other agents adopting otheatégies when all the
agents on the other side use the same strategy; 2) In ordemipase the performance
of GNP-RN with conventional GNP in CDAs, the second groupthesame setting as
the first group, except the GNP-based agent uses the coonah@NP strategy with-
out RNs. The profits obtained by GNP agent are compared to the pobiitsned by
GNP-RN agent; 3) The third group is also designed for comgttie performance of
GNP-RN agent and the other agents adopting other 4 stratdgiethe agents on the
other side use dierent strategies. Through all the simulations, it is dertrated that
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GNP-RN agent performs more competitively and significattign the agents using
other strategies.

5.3.1.1 Simulations Setting

To evaluate the behaviors of 5 kinds of agents usifigdint strategies, the follow-
ing two cases are considered in each group of simulations:

Seller Case:One of the 5 strategies is used for one of the 5 seller agerash E
seller is assumed to have 4-16 units of goods to sell, whith ayer is assumed to
want 10 units of goods to buy. So, the supply of the CDAs is f@®r80, and the
demand is 50. The profits obtained by each seller are compared

Buyer CaseSimilarly, one of the 5 strategies is used for one of the 5 bagents.
Each buyer is assumed to want 4-16 units of goods to buy, whié seller is assumed
to have 10 units of goods to sell. So, the supply of the CDA®sahd the demand is
from 20-80. The profits obtained by each buyer are compared.

For each pair of supply and demand, 30 runs are carried outag&nt’s profit is
calculated by the averaged value over the 30 runs. In additioder this setting, in
both seller case and buyer case, the CDAs markets can expeBeonditions: supply
equals to demand, supply larger than demand and supplyesrttain demand, which
is better for studying and comparing the performance fiéent kinds of agents. For
all sellers, the range ¢¥° of each good is (1.0, 2.5), which is derived from the special
normal distribution oN(1.75, 1.00) with the data more than®and less than.Q being
omitted. For all buyers, the range Bf of each good is (2.0, 3.5), which is derived
from the special normal distributiadd(2.75, 1.00) with the data more than3and less
than 20 being omitted. These range setting for private prices ieg@mmon in the
literature for CDAs. The private price ranges used for expents usually are in the
range of (05,4.0). According to the ranges &, the smallest bidding price is@L,
so the price values contained irRNs are in the set gf0.03, -0.02, -0.01, 0.00, 0.01,
0.02, 0.03.

In each generation, GNP population has 200 individuals, @GN&-based agents
will evolve for 300 generations. There are 30 environmeatstie training and 10
for testing in order to avoid the loss of generality. In eaoki®nment,P” of each
good for each seller ané® of each good for each buyer ardtdient. All the testing
results for each kind of strategies are the total profits eflih environments. To make
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it more clear, for example, in seller case, when the currepply and demand pair
is (55, 50), which means each seller wants to sell 11 unit©otlg and buyer wants
to buy 10 units of goods, one CDA environment includes 50 dsyand there are 30
continuous CDAs environments for an agent to participatevimch means at most
50 x 30 = 1500 rounds to participate for each run. Finally, in the tpsteration, the
GNP individual that can handle these 30 CDAs best is chosdn tbe testing, and in
the testing, each kind of seller participates in 10 new afiérdint CDAs, and the total
profits obtained by each kind of seller over 10 CDAs are restbrdfter 30 runs, under
the same supply and demand condition, the averaged profitobf €eller is regarded
as this seller’s profit.

The more specific parameters used in the simulations arersimoVable.5.6. The
values ofay, ay, @z anday are 1.5, 0.5, 0.05 and 0.05, respectively, which are setbase
on the common believes, anda, are only used to determine the basic price, so they
are just simply decided according to the experience in thklife, for example, if a
buyer private price for a good is $100, it is reasonable torassthat the bidder bid
$50 at the first time steprs anda, are only used to determine the target price in the
first round of each CDA, so it is reasonable to assume thatdteeptage of the profit
margin of each bidder is 5% to their private price. Accordinghe ranges oP®, S,

B2, Bz andp, are set at 0.1, 0.3, 0.1 and 0.3, respectively. If the valuesom small,
there is little éfect for updating the target price, while if the values areltoge, the
profit becomes unstable, even gets worse because invajet faices are generated.

Table 5.7: Averaged number of rounds that agent makes théréide when supply
demand= 50

GNP | ZI-C | ZIlU | CP| GD
Sellerside | 2684 | 7.71 | 432 | 221 | 2287
Buyer side | 3384 | 585 | 116 | 222 | 2352

L', L, andR; are set to be 5, 3 and 6, respectively, because if they ardesmal
than these values, the simulation results become veryhlestahile if they are larger
than these values, the results show no obviofismince and even show worse perfor-
mances if these values get much larger.
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Table 5.8: Simulation 1: Averaged number of goods that agyesnt trade under filer-
ent conditions.

Seller Case (Demard0)

4 [ s ] e [ 7 [ 8] o] o[ uu] 2] 18] 1] 5] 16

GNP 4.00 5.00 6.00 7.00 8.00 9.00 9.99 1051 | 11.81 | 12.67 | 13.33 | 14.07 | 14.84
ZI-C 4.00 5.00 6.00 7.00 8.00 9.00 10.00 | 11.00 | 11.99 | 1295 | 13.97 | 14.85 | 14.27
ZI-U 4.00 5.00 6.00 7.00 8.00 9.00 10.00 | 11.00 | 12.00 | 13.00 | 14.00 | 15.00 | 16.00
CP 4.00 5.00 6.00 7.00 8.00 9.00 10.00 9.93 8.88 731 5.87 3.73 1.75
GD 4.00 5.00 6.00 7.00 8.00 9.00 9.72 7.40 5.30 4.07 2.90 2.35 2.57

Buyer Case (Suppi50)

4 [ s ] e [ 7 [ 8] o] o[ uu] 2] 18] 1] 5] 16

GNP 4.00 5.00 6.00 7.00 7.99 8.96 9.97 11.00 | 1195 | 1261 | 13.37 | 1413 | 12.87
ZI-C 4.00 5.00 6.00 7.00 8.00 9.00 10.00 | 11.00 | 12.00 | 13.00 | 14.00 | 14.69 | 15.97
ZI-U 4.00 5.00 6.00 7.00 8.00 9.00 10.00 | 11.00 | 12.00 | 13.00 | 14.00 | 15.00 | 16.00
CP 4.00 5.00 6.00 7.00 8.00 9.00 10.00 | 10.83 | 11.71 9.97 7.72 451 4.95
GD 4.00 5.00 6.00 7.00 8.00 9.00 10.00 6.17 2.33 1.43 0.91 0.67 0.21

5.3.1.2 Simulation 1

Simulation group 1 is conducted to evaluate the performaheach kind of agents
when all the agents on the other side use ZI-C strategy. 8@génts on the other side
are randomly bidding bidders.

Fig. 5.3shows the simulation results on how much profit each agengetoom-
peting with each others underfidirent market conditions. The results are the total
profits obtained by agents from 10 testing environmentsclwis the averaged value
over 30 runs. Tables.7 studies at which round each strategy can make the first trade,
which shows the averaged round number under the conditatnath of the traders
want to trade 10 goods as an example. Tabl8shows the average number of goods
that agents can trade on the seller side and buyer side uitteedt conditions.

From Fig.5.3, it can be found that GNP-RN strategy outperforms othetesjias
under all the simulated market conditions, no matter thglyuig more than, equals
to, or less than demand.

Fig. 5.3(a) shows that when the demand is unchanged and more thaly,singp
profit that a seller can get increases as the number of goo@dhts\wo trade increases.
This is because when the demand is more than supply, therdrada get enough
chances to make the trade because the seller side is les®iitivepso it is easier
for a seller to trade all the goods with profit, thus the ssllgrofit increases when
the number of good he wants to sell increases. SpecificalyZFU and ZI-C trader,
as Table.5.7 and Table.5.8 indicate, there is a high possibility that ZI-U and ZI-C
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accept the price at a very unreasonable level, so they ysaailtrade good faster, but
obtain less profit. CP trader has an updating rule to adapetevironment, so it can
outperform ZI-U and ZI-C, but it only use the last one rounfbimation. GD trader
relies on the history information, and since the chancertatihg is enough, GD can
perform well by using the information of the successful §ations carried out by CP,
GD and GNP-RN. For GNP-RN traders, it can perform best in fathese situations
because the evolved compact directed structure learnutii®ias adequately using
the history information and heuristic algorithms. From siaulation data, it can be
found that, when GNP-RN learns that the demand is larger shaply, in the other
words, when GNP-RN agent believes that it is ndafidilt to trade all the goods it
wants to trade, it becomes inclined to bid from the basiogpaied increase its bidding
price slowly and slightly, even keep stay action to forcedtteer side to decrease the
bidding price, that is why GNP-RN can obtained more profitttiee other strategies.
Contrarily, when the demand is unchanged and less thanyupplprofit that a
seller can get decrease as the number of good he wants toit@dases. This is
because when the demand is less than supply, the numbedofgrehances in the
market is limited, so the seller side becomes more competiind it becomes harder
for a seller to make trades. From Fig.3(a), it can be found GNP-RN is superior than
other strategies, and keeps performing very well even winergupply become much
more than demand. Specifically, for ZI-U and ZI-C trader, g3laned above, they
usually can trade good faster and obtain less profit. Thentyachances of CP and
GD are snatched by ZI-C and ZI-U, and there is less usefubtyighformation. For
GNP-RN seller, once it learns the situation, it becomesdried to accept the bid as
soon as the bid price is higher than its target price to enswan make trade in the
competitive situation, therefore, GNP-RN can trade mores than CP and GD, and
obtain much higher profit than ZI-U and ZI-C although it sedhet ZI-U and ZI-C
can trade more goods. However, it is shown that along withnbeeasing intensity
of the competition, the dlierence between GNP-RN and ZI-C is getting less due to
the decreasing opportunity for trading goods. In order ti&ersure to trade goods,
GNP-RN is inclined to accept a less profitable price, whichaves like ZI-C partly.
Similarly, the same phenomena are also found from the stinankafor buyer case,
which can be explained in the same way as the above. Under kimegs of situations
of seller case and buyer case, GNP-RN bidding strategy canangood performance
by adapting to the changing environments of the supply antbade and limited trad-
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ing chances compared to other strategies because of thieléléxdding choices and
well understanding of the information. Because ZI-C andJ4lse the random strategy
and less consider the profit, the changes of the environneenbtihave muchféect
on their bidding actions.

As is shown in Table5.9, the p values of the t-test (two-tailed) show there are sta-
tistically significant diferences between GNP-RN strategy and other strategies under
different situations (at 5% significant level).

5.3.1.3 Simulation 2

Simulation Group 2 is done under the same conditions as atioalgroup 1, ex-
cept the GNP-RN strategy is changed to the conventional GidRegy, which has no
RNs. The performance of GNP agent is compared to the perfonahGNP-RN,
which are obtained from the results of simulation group 1.

Fig. 5.4 shows that when the amount of goods needed to trade is mardhba
other side, which mean the agent is under a more competitivegtion, GNP-RN can
outperform conventional GNP by usif®RNs. GNP-RN agent has the ability to make
more profit margins from the target price and keep the chantrade goods.

As is shown in Table5.10 the p values of the t-test (two-tailed) show there are sta-
tistically significant diferences between the GNP-RN strategy and conventional GNP
strategy when they are under the competitive situations%asignificant level).

5.3.1.4 Simulation 3

Simulation group 3 is conducted to evaluate the performaheach kind of agents
when the agents on the other side udéedent strategies, and in order to study more
comprehensively, it is composed of 2 parts: pgeand partB, which are diferent from
simulation group 1, where all the agents on the other sidls§estrategy,

e in partA, each agent on the other side randomly chooses a stratagyZire,
CP and GD. So, the agents on the other side are composed aflgoandomly
bidding bidders but also the bidders with heuristics, wianhbles to reach their
private price gradually. The other setting is the same aslaiion group 1.

e in part B, each agent on the other side randomly chooses a strategyGR
and GD. So, the agents on the other side are only composedin$tes-based
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bidders, which have no randomly bidding bidders. The otk#irg also is the
same as simulation group 1.

Fig. 5.5and Fig.5.6 show the profit obtained by each agent undéiedent market
conditions. Table5.11shows the average number of goods that each kind of agents
can trade. The results clearly show that, in both seller aasebuyer case, GNP-RN
still give the best performance when the other side udterdnt strategies, and because
the superiority of GNP-RN is obvious, theevalues of the t-test of this section are not
given. The results emphasize that GNP-RN can adapt to theugasituations, even
if the competition becomes more intensive, and GNP-RN cah wih the situation
better than CP and GD and can obtain more profits. In additias clear from Fig.
5.5and Fig.5.6that, when CP and GD agents are the less competitive casgs;dh
perform much better than ZI-C and ZI-U agents, while whenddmpetition become
more intensive, the profits obtained by CP and GD agents aeereecause of losing
chances to trade, which is consistent with the phenomerenada$in simulation group
1. Additionally, there can be found a sharp drop in profit of &SRN, CP and GD when
they turn to the competitive situation. It can be explaingdi® change of the relation
between the demand and supply. When the opponents incligdiggent strategies, not
just randomly bidding strategy, if the market turns to be enmympetitive, it is normal
for the competitive side to get less profits by trading theesaomber of goods.

5.3.2 Extended Study

After studying and analyzing each strategies’ performandbe 3 group of sim-
ulations, this section established the simulations, whie¥ee are more agents partici-
pating in the auction environment. The simulation settangsthe same as the previous
simulations except there aM: agents on each side of the auction, whedas larger
than 5. In the same way, there are two cases considered:

Seller CaseThere areN sellers andN buyers. One of the 5 strategies is used for
one of the seller agents. All the other agents use CP strategyler to avoid being
non-intelligent. All the agents want to trade 4 units of geodihe profits obtained by
each seller with dferent strategies are compared.

Buyer Case:Similarly, there areN sellers andN buyers. One of the 5 strategies
is used for one of the buyer agents. All the other agents usst@iegy. All the
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Table 5.9: The t-test (p value) results of GNP-RN and othextexgies in dierent
situations

[Simulation Group 1, Seller case]

4 5 6 7 8
GNP-RN cP GNP-RN cP GNP-RN cP GNP-RN cP GNP-RN cP
mean 44.50 39.53 54.22 47.36 64.05 56.30 72.12 65.36 79.10 73.13
standard deviation| ~ 0.1128 0.1034 0.1077 0.1782 0.1819 0.1844 0.2017 0.2539 0.2091 0.2302
t-test(p value) 5.01x10725 — 6.16¢10723 — 13910723 — 47210717 — 1.11x1016 —
9 10 11 12
GNP-RN cP GNP-RN cP GNP-RN cp GNP-RN cp
mean 87.51 82.95 91.31 84.14 94.49 87.51 97.14 90.64
standard deviation| ~ 0.2264 0.3437 0.2151 0.3748 0.3434 0.7602 0.3579 0.8319
t-test(p value) 2.84¢10°5 — 3.95¢10712 — 2.33¢10°° — 9.71x10°° —
4 5 6 7 8
GNP-RN GD GNP-RN GD GNP-RN GD GNP-RN GD GNP-RN GD
mean 44.50 35.98 54.22 45.19 64.05 52.61 72.12 65.00 79.10 71.80
standard deviation| ~ 0.1128 0.1813 0.1077 0.3052 0.1819 0.3417 0.2017 0.3915 0.2091 0.4538
t-test(p value) 2.24¢10729 — 7.68x10°17 — 1.86¢10°1°9 — 8.25¢10712 — 16910710 —
9 10
GNP-RN GD GNP-RN GD
mean 87.51 84.77 91.31 83.91
standard deviation 0.2264 0.3840 0.2151 0.5194
t-test(p value) 1.05¢10°5 — 3.34¢10°7 —

[Simulation Group 1, Buyer case]

4 5 6 7 8
GNP-RN cP GNP-RN cP GNP-RN cP GNP-RN cP GNP-RN cP
mean 45.04 38.79 56.11 48.35 68.08 57.88 78.97 67.94 89.95 77.03
standard deviation| ~ 0.1145 0.1051 0.0907 0.1421 0.0952 0.2593 0.1361 0.2379 0.2260 0.1731
t-test(p value) 47810728 — 5.36¢10729 — 512410724 — 1.73¢10°28 — 3.76¢10°3% —
9 10 11 12
GNP-RN cP GNP-RN cP GNP-RN cP GNP-RN cP
mean 99.57 84.83 101.67 93.87 104.44 99.57 108.99 103.84
standard deviation| ~ 0.2887 0.2329 0.2938 0.1892 0.3340 0.3688 0.3926 0.3910
t-test(p value) 5.43¢10732 — 3.64x10718 — 3.3210°7 — 1.10<10°7 —
4 5 6 7 8
GNP-RN GD GNP-RN GD GNP-RN GD GNP-RN GD GNP-RN GD
mean 45.04 39.75 56.11 51.25 68.08 58.97 78.97 68.95 89.95 81.43
standard deviation| ~ 0.1145 0.1815 0.0907 0.1857 0.0952 0.3094 0.1361 0.2330 0.2260 0.2097
t-test(p value) 2.06¢10718 — 1.89¢10°19 — 2.96¢10718 — 7.99¢10°28 — 1.6910°27 —
9 10
GNP-RN GD GNP-RN GD
mean 99.57 89.30 101.67 98.62
standard deviation 0.2887 0.3311 0.2938 0.2242
t-test(p value) 2.95¢10722 — 4.98<10°9 —

86



[Simulation Group 2, Seller case]

Table 5.10: The t-test (p value) results of GNP-RN and GNRftieknt situations

11 12 13
GNP-RN GNP GNP-RN GNP GNP-RN GNP
mean 94.49 90.05 97.14 91.67 95.77 92.11
standard deviation|  0.3434 0.5441 0.3579 0.2967 | 0.3650 0.5518
t-test(p value) 8.36¢10°4 — 6.46¢10°9 — 2.3210°3 —
14 15 16
GNP-RN GNP GNP-RN GNP GNP-RN GNP
mean 94.61 91.48 88.41 85.20 79.30 72.95
standard deviation|  0.3998 0.3094 0.4422 0.4967 |  0.4747 0.4913
t-test(p value) 2.04¢10°3 — 8.98¢10°3 — 4.41x10°8 —
[Simulation Group 2, Buyer case]
11 12 13
GNP-RN GNP GNP-RN GNP GNP-RN GNP
mean 104.44 100.25 108.99 103.60| 11051 103.28
standard deviation|  0.3340 0.3506 0.3926 0.3195| 0.3548 0.8639
t-test(p value) 1.3710°° — 1.54¢10°6 — 8.05¢10°6 —
14 15 16
GNP-RN GNP GNP-RN GNP GNP-RN GNP
mean 110.16 102.94 106.03 95.18 96.02 87.17
standard deviation|  0.3181 0.9922 0.3598 0.5714|  0.7309 0.5043
t-test(p value) 8.63<10°4 — 1.46¢10°11 — 2.10¢10°6 —

agents want to trade 4 units of goods. The profits obtaine@bly buyer with dierent
strategies are compared.

Here,N is considered to be 10 and 100 as typical situations. All therosettings
are the same as introduced in section 5.3.1.

Table. 5.12 shows the averaged profits obtained by each strategy whesn dhe
more than 5 agents competing on each side of the auction.

5.4 Conclusions

The bidding strategy developed by GNP for CDA agents has pemosed in this
chapter to obtain a good guidance for the intelligent ancsigstems. The GNP based
agent can find the generalized optimal strategies whictf@umany environments.

It is found from the simulations comparing with the convenal auction agents
that the use of GNP to choose the suitable functions for ttdibg is more flexible
for various situations of auctions due to its evolutionagttires and well organized
structures.
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Table 5.11: Simulation 3: Averaged number of goods that &gean trade under
different conditions.

PartA
Seller Case (Demard0)
4 [ s [ e [ 7 [ 8] o] o[ uu] 2] 18] 1] 5] 16

GNP 4.00 5.00 6.00 7.00 8.00 9.00 9.94 10.47 11.82 12.59 13.17 13.92 14.92
ZI-C 4.00 5.00 6.00 7.00 8.00 9.00 10.00 11.00 12.00 12.94 14.00 14.67 14.22

ZI-U 4.00 5.00 6.00 7.00 8.00 9.00 10.00 | 11.00 | 12.00 | 13.00 | 14.00 | 15.00 | 16.00
CP 4.00 5.00 6.00 7.00 8.00 9.00 10.00 | 10.45 9.11 7.19 5.15 3.69 1.48
GD 4.00 5.00 6.00 7.00 8.00 9.00 9.69 6.90 5.05 4.27 2.65 271 3.38

Buyer Case (Suppi50)

4 [ s ] e [ 7 [ 8] o] o[ uu] 2] 18] 1] 5] 16

GNP 4.00 5.00 6.00 7.00 7.97 8.96 9.97 9.79 1164 | 1231 13.20 13.84 13.36
ZI-C 4.00 5.00 6.00 7.00 8.00 9.00 10.00 11.00 12.00 13.00 13.99 15.00 15.84

ZI-U 4.00 5.00 6.00 7.00 8.00 9.00 10.00 | 11.00 | 12.00 | 13.00 | 14.00 | 15.00 | 16.00
CP 4.00 5.00 6.00 7.00 8.00 9.00 10.00 | 10.79 | 10.07 8.51 5.80 4.03 4.96
GD 4.00 5.00 6.00 7.00 8.00 9.00 10.00 7.43 4.29 3.18 3.01 213 1.04

PartB
Seller Case (Demard0)
4 s ] e [ 7 [ 8] o] o[ uu] 2] 18] 1] 5] 16

GNP 4.00 5.00 6.00 7.00 8.00 9.00 10.00 | 11.00 | 10.42 | 10.79 | 1297 | 1331 | 13.67
ZI-C 4.00 5.00 6.00 7.00 8.00 9.00 10.00 | 11.00 9.92 9.08 7.87 7.78 6.82
ZI-U 4.00 5.00 6.00 7.00 8.00 9.00 10.00 | 11.00 | 12.00 | 13.00 | 14.00 | 15.00 | 16.00

CP 4.00 5.00 6.00 7.00 8.00 9.00 10.00 11.00 11.71 10.63 9.45 7.93 8.67
GD 4.00 5.00 6.00 7.00 8.00 9.00 10.00 6.00 5.95 6.5 571 5.98 4.84

Buyer Case(Supph5b0)

GNP 4.00 5.00 6.00 7.00 8.00 8.93 9.91 1095 | 11.65 | 10.33 | 11.60 | 13.31 | 14.62
ZI-C 4.00 5.00 6.00 7.00 8.00 9.00 10.00 | 10.84 | 11.78 | 12.06 | 11.63 | 11.58 | 10.54
ZI-U 4.00 5.00 6.00 7.00 8.00 9.00 10.00 | 11.00 | 12.00 | 13.00 | 14.00 | 15.00 | 16.00

CP 4.00 5.00 6.00 7.00 8.00 9.00 10.00 11.00 11.99 12.87 11.10 9.39 7.44
GD 4.00 5.00 6.00 7.00 8.00 9.00 9.70 6.21 2.58 1.74 1.67 0.92 1.40

Table 5.12: Averaged profits obtained by each strategy wiene tare a large number
of agents on each side

GNP | ZI-C | ZI-U | CP | GD
Seller side, N10 | 3.14 | 1.35 | 093 | 1.47 | 269
Seller side, N100 | 280 | 1.28 | 1.17 | 1.66 | 214
Buyer side, N-10 277 | 1.21 | 098 | 161 | 2.62
Buyer side, N-100 | 276 | 1.22 | 1.01 | 210 | 235
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Chapter 6

Bidding Strategy Acquisition with
Heuristic Rules for large-scale CDA
using GNP with Adjusting Parameters

6.1 Introduction

This chapter studied and discussed a bidding strategy ajeselby GNP with ad-
justing parameters for autonomous software agents in dgges®d large-scale CDAs
(GNP-AP). Based on GNP-RN introduced in chapter 5, the parars for helping to
select the right decision are adjusted during the evolutiarder to get more profits
for large-scale CDAs. In the experiments, we studied antldised the performance of
the proposed bidding strategies, and compared it with atlassic bidding strategies
and previous GNP-RN strategy in a large-scale CDA undésmint settings.

6.1.1 Motivation

As introduced, in the last few years, there has been an expldsvelopment of
electronic commerce both in industrial and commercial dosa he amount and cate-
gories of the trades conducted electrically have growraexttinarily with widespread
Internet usage. One supplier can sell 10,000 goods onliaesingle day is not rare
anymore, in other words, online trade with a large amounbofdg occurs much more
frequently nowadays. When it turns to the large-scale CDArenment, much more
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history information can be obtained than when the tradingumis small. These
history data can provide more sensitive and general infoomabout the CDA sit-
uation. Thus, enhancing the capability of judging abundlaiarmation and using it
better is significant for the bidding strategy to improvesftectiveness andféciency
in large-scale CDA.

In GNP-RN strategy §2], pre-designed fixed values, which are decided by the
experience, are used as thresholds when GNP-RN agents tluelggvironment in-
formation to decide which action to take next. But, in laspale CDA facing much
more complex information, pre-designed parameters aremger the most robust and
efficient ones to get better performances, therefore betteesahould be explored. In
order to be more flexible, intelligent and adaptive to theéotss situations in large-scale
CDA, a bidding strategy using GNP with adjusting parameBMP-AP) is proposed.

6.1.2 Major points

In GNP-AP, as the name implies, the parameters are adjuatetydhe evolution
process by evaluating the agents’ performance insteadedixid values. The param-
eter values finally obtained are regarded as the mi@sttese thresholds for helping
the agent to choose the following actions.

Compared to the previous GNP-RN bidding strategy, the megatrategy has the
following features:

e The environment is changed from small scale to large scédliehas better fitted
to the characteristic of CDA, where the supply and demandalanced by the
related history information in the market.

e The parameters in GNP-AP are adjusted during the evolutoniétermining
the best bidding price for a given situation of CDA.

e The structure of GNP-AP is designed to be more comprehenshare the num-
ber of branches of judgment nodes is increased to adapt twthplicated envi-
ronment situations.

e Since a lot of trading price data are handled in large-sc8A<; new kinds of
judgments are employed to analyze the movement of the tyguines.
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Figure 6.1: Structure of CDA using GNP-AP

Section 6.2 introduced detailed GNP-AP and the specific siddactions of the
proposed bidding strategy. Simulation results of GNP-AReaurdiferent market con-
ditions are shown in section 6.3. Section 6.4 concludesttithes.

6.2 Bidding strategy using GNP with adjusting param-
eter (GNP-AP)

6.2.1 Proposed GNP-AP structure

We've studied strategy developed by GNP in MREA and smalles€DAs [/8;
80; 82; 84]. These previous studies have revealed tectiveness of GNP on guiding
bidder’'s behaviors. Based on the previous research, thaigtehaims to improve the
flexibility and comprehensiveness of the bidding strategppecially for large-scale
CDAs by using GNP with adjusting parameters.

The same as GNP for MREA and GNP-RN, in GNP-ARatent node functions
including judgment functions and action functions are ps&d depending on the fea
tures of CDA, and the node transition describes the ageiigirig rules under certain
auction situations. Similarly, the nodes of GNP-AP induads also have the follow-
ing 4 different kinds: (1) A Start NodeS(N), (2) Judgment NodeJ(N), (3) Processing
Node PN) (4) Rectify Node RN). Most of the nodes functions of PNs and RNs in
GNP-AP are the same as the functions in GNP-RN. The main wepnent is done
for INs: (1) the parameters are adjusted during the evolut®) new kinds ofINs are
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Table 6.1: Heuristic rules for updatir®f andP’"

Heuristic Rules for GNP-based
Seller

Heuristic Rules for GNP-based
Buyer

first time step

PB = a1 X Cip

PB = a; X Vin

whenr=1

PT = (1+ a3) X Cn

whenr>1 | Situation Al: if a transaction occurred in thiel th round, the

successful agent is agant

T F num
P =P +B1X yum

T _pF _ _num
P =P —B3X yum

Situation A2: if a transaction occurred in thel th round, the
successful agent is not agént

PT = PT =
ma)(ﬁ ereRS Prs’ (1 + as) xcin) min(ﬁ ereRS PI":S’ (1 - a4) X Vin)
Situation B if there was no transaction in thel th round

pT = pT =
maxod - B2 X (1 - {gh)s Cn) | min(ob ™t + B4 x (1 - FGT). Vin)

where,a; € (1,1.5), a2 € (0, 1.0), andas, a4 € (0,0.1). 81,82, 83, B4 € (0.1, 0.5). Pr—l is the
traded final price im-1thround.rs € R, R is the set of sfiixes of rounds in which the
successful transactions occurred in the paat:! is theoaof ther-1 th round.ob’ 1 is the
ob of ther-1 th round.

designed appropriately for better judging the environment

In detail, as Figs.1 shows, parameters (0.33, 0.67) divide the situations into 3
domains for choosing the branch and they are decided in advand fixed during
the evolution in GNP-RN. GNP-AP is proposed in order to bearadaptive to the
dynamical CDA environment. Firstly, if the information Witontinuous values is
judged,JNs usually have 3 outgoing branches in the GNP-RN methodewhiGNP-
AP, the number of branches is changed to 4 to divide the @nsinto more domains
because the number of goods is increased, which strengthemsquirement of the
strategy’s correctness and adaptability to the various@mments. So, there proposed
3 parameters, i.e{a, b, ¢} in each kind ofJN. Secondly, the parameters used JiNs
can be adjusted during the evolution to obtain the optimhlesa Each kind ofiN
has diferent parameters, so if there are L kindsldfs, then there are 3*L parameters
in one individual. The values dh, b, ¢} are normalized into the range of (0, 1). For
initialization of {a, b, ¢}, the parameters of one third of the GNP-AP population are
set at{0.25,0.50, 0.75}, while the parameters of the other two third are set at random
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values under the condition thate (0.10,0.40),b € (0.35,0.65), c € (0.60,0.90) and
a<b<c.

GNP-AP uses 4 kinds of nodes to generate various potentidiriy strategies.
Aiming to be competitive for trading good3Ns collect and judge the auction infor-
mation and choose the suitable outgoing branch dependitigegndge results, while
PNs andRNs perform the suitable bidding actions at each time stepvithaals are
evaluated by the fitness function in the evolution after tihviduals in the GNP-AP
population complete CDA. The elite individuals with higliéness values can survive
to the next generation and the other lower ones are replactttimew ones generated
by crossover and mutation. These genetic operations wékbeuted in every genera-
tion until the terminal condition meets. In GNP-AP, in ordl@rthe parameters idN s
to be adjusted during the evolution, both GNP structure aardmeters will do the
genetic operations for every individual. The genetic opens will be executed with a
certain crossover rate and mutation rate to both of thetstre@nd parameters. For the
structure, both of crossover and mutation will be done ferrtbdes’ connections; for
the parameters, only mutation will be done for changing @lees of each parameter,
actually, the value of the parameters can be changeddg; 01, —-0.01 or -0.02,
whose probability is 25%.

6.2.2 Bidding Strategy for CDA Bidders

Firstly, as Tablé.1 shows, the heuristics derived based on the common believes
[48] [65] [ 71], which are proposed in GNP-RN, are also used in GNP-AP fdatipg
PB andPT to guide the bidding actions.

The basic logic for the heuristic rules are briefly reviewsdadlows [82):

e Each GNP-AP bidder wants to trade goods as many as possibgaam profits
as much as possible. The bidders will never bid over and uitglef’ to avoid
losing profits.

e Atthe very beginning of the auctions, as shown in Table the bidder is willing
to submitP® which has a large dierence from it$>" because of the expectation
about earning money and also because there is no need totsueny compet-
itive price at the first time step.
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Table 6.2: Information judged by 13 kinds of judgment nodesGNP-AP agent

GNP-AP seller GNP-AP buyer
JIN1, {a1,b1,c1}, 4 branches: % %
Ng? NG
JIN2, {ag, by, c2}, 4 branches: | Ts o
num num
JN3, {ag, bz, c3}, 4 branches: NUM NUM
| oa-0a ob_;-ob
JIN4, {ag, by, 4}, 4 branches: PB_Cin Vin—PB
i Pmax—Cin Vin—Pwmin
JNS5, {as, bs, cs}, 4 branches: $MA><*PM|N _'i_’MAx*PMlN
JNS, {ag, bg. Cg}, 4 branches: R—j R_i

JN7, 2 branches:

JN8, 2 branches:

JN9, 3 branches:

JN10, 4 branches:

JN11, 2 branches:

JN12, 2 branches:

Selleri sold a good in the last
round?

Selleri submittedoain the last
time step?

od is closer toPB, or closer toPT
but still lager tharPT, or smaller
thanPT

ob' is smaller tharei,, or lager than
cin but closer taci,, or lager thargi,
but closer toPT, or lager tharP’

oh is smaller or larger than the last oa is smaller or larger than the lag

PF

Buyeri bought a good in the last
round?

Buyeri submittedobin the last
time step?

oh is closer toPB, or closer toPT
but still lower thanPT, or larger
thanPT.

oa is higher thanv,, or lower than
Vin but closer tovi,, or lower than
Vin but closer taPT, or lower than
PT.

PF

lastPF is smaller or larger than the average of all #fein the history

i3, 2branches: | N g [PF = X D0 PF' is smaller or larger than
r=ir F_1 r=jr F
Zigja|P m 5 X Zrauja P |

where,a;, bj andc; are the parameters used to divide the situations into dayRinyx is the
maximum valid price for the auctio®yy is the minimum valid price for the auction, the
number of the time steps for sellesubmittedoain the pasiL's time steps is denoted by
N2, the number of the time steps for buyesubmittedobin the past's time steps is
denoted bwg?, oaof the time stept is denoted bya' andob of the time steyt is denoted
by ob, and the number of the agent’s successful transactiongipakR; rounds is
denoted byTs, j; in IN13 is a suitable number helping to judge.
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Table 6.3: 7 kinds of processing nodes for GNP-AP

GNP-AP seller

GNP-AP buyer

PN1:
PN2:
PN3:
PN4:
PN5:
PNG6:
PN7:

ask the currenbb

ask the currendb + ys
ask the lasP™ + ys
ask the currema - ys
stay. make no newsk
askPT.

askPT + ys

bid the currenba

bid the currenba- yy
bid the lastP™ -y,
bid the currenbb + y,
stay. make no newid.
bid PT.

bid PT -y,

Here,ys andyy, are small prices from the set ffsiep 2 X Vstep 3 X Vstep-

e When k1, the bidder makeB" close toPP, but still has a small dierence from
PP.

Whenr > 1, if a seller does trade frequently considering its tradiimgs, then it
will submit a newaska little bit higher than the previol®™ in order to gain more
profits by selling at a higher price. Similarly, if a buyer ddeade frequently,
then it will submit a newbid a little bit lower than the previouB" in order to

gain more profits by buying at a lower price.

Whenr > 1, if a seller does not trade so frequently, then it is willtogsubmit
a loweraskfor the good, which might be equal to i’ to sell the good rather
than no trade at all. Similarly, if a buyer does not trade sgdiently, then it is
willing to submit a highebid for the good, which might be equal to i to
buy the good rather than no trade at all.

Secondly, the judgment functions are developed based ofollbe/ing informa-

tion of large-scale CDAs:

e the agent’s owrP’s of the goods

e the total number of goods the agent wants to tradle ¥1) and the total number
of goods the agent already tradedi(n)

e the current round number)(
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e the time step of the current auctiat) (

¢ the currenba, ob, the previousas andobs in the pasts time steps, wherk
is the number of time steps stored in the current round Hhjistor

e thePFs of the past, successful transactions

6.2.3 Kinds of nodes

Suppose that CDA is in theth round and the current time steptisGNP-based
selleri, who wants to selNUM goods and has already saldmgoods, is willing to
sell then thgood = num+ 1), andP® of this good for seller is ¢,,. GNP-based
buyeri, who wants to bupNU M goods and has already boughimgoods, is willing
to buy then thgood, andP® of this good for buyer is v,.

13 different kinds of judgment functions diNs for GNP-AP seller and GNP-AP
buyer are proposed, respectively as shown in Tabl2. The items includepa, ob,

PB, PT, cin, Vin and PFs, the current time step the relation among the above prices
and the relation betweerumandNU M. Especially, JIN11, JN12 and JN13 are newly
proposed for GNP-AP, which judges new kinds of informatiaait tare not included in
GNP-RN.

7 different kinds of bidding actions &fNs for GNP-AP seller and GNP-AP buyer
are shown in Tablé.3, respectively, which are the same as GNP-RN. GNP-AP agent
I submits theaskor bid according to 7 main potential bidding actions in Talge3 at
each time step, respectively.

7 different kinds oRNs are assigned with 7 flierents values, that is;-3 X Viep,

—2 X Vstep =1 X Vstep 0, Vstep 2 X Vsiep@d 3x Ve, respectively.

6.2.4 Fitness function for agents

The same fitness functions are used as section 5.2.4.
For seller individual, the profit in the CDA process is calculated by

Z (F:'gFg - Cig),

geG?
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where,G? is the set of sfiixes of goods seller individuakold andDSg is the final price
of goodg;
for buyer individuali, the profit in the CDA process is calculated by

Z (Vig - ng),

gEGib

where,G? is the set of sflixes of goods buyer individuabought.

6.3 Simulations

We compared the proposed GNP-AP method with ZI-U, ZI-C, GO @r K6]
[47][48] [82].

To evaluate the behaviors of each agent using GNP-AP, ZIKC],LP and GD,
each trader intends to trade the same number of goods asreagents on the seller
side or buyer side to make fair comparison.

3 simulations are studied:

Simulation 1: Referring to the simulation settings in the previous wd@g]] the
following 2 cases are studied in order to observe the badlityatf each strategy:

For seller side: One of the 5 strategies is used for one of the 5 seller agerits. A
the same time, the buyers are all ZI-C agents in order to makedmparison for 5
sellers. Each seller is assumed to have 60-140 units of goaisl, while each buyer
is assumed to want 100 units of goods to buy. So, the supppéisGs 300-700, and
the demand is 500. The profits obtained by each seller are a@thp

For buyer side: Similarly, one of the 5 strategies is used for one of the 5 buye
agents. The sellers are all ZI-C agents in order to make ¢amrparison for 5 buyers.
Each seller is assumed to have 100 units of goods to sellewhith buyer is assumed
to want 60-140 units of goods to buy. So, the supply of CDALDB, &nd the demand
is 300-700. The profits obtained by each buyer are compared.

Moreover, in order to fairly compare the GNP-AP and GNP-RMdtsgy, GNP-RN
agent also performed the above experiments with ZI-C, ZLLand GD agents under
the same situations as the above, and the profit gained by RIR-compared with
GNP-AP.

Simulation 2: One of the 5 strategies is used for one of the 5 seller agedtalan
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Table 6.4: Parameters setting

ltems Value
N of Goods 300 to 700 (& 60 to 5x 140)
N of Agents 5 sellers, 5 buyers
N of Goods that Agents Wants to Trade (NUM) from 60 to 140
N of Training Environments 30
N of Testing Environments 10
N of Time Steps in One Round 100
a1, @2, a3, A4 1.5, 0.5, 0.05, 0.05
B1, B2, B3, Ba 0.1,0.3,0.1,0.3
Lis, Rs, Ry, r 5,sNUM, £NUM, ANUM
Total Generation 600
Generation for Structure 300
Generation for Parameters 300
Population Size 300
—Elite 60
—Crossover 120
—Mutation 120
Selection upper 30%
Crossover Rate for Structure 0.1
Mutation Rate for Structure 0.3-

Mutation Rate for Parameters
Node

—Judgment Node
—Processing Node
—Rectify Node

—Start Node

30K (1 - Yt
65

15

15

1
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used for one of the 5 buyer agents. The seller and buyer adpibte same strategy are
treated as a pair, so there are 5 pairs of agents, and thetofilgained by each pair
is compared. The following 2 cases are studied:

When demand is fixedEach seller is assumed to have 60-140 units of goods to
sell, while each buyer is assumed to want 100 units of goodayo

When supply is fixedSimilarly, each seller is assumed to have 100 units of goods
to sell, while each buyer is assumed to want 60-140 units oflgdo buy.

Similarly, in order to fairly compare the GNP-AP and GNP-Rixagegy, GNP-
RN agent also performed the above experiments in stead of&NBnder the same
situations as the above, and the profit gained by GNP-RN gnis compared with
GNP-AP agent pair.

Simulation 3: All of the sellers and buyers use the same kind of strategys Th
simulation is done for the 5 kinds of strategies, respelstiv€he dficiency of each
kind of strategy is compared. The following 3 cases are stlidi

demand> supply: Each seller is assumed to have 60 units of goods to sellewhil
each buyer is assumed to want 100 units of goods to buy.

demand= supply: Each seller is assumed to have 100 units of goods to sele whi
each buyer is assumed to want 100 units of goods to buy.

demand< supply: Each seller is assumed to have 100 units of goods to selewhi
each buyer is assumed to want 60 units of goods to buy.

PP of each good for each seller is from the special normal dhstion ofN(1.75, 1.00)
with the data more than2 and less than.@ being omitted P” of each good for each
buyer is also from the special normal distributie(®2.75, 1.00) with the data more than
3.5 and less than.@ being omitted. The smallest bidding step 1810 6 is from the set
of {-0.03, -0.02, -0.01, 0.00, 0.01, 0.02, 0.0&hich is contained ilRN's The values
of a1, ay, @z anday are set based on the common believes. The valyes 64, 53 and
B4 are set according to the value rangd™8§ of the goods for each trader. There are 30
environments for the training and 10 for testing in ordentoid the loss of generality.
In each environmen®® of each good for each seller aff of each good for each
buyer are dterent. All the testing results are the total profits of the d@ir®nments.
Each simulation runs for 30 times, and the result is the aerasult over 30 runs.
The more specific parameters used in the simulations arersimoiable.6.4.
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Table 6.5: Comparison between GNP-AP and GNP-RN in sinauidti(profit gained
by the agent on one side)

Seller Case, Demar&00

60 70 80 90 100 110 120 130 140

GNP-AP 670.73 702.19 790.24 874.85 992.30 1035.23 1048.73013.14 1001.19
GNP-RN 648.32 686.28 770.46 848.14 973.02 1010.45 1006.99 85.89 970.98

Improvment 3.46% 2.32% 2.57% 3.15% 1.98% 2.45% 4.41% 2.28% .1198

Buyer Case, Supp#500
60 70 80 90 100 110 120 130 140

GNP-AP 653.06 782.29 891.19 892.58 1037.42 1055.32 1035.67054.10 1021.27
GNP-RN 635.33 757.37 843.04 952.96 1011.12 1024.98 1010.31029.33 990.46
Improvment 279 % 3.29% 5.71% 3.11% 2.60% 2.95% 2.51% 2.41% .109%8

6.3.1 Simulation 1

Simulation group 1 is conducted to evaluate the performaheach kind of agents
when all the agents on the other side use ZI-C strategy. Fign6R, it can be found
that GNP-AP agents can get the highest profits under all thditons, which is the
same results as we obtained BP]. Table. 6.5 shows the comparison between the
profits obtained by GNP-AP agent and GNP-RN agents undeathe sondition. The
results show there is an improvement when GNP-AP is adopté¢dedagent in large-
scale CDAs.

6.3.2 Simulation 2

Based on Simulation 1, Simulation 2 is conducted to evaltre@gerformance of
each kind of strategy when it is used on both seller side aérside at the same
time. In simulation 2, the total profit obtained by the selled buyer using the same
kind of strategy is evaluated instead of evaluating the pobfiained by the agent only
on one side in simulation 1. Because each strategy is usedthyhe seller and buyer,
the simulations do not focus on the seller side or buyer sidéead they consider both
sides in the following two cases, i.e., (1). deamb@0, and supply changes from 300
to 700; (2). supply500, and demand changes from 300 to 700.

From Fig. 6.3, it can be found that GNP-AP agent pair can also get the highes
profits among all the agent pairs under all the conditionsthieamore, separating the
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side of auction agents
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Table 6.6: Comparison between GNP-AP and GNP-RN in sinauri&i(profit gained
by the agent pair on both sides)

Demana-500

300 350 400 450 500 550 600 650 700

GNP-AP 877.58 1045.73 1183.72 1238.70 1382.08 1603.18 1857 1665.94 1616.30

GNP-RN 852.06 995.74 1151.19 1164.63 1321.8 1557.27 1811.31617.70 1552.58

Improvment 2.99% 5.02% 2.82% 6.36% 4.56% 2.95% 2.88% 2.98% .10%
Supply=500
300 350 400 450 500 550 600 650 700
GNP-AP 914.59 1136.67 1288.63 1320.66 1349.58 1340.02 .2343 1498.87 1519.54

GNP-RN 888.55 1093.06 1238.95 1276.37 1307.98 127451  .a801 1427.36 1455.08
Improvment 2.93% 3.99% 4.01% 3.47% 3.18% 5.14% 2.97% 5.01% .43%

total profits gained by each kind of agent pair into selleesidd buyer side, Figs.4
and Fig.6.5give the profits gained by each seller and each buyer whenraem&00
and supplye=500, respectively.

Table. 6.6 shows the comparison between the profits obtained by GNPg&Rta
pair and GNP-RN agent pair under the same condition. Thétseshow there is also
an improvement when GNP-AP is adopted. Besides the abowenal®n, Fig.6.4
and Fig. 6.5 show that not only GNP-AP agent pair perform best, but alsd ¥
agent can always get the highest profits no matter whichessigk is considered.

Moreover, Table6.7 gives the success rate of each strategy undégrdit situa-
tions. The success rate means the percentage of the nungmrds the agent actually
trades to the number of goods the agent wants to trade. Tal8ejives the average
trading price of each kind of strategy. For the buyer side,lthver the trading price
is, the better the strategy is, because it means the ageitugatine good at a prof-
itable price. For the seller side, the higher the tradingepis, the better the strategy
is. Table.6.8does not show all the data of all the situations, but givesdhalts in the
representative situations when the demand equals to suggryand is smaller than
supply and demand is larger than supply. From these reguitsn be observed that
GNP-AP agents can trade goods at very profitable pricesevidhil) agent trades at
very competitive prices, but has little profit due to its ramdbidding strategy. That
explains why even if ZI-U agents have the success rate of 1@08btains very low
profits.

103



Table 6.7: Trading success rate in simulation 2

Demand-500
300 350 400 450 500 550 600 650 700
GNP- APs 99.98% 99.99% 99.03% 99.30% 98.51% 90.62% 90.01% 95.92% 59%®.
GNP-RNs 99.99% 99.99% 99.01% 99.11% 98.37% 90.61% 87.13% 92.25% 62%2.
ZI-Cs 100.00% 100.00% 100.00% 100.00% 100.00% 63.93% 41.40% 4846 25.28%
Zl -Us 100.00% 100.00% 100.00% 100.00% 100.00% 100.00% 100.00% 0.00% 100.00%
CPs 100.00% 100.00% 100.00% 100.00% 100.00% 99.99% 98.33%  7®B.5 67.58%
GDs 100.00% 100.00% 100.00% 100.00% 100.00% 100.00% 86.01% 45%#. 71.70%
GNP- ARy 81.86% 96.64% 97.52% 100.00% 100.00% 100.00% 98.91% 98.6494.00.00%
GNP-RNp 80.38% 94.59% 98.13% 99.59% 99.99% 99.89% 97.60% 98.92% .0Q%0
ZI-Cyp 24.93% 39.33% 60.89% 80.25% 100.00% 100.00% 100.00% 1%0.00 100.00%
ZI -Up 100% 100.00% 100% 100.00% 100.00% 100.00% 100.00% 100.009600.00%
CPy 85.70% 91.12% 99.43% 99.99% 100.00% 100.00% 100.00% 190.00 100.00%
GDy 7.50% 22.89% 41.38% 69.13% 98.51% 100.00% 100.00% 100.00%00.00%
Supply=500
300 350 400 450 500 550 600 650 700
GNP- APs 86.38% 96.52% 97.49% 90.12% 100.00% 100.00% 99.98% 99.87% 9.52%
GNP-RNs 83.17% 96.14% 92.00% 92.59% 99.99% 99.70% 99.70% 98.87% 99%0.
ZI-Cs 23.57% 26.94% 35.93% 59.45% 100.00% 100.00% 100.00% 1%0.00 100.00%
Zl -Us 100.00% 100.00% 100% 100.00% 100.00% 100.00% 100.00% a%0.0 100.00%
CPs 54.64% 67.84% 91.93% 99.88% 100.00% 100.00% 100.00% 190.00 100.00%
GDs 35.06% 56.48% 74.08% 100.00% 99.33% 98.75% 100.00% 100.009%00.00%
GNP- ARy 99.42% 99.83% 99.05% 99.89% 100.00% 99.95% 100.00% 99.91% 8.63%
GNP -RNp 99.31% 99.89% 97.93% 99.28% 99.71% 97.03% 94.77% 92.25% 10%.
ZI -Cp 100.00% 100.00% 100.00% 100.00% 100.00% 79.03% 61.00% 1%0.6 37.38%
Zl - Up 100.00% 100.00% 100.00% 100.00% 100.00% 100.00% 100.00% 0.00% 100.00%
CPy 100.00% 100.00% 100.00% 100.00% 100.00% 99.66% 98.67% 0%7.1  94.99%
GDy 100.00% 100.00% 100.00% 99.49% 99.33% 74.77% 56.98% 36.89%25.80%
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Table 6.8: Average trading price of each kind of agent in $ation 2

Demang500 Supply-300 Demanée Supply=500 Demane 700 Supply-500

GNP - APs 2.79 2.38 2.80
ZI-Cs 2.50 2.15 2.42
ZI -Ug 2.17 2.13 2.18

CPs 2.42 2.06 2.45
GDs 2.66 221 2.59
Demane@300 Supply-500 Demanée Supply=500 Demane500 Supply-700

GNP- AP, 1.68 2.05 1.67
ZI-Cp 2.01 2.24 2.05
ZI -Up 2.33 2.34 2.33

CPy 1.92 213 1.98
GDp 1.80 2.20 1.80

Table 6.9: Hiciency of each kind of agent in simulation 3

Supply=500 Deman&300 Supply=100 Demane 100 Supply=300 Demang500

buyer seller all buyer seller all buyer seller all

GNP-AP 1.037 0.9522 0.994¢4 0.9983 0.9988 0.9986| 0.9663 1.0269 0.9966

ZI-C 0.9881 0.9815 0.9848| 0.9747 0.9832 0.9790| 0.9873 0.9768 0.9821

ZI-U 1.0111 0.9403 0.9757| 0.9671 0.9783 0.9727| 0.9780 0.9643 0.9711
CP 0.9921 0.9828 0.987§4 0.9712 1.0213 0.9963| 0.9887 0.9951 0.9919
GD 0.9354 1.0331 0.9843 0.9602 1.0230 0.9916| 0.9535 1.0023 0.9779

6.3.3 Simulation 3

Extended from the above two simulations, simulation 3 stsithe situation, where
all of the agents use only one kind of strategy when the sugpérger than demand,
supply equals to demand, supply is smaller than demancectegply. Tables.9gives
the market #ficiencies of each strategy when it is used by all the agentsrudift
ferent conditions. Thefciency of the market means the percentage of the profit the
agent actually gained to the profit could be gained if the agades the goods at the
equilibrium price, at which the demand meets supply in theketa Here, we use
pr =& X >R 1 PF to represent the equilibrium price of the market, whiris the
latest round when a trade occurs aPd is the final price of round. Because the
demand and supply are from 300-700 in this chapteis decided from the equation
thatH = 5—10 x minfdemandsupply. It can be observed that when GNP-AP is used,
the highest markettgciency can be obtained.
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Particularly, when the demand is smaller than supply, theiency of the GNP-AP
buyer is higher than seller, which means buyers have mofégile transactions, and
are more successful in driving the market price. The oppadservation is obtained
when the demand is larger than supply.

In summary, GNP-AP is observed to be the md&cent strategy and has the
ability to gain most profits with very high success rates undeious situations.

6.4 Conclusions

GNP-AP bidding strategy for CDA agents has been proposddsrthapter to ob-
tain a good guidance for the intelligent auction systemgeeially large-scale CDASs.
The GNP based agent can find the general optimal strategywhits for many envi-
ronments and can be vertfieient for the market.

It is found from the simulations comparing with the convenél auction agents
that the use of GNP-AP to choose the suitable prices for tti@ig is more flexible
for the various situations of auctions due to its evolutrgri@atures and well organized
structures.
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Chapter 7

Conclusions

In this research, some studies on developing bidding giyateing GNP for online
auctions were done in order to guide auction agents bidditigres. The bidding
strategies for MREA and CDA are developed based on GNP becal$ has been
proved to be fficient and &ective in complex and dynamic situations. The aim of
the study is to better automate the online auction, and ibtéde the agent to be more
efficient and competitive for making bidding decisions in ortdenaximize its owner’s
profit.

In the proposed method, the GNP population represents thgp@f potential bid-
ding strategies. Each individual uses thihén decision-making functions to judge the
auction information and to guide the agent to take the sig@tattions under dierent
situations. Thus, the proposed method is flexible and adagtivarious auction situa-
tions. During the evolution, the GNP structure is systeoadiif organized, and finally,
the individual which can obtain the highest profit is seldcis the optimal bidding
strategy. The contents of judgment nodes and processirgsrave designed properly
according to the characteristic of MREA and CDA.

In chapter 3, a bidding strategy using Genetic Network Rnagning for MREA
has been proposed. The proposed method can help the ageakddidding decisions
efficiently at every time step. Itdfectiveness has been studied in the general case and
poorest case of NTLM MREA and TLM MREA. The results showed tha agents
based on the proposed bidding strategy can become smariteg thie evolution. The
proposed method is able to observe and judge the auctiormatmn very well, and
make the suitable bidding decision at each time step. Inhalldiferent situations
studied, GNP agent can obtain considerably good performdndhis stage, for better
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studying and analyzing GNP’s characteristic, all the aganthe simulations use GNP
strategy.

After the ability of GNP for guiding bidding actions are pesl; the study in chapter
4 is devoted to improve the performance of GNP strategy. Uitigment nodes in GNP
are improved to have more outgoing branches, which permifsdge more auction
situations at a time. The number of the kinds of processimtgads increased taf@r
more bidding options for the agent. Moreover, the GNP ageargsable to consider
the owner’s attitude towards to each good, which make tla¢egty more personalized
and better satisfy the owner’s objective. The enhanced GNi¥egy is studied and
compared to the previous GNP strategy and the non-GNP gigatander dierent
situations. The simulation results show the superior perémce of the enhanced GNP
bidding strategy.

In chapter 5, GNP-RN bidding strategy have been developeditte the agent’s
buying and selling behavior in CDA. According to its own stiure, GNP-RN uses
heuristic rules to decide what bids or asks. RN is proposedringing more flexible
and various options for bidding action choices. We benckeththe performance
of GNP-RN strategy against other 4 prominent alternativedable in the literature
under several situations. All the results reveal tlieativeness of GNP-RN.

Further improvement of GNP-RN is done in chapter 6. Aimingribance the sen-
sitivity of the bidding strategy for large-scale CDAs, GNRhwadjusting parameters
(GNP-AP) is proposed. The parameters used by GNP-AP daemsaking functions
are adjusted during the evolution instead of being fixed irPGRN, which improves
the ability of the bidding strategy for judging auction infeation. From the study
and analysis, GNP-AP is confirmed that it can give a good guaiedor the agents in
large-scale CDAs and could be verfjieient for the markets.
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Appendix

Genetic Network Programming(GNP)

GNP is an extended method of G and GPpC; 85]. GA evolves strings and it
is mainly applied to optimization problems. GA can find sutoogl solutions of the
problems quickly, so it has been widely studied and appltechany real problems.
GP was devised later in order to expand the expressionyabfliGA by using tree
structures. This structural change of solutions broughptiogress on the evolutionary
computation and made GP applicable to more complex probl8uts it is generally
said that GP is sometimesfiicult to search for the optimum solution because the
searching space of solutions becomes enormous due to @ that is, the searching
efficiency of GP is not so high in some cases.

Genetic Network Programming (GNP), whose genome struardirected graph,
is proposed by K. Hirasawa in 2000 to overcome the problenGRf51; 52; 54]. It
is an extension of GA and GP, and unlike the expression afgstriformation of Ge-
netic Algorithm and the tree structure of Genetic PrograngnGNP expresses itself
in a directed graph network consist of nodes. The originedis based on the more
general representation ability of graphs than that of trébe aim of developing GNP
is to deal with dynamic environmentffieiently by using the higher expression ability
of graph structures than that of trees, and the inherentlippgd functions in it. Each
node of GNP is to be a minimum unit which executes the judgroeptocessing for
the agents, and the transition rule of GNP is totalljedent from GP system.

On the other hand, GNP boots from the start node and nevensetuit during the
execution, then a series of node transitions generate théoss of GNP. Therefore,
these node transitions act like an implicit memory functio@NP. It is also possible to
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apply GNP to Partially Observable Markov Decision Processeng only the specific
functional nodes needed for the current state of the probldms, the aim of GNP is to
construct anficient graph based programming having implicit memory fioms and
applicable to even the Partially Observable Markov Deaigtoocess environments.
In other words, GNP is a new evolutionary method to constgecieralized discrete
event systems by combining program modules. GNP aims to ve applicable to
many problems by separating the judgment nodes and pragassiles structurally so
that the network can be easily evolved.

<Basic Concept of GNP

Fig.1 shows the basic structure of GNP. The directed graph steigwsed to rep-
resent individuals. GNP program is composed of one start mod plural judgment
nodes and processing nodes. Start node has no function acohddional branch.
When GNP begins to boot, this node is executed at first. Judgnueles have vari-
ous decision functions dealing with the specific inputs ftbi environments such as
sensor information and measured data. It returns a judgresalt and determines the
next node to be executed. Processing nodes work as actiotidug. After the start
node, the current node is transferred according to the nodeections and judgment
results. In processing nodes, actions are conducted tooamvents. All movements
of the agents are decided by the function of judgment noddgeotessing nodes of
GNP. The labels of all kinds of judgment and processing fions{Judgment node: 1,
2, ...,J, Processing node: 1, 2, .R) are set up in the libraries, which are prepared by
the designers. The node transition begins from a start rayatethere is no terminal
node.

The connection is branchedfdy the judgement results, which are predefined by
judgement functions in judgement nodes. Accordingly, @¢hare a lot of judgement
results, then the number of branches increase and the rkestvacture become com-
plicated. And processing nodes have just one branch in d¢odearry out the next
judgement. Actually, GNP can use the fixed number of nodesthiar words, GNP
can adopt evolving the genotypes with variable number oesphlut in this thesis pa-
per, GNP evolves only the networks with the predefined nurabeodes. It would be
better to say that GNP here evolves the genotypes with fixetheuof nodes. We set
the number of each node in GNP, ed§.x 3,J, x3,--- ,P; X 3, P, x 3, and so on.
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Crossover for GNP structure Mutation for GNP structure

Figure 2: Genetic Operations

Once GNP is booted up, the execution starts from the stam,nibén the next
node to be executed is determined according to the conneftim the current acti-
vated node. If the activated node is judgement node, themmde is determined by
the judgement results. When processing node is executedetkt node is uniquely
determined by the single connection from processing node.

<Genetic Operators>

In general, the exploitation of the accumulated informatiesulting from the evo-
lutionary search is done by the selection mechanism, whédekploration of new re-
gions in the search space is accounted by genetic operatdraliance the exploration
and exploitation.

The genetic operators mimic the process of heredity of gameseate new fb-
spring in each generation. The operators are used to aéteyahetic composition of
individuals during evolution. In essence, the operatorfop@ a random search, and
cannot guarantee an improvefispring. There are three common genetic operators:
selection, crossover and mutation. Fagghows a simple example.

<Summary of GNP>
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Using the nodes transitions as solutions of the problem, G&lp the individual
understand the conditions of the problem very well. Alsoe ¢l the various judg-
ment nodes, it is also possible for GNP to respond to the asofjthe environments
quickly. which makes GNP as afffective method mainly for dynamic problems. Due
to its gene structure, it has the implicit memory function aeuses the nodes, which
leads to the compact structure of GNP.

With the evolutionary ability and network programming sture, the optimal so-
lutions of many problems can be easily obtained by using GNP.
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