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Abstract

This thesis investigates the incorporation of knowledge into generative open-domain dialogue sys-
tems, a pivotal challenge in natural language processing characterized by the generation of generic
and uninformed responses. Addressing the root issue of an inherent knowledge deficit, we propose
two contrasting methods to enhance dialogue response quality by introducing external and internal
knowledge, respectively. In the first approach, external knowledge is incorporated through a novel
retriever-generator model grounded in a knowledge base of social media interactions (SMIkb). The
model, comprising of a neural retriever and generator, leverages the linguistic richness of social
media to augment its contextual understanding and enhance dialogue engagement and knowledge.
Conversely, the second approach exploits the internal knowledge stored within the model’s pa-
rameters. Utilizing the technique of knowledge distillation, a student model is trained to extract
internal knowledge from two specialized teacher models or experts, representing crucial aspects
of an engaging conversation: conversational ability and informativeness. This method also proves
to be effective in improving the overall response engagement and informativeness. Quantitative
evaluations substantiate the effectiveness of both approaches in generating improved open-domain
dialogue responses. Although each approach on its own targets a knowledge source independent of
the other, future research should aim to develop a comprehensive dialogue system integrating both
internal and external knowledge. This study aims to be the first steps towards the advancement of
natural, knowledgeable, and engaging open-domain dialogue systems.
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1 Introduction
Since the advent of computing, humans have long wanted to converse with the machine in natural

language. This aspiration encapsulates the desire to endow machines with the ability to understand,
engage, and respond effectively in an open-ended dialogue - a feat emblematic of the complexity
and spontaneity of human condition. Far from a simple execution of commands, this involves
generating natural, engaging, and knowledgeable dialogue, which remains a fundamental challenge
in the field of natural language processing [Adiwardana 20, Roller 21].

Nevertheless, a prevalent issue in preexisting open-domain dialogue systems is the frequent gen-
eration of highly generic (“Okay.”) or uninformed (“I don’t know”) and uninteresting responses (“I
see” etc.) [Li 16a, Xu 22]. One of the primary causes for such limitation is that, unlike humans,
the models inherently lack access to rich knowledge and specific conversational intricacies during
training leading to unengaging responses [Shao 17, Ghazvininejad 18].

In the light of the identified problems, recent work has proposed considering additional contex-
tual information such as multi-turn conversation history [Zhang 18], persona [Li 16b, Cao 22], or
the use of fact-based structured knowledge [Dinan 19]. Among these, our work approaches this
problem from a more general standpoint of improving the overall conversational ability of gen-
erative models. Deriving inspiration from how humans learn to converse, mimicking knowledge
through external social interactions and learning implicit or internal knowledge from their envi-
ronment, the focus of our study is twofold. Specifically, we propose two contrasting approaches
towards augmenting dialogue response quality - one utilizing an external knowledge base in a
retriever-generator setup and the other distilling the internal knowledge captured within the mod-
els’ parameters.

The first part is a novel approach of incorporating external knowledge through grounding a
retriever-generator model in a knowledge base of social media interactions (hereinafter referred to
as SMIkb). The implementation involves employing the Dense Passage Retriever [Karpukhin 20]
along with BART [Lewis 20a] seq2seq generational model trained jointly, to search the pre-indexed
SMIkb, infusing relevant information with the input utterance. This approach enhances the gen-
erator models’ contextual understanding, drawing from the informative and unstructured linguistic
patterns prevalent in social media interactions.

Contrastingly, the second approach focuses on exploiting the internal knowledge stored in the
models’ parameters. Adopting the technique of knowledge distillation [Hinton 15], where a student
model is trained to emulate the knowledge (behavior) held inside a more complex teacher, we first
train multiple teacher models with specific abilities crucial for carrying out engaging dialogue. A
target student model is then trained to generate responses by distilling the internal knowledge from
two specialized teacher models, each representing a different facet of an engaging conversation.
Namely, conversational ability (relevance in responses) and informativeness (or knowledgeability).
Also note that this study primarily focuses on response generation for single-turn dialogues. We
decided that other settings such as multi-turn cases were best addressed in future work.

In summary, we propose two novel methods to improve open-domain dialogue response gener-
ation, through incorporation of external and internal knowledge respectively. The first approach,
grounded in the utilization of social media as a knowledge base, successfully boosts the quality
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and engagement of generated dialogue, aligning it closer to human conversational patterns. The
second approach, a distillation-based method, effectively tackles the limitations of a generative di-
alogue model by utilizing internal knowledge from multiple teachers, offering a viable alternative
in knowledge distillation. Quantitative evaluations across automatic and human metrics validate
the effectiveness of both approaches.

The rest of the thesis continues with related prior work, chapter-wise explanation and evaluations
of the above approaches, then finally closing with the conclusion and scope for future work in this
field. We hope this study contributes towards the development of natural, knowledgeable, and
engaging open-domain dialogue systems.

2 Related Work
We organize the relation of this study to existing work under the following criterion.

2.1 Dialogue Systems

Research into the development of Dialog systems have a long history starting with ELIZA
[Weizenbaum 66] in the 1960s. Since then along with the advances in computation, the dialogue
systems have continued to evolve at a remarkable pace. In the last decade, most open-domain dia-
logue systems (also referred to as “chat-bots") have come to be based on the neural network archi-
tectures originally developed for machine translation (MT) [Cho 14, Sutskever 14]. This approach
of modeling conversations as a sequence to sequence (seq-2-seq) problem [Sutskever 14] became
the backbone of modern generation-based dialogue systems [Vinyals 15, Sordoni 15, Serban 17].
The common theme here is the use of RNN (recurrent neural network) to model dialogue in an un-
supervised setup. A seq2seq approach consists of an encoder-decoder structure where the encoder
extracts the information (or context) from the input while the decoder generates the corresponding
output (or response). However these simple sequence-aligned RNN-based models had a common
issue of increasing memory constraints across long sequences. This, in turn, led to poor learning
across distant positions [Hochreiter 01].

Hence as a result, the Transformer [Vaswani 17] utilizing self-attention to compute the con-
textual representations was proposed as a solution and quickly became one of the standard ar-
chitecture in the field of NLP [Lakew 18, Devlin 19], and consequently also in dialogue sys-
tems [Wolf 19, Le 19, Oluwatobi 20]. Although BERT [Devlin 19], along with related develop-
ments such as RoBERTa [Liu 20] and ALBERT [Lan 20], achieved high performance on a wide
array of downstream tasks, due to their nature as an encoder-only model they could not be used di-
rectly for generative tasks such as dialogue. Therefore new autoregresive encoder-decoder seq2seq
models such as BART [Lewis 20a], T5 [Raffel 20] were proposed, allowing for the application for
transfer learning approaches in dialogue systems. Moreover in recent months, large scale decoder-
only language models (GPT-3 [Brown 20], LLaMA [Touvron 23] etc.) have also begun to be widely
used for dialogue response generation.

We limit ourselves to the use of above mentioned BART [Lewis 20a] architecture as our genera-
tive model in this thesis.
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2.2 Knowledge-based Generative Dialogue Models

2.2 Knowledge-based Generative Dialogue Models

As discussed in Section 2.1, dialogue systems have grown to become increasingly sophisticated
over the years. Beyond the improvements in model architecture, incorporating additional context
or external knowledge has been a field of much interest lately. Additional contexts include personal
information like persona [Li 16b, Zhang 18, Cao 22], emotional information [Zhou 18, Zhang 20a],
or even empathy [Rashkin 19, Tu 22]. At the same time prior works making use of external knowl-
edge bases have become increasingly common, beginning with [Ghazvininejad 18], Wizard of
Wikipedia [Dinan 19] and [Jia 20], meanwhile [Kwiatkowski 19, Chen 23] utilize their knowledge
bases for a variety of question answering tasks.

The closest work to ours, in terms of including a retrieval step for generation, is [Weston 18],
which proposed an approach involving pre-training the retriever and generating only over the can-
didates retrieved in advance from the training set. More recently [Roller 21] also tested retrieval-
based dialogue generation. However, similar to [Weston 18], they utilized a retrieval model that
was kept fixed during training. Our work, meanwhile, follows a different direction that does not
require pre-training of the retriever but fine-tunes it along with the generator to retrieve over a much
larger knowledge base of interactions at generation time.

We would also like to mention [Shuster 21], which investigates factual hallucination in dialogue
retrieval-generation models with a fact-based knowledge base such as Wikipedia. Our proposed
method in this thesis takes a more generalized approach, focusing solely on improving the raw
conversational ability of dialogue models. Instead of factual accuracy, ours is a simple approach
for generating an engaging conversation grounded in unstructured social media interactions.

2.3 Knowledge Distillation and Dialogue Response Generation

Knowledge distillation (KD) as introduced in [Hinton 15], is a key technique in machine learn-
ing, where a student model is trained to emulate the behavior (knowledge) of a (more complex)
teacher model. Although initially applied to various tasks in the field of computer vision [Hinton 15,
Shen 21, Feng 22], it has also been used extensively in NLP [Sanh 19, Li 21, Lee 23].

However, the use of knowledge distillation in the context of open-domain dialogue generation
remains relatively rare. In recent years, [Zhang 20b] have used distillation to augment synthetic
dialogue data, [Kim 21] focuses on distilling generative model responses into a retrieval model,
meanwhile [Zhu 21] have proposed an approach to combining curriculum learning [Bengio 09]
with knowledge distillation for dialogue generation.

This study, while in a similar space to [Zhu 21], focuses on distilling the internal knowledge
from multiple specialized dialogue teachers to in-turn train a student model to generate much more
engaging and informative responses.
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Figure 1: Our proposed dialogue response generation approach grounded in SMIkb through a
jointly trained retriever-seq2seq generator setup

3 Utilizing External Knowledge for Dialogue Response Gener-
ation

Our first proposed approach involves utilizing external knowledge, i.e. knowledge about out-
of-domain topics or human conversational behavior lacking in pre-existing models, for improving
the quality (relevance, engagement, and knowledge) of response generation in open-domain dia-
logue systems. In particular, we introduce social media interactions as an external knowledge base
(SMIkb) to ground our model in for more natural and human-like response generation.

We begin with formulating the task of dialogue generation given an external knowledge source,
and then proceed to explain our joint retriever-generator model as the proposed setup for utilizing
the aforementioned newly developed knowledge base.

3.1 Task Formulation

Our task of response generation grounded in external knowledge can be formulated as training
a model to predict a response r = (r1, r2, ..., rm) of m words when given an input utterance u and
a set of documents D that might contain relevant knowledge. We define our goal as to allow the
model to learn the parameters such that when given an input utterance u and a knowledge base D,
the model can generate a response r following the probability p(ri|u, r<i,D; θ), where θ refers to
the parameters of the model.

L(pθ,u(m), r(m)) = − log pθ(u
(m) | r(m),D;θ) (1)

= −
|r(m)|∑
i=1

log pθ(r
(m)
i | u(m), r

(m)
<i ,D;θ) (2)
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3.2 Retriever-Generator Model

3.2 Retriever-Generator Model

Inspired by recent advances in retrieval assisted QA [Guu 20, Lewis 20b], we adopt a simple joint
retriever-generator setup to the task of dialogue generation. Concretely, we utilize BART, a seq2seq
model pre-trained on a denoising objective, as our generative model along with the pre-trained
neural Dense Passage Retriever (DPR) [Karpukhin 20] as the retriever of choice. DPR is a highly
efficient neural retriever pre-trained for retrieving the top-k similar documents to an input query
u. It executes this by encoding both the query and the entire knowledge base through independent
BERT-based encoders (as t). Furthermore, we follow [Karpukhin 20] to build an offline searchable
dense vector index of these embeddings for our SMIkb using the FAISS [Johnson 17] library for
faster lookup. An overview of our architecture is shown in Figure 1. Application of our model to
dialogue response generation can be formulated as a two-step process:

1. The retriever searching top-k documents from the pre-indexed interaction knowledge base,
relevant to the input utterance.

2. The generator predicting the response to the previous utterance along with the retrieved con-
text.

Following the notion set in Section 3.1, the probability of generating the response r given the
utterance u and each of the top-k documents dj from the knowledge base D can be defined as

p(r|u; θ, λ) =
k∑
j

pλ(dj|u;λ)
∏
i

pθ(ri|u, r<i, dj; θ), (3)

where θ and λ are parameters for the generator and retriever, respectively. They are both fine-tuned
jointly in an end-to-end fashion, with the retriever providing additional context that is concatenated
together with the input at the time of generation. As there is no “correct” document source in the
knowledge base, we consider it to be a latent variable. Therefore, during decoding we marginalize
these probabilities over all the retrieved documents to return the most probable (best) response
using beam search.

3.3 Experiments

We evaluate our proposed retriever-generator model grounded in multiple external knowledge
datasets spanning various domains, on the task of open-domain dialogue generation. The results
are then compared against two competitive BART-based baselines.

3.3.1 SMIkb: Knowledge base of Unstructured Social Media Interactions

Aiming to improve the raw communication ability of dialogue systems by mimicking human
response behavior, we developed our own human-readable external knowledge base, built primarily
of unstructured human-human social media interactions (SMIkb).

It comprises of entries from top thread titles and their top 100 comments from Reddit, an Amer-
ican social news aggregation and discussion site, throughout 2020 (January-November). For our
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3.3 Experiments

SMIkb
title text

LPT: If you borrow something like a tool or a generator
from someone, return it in BETTER shape than you got it.

My dad always said that returning something in the
same condition you received it is the absolute bare minimum.

SoftBank Nears $40 Billion Deal to Sell Arm Holdings to Nvidia Nvidia is priced decentlyfor what they offer.

Apple to Give Employees Paid Time Off to Vote in U.S. Election
This exactly. A large majority of disenfranchised

communities work jobs that don’t observe federal holidays.

Apple may be working on a foldable iPhone
I can confirm that Apple would be stupid to not be working on one.

Whether they ever release one is up for debate,
but they’re definitely working on one.

Anyone else feel like there are so many good games
that are completely spoiled by a single bad mechanic?

I don’t have an issue with all inventory management,
I have an issue with limited capacities. I’d much rather be able

to pick it all up and sort it later in town. At least mods can fix that.

Google changed my device trade in value from $350 to $17.50.
Isn’t it crazy we need good Samaritans to step in

and help with these things because Google CS can’t?

Table 1: Snapshot of SMIkb

study, we used the Pushshift API [Baumgartner 20], an active big-data project maintaining copies
of entire reddit data, to scrape over 324 different sub-reddits emulating a wide information source
totaling to 1,639,543 unique entries. From this collection, a random selection of 600,000 (due to
memory limitations) makes up our SMIkb. A snapshot of the same is shared in Table 1.

Furthermore, to verify the effectiveness of using a conversational knowledge base like Reddit,
we compared ours to a pure Wikipedia knowledge base (ref. “Wiki”) of the same size (random
sample of 600k entries) containing the wiki page title and the leading 100 words. Additionally, we
also tested a 1:1 combination of the above two bases (ref. “Mix”).

3.3.2 Fine-tuning datasets

For end-to-end fine-tuning on our open-domain dialogue generation task, we use a combination
of datasets of varying nature from different sources.

Open-domain dialogue datasets (ODD) For end-to-end fine-tuning on the dialogue generation
task, we use a combination of datasets of varying nature from different sources. The first is Dai-
lyDialog [Li 17], a high-quality, human written and annotated dataset covering various topics from
daily life over a span of 13,118 conversations. Next, we add DailyDialog++ [Sai 20], a dataset
comprising of multiple relevant responses for over 19,000 different contexts. In addition we also
include the Cornell Movie-Dialogs Corpus [Danescu-Niculescu-Mizil 11], which is a corpus of
transcription of movie dialogues. Although originally multi-turn, for the purpose of this study, all
of these were extracted and converted into a series of single-turn conversations. We split our set
into train, valid, and test with a ratio of 70%, 15%, and 15% respectively. The overall breakdown
is given in Table 2.

Comments from Reddit In addition to the publicly available natural open domain data sets dis-
cussed in the previous section, we further extract another 200,000 comment pairs from Reddit,
distinct from SMIkb. They act as pseudo dialogue pairs to supplement our knowledge base. Pre-
liminary experiments including them in the mix showed minor improvements, hence this step might

10



3.4 Evaluation

Dataset Total (turns) Train Valid Test
DailyDialog 76,743 53,721 11,511 11,511
DailyDialog++ 39,913 27,939 5,987 5,987
Cornell Movie-Dialogs 221,088 154,762 33,163 33,163
Reddit (pseudo extracted) 200,000 140,000 30,000 30,000

Table 2: Overview of datasets in use for retriever-generator model setup

help training by bridging the distribution gap between the external knowledge base and the natural
fine tuning dialogue data.

3.3.3 Experimental Setup

Implementation Details Our joint retriever-generator model consists of a pre-trained Dense Pas-
sage Retriever and BART-large (24 layers, 406M), which are later fine-tuned together on SMIkb
and dialogue datasets. The model is trained mostly with the default parameters, batch size of 1,
and an initial learning rate of 3 × 10−5. We further experiment with various values of k for our
top-k document retrieval, while beam search with size of 5 is used as our response decoding strat-
egy. Fine-tuning is performed with an Nvidia V100 GPU using the HuggingFace library [Wolf 20]
along with Pytorch Lightning [Falcon 19].

Baselines We consider two strong baselines based on a vanilla BART-large with no retriever to
investigate the effectiveness of our approach.

1. The first is fine-tuned solely on the datasets mentioned in Section 3.3.2 (ref. “Baseline 1”)
with no SMIkb.

2. Next to confirm the effectiveness of our providing external data through our retriever-generator
setup, we merge the entire SMIkb interactions into our training data, and simply fine-tune the
vanilla model on this new extended set. (ref. “Baseline 2”).

Note that although we choose BART as our generator and baseline for its size and relative ease
in training, our proposed SMIkb based modeling setup could possibly also be extended to larger
models.

3.4 Evaluation

To measure the impact of social media interactions, the generated responses were evaluated
through both automatic and human evaluations. The results are compiled in Tables 3 and 4.
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3.4 Evaluation

Model Setup Training Knowledge Base BLEU-4 Dist-1 Dist-2
Data (Retrieval)

Baseline 1 ODD None 1.31 0.20 0.96
Baseline 2 ODD + SMIkb None 1.05 0.12 0.47

k = 3 k = 5 k = 7
BLEU-4 Dist-1 Dist-2 BLEU-4 Dist-1 Dist-2 BLEU-4 Dist-1 Dist-2

Ours (SMIkb) ODD SMIkb 9.78 2.80 16.90 10.51 5.50 26.63 10.48 5.51 26.62
Ours (Wiki) ODD Wiki 6.93 2.57 14.91 7.14 4.94 23.38 7.11 5.02 23.79
Ours (Mix) ODD SMIkb + Wiki 6.03 2.45 14.08 6.20 4.71 22.25 6.21 4.71 22.23

Table 3: Automatic evaluation of generated responses across various values of k for top-k retrieval

Model Setup Human Eval.

Relevance Engagement Knowledge

Gold (Test-Data) 3.50 3.33 3.47

Baseline 1 2.82 2.35 3.00
Baseline 2 3.03 3.02 2.89

Ours (SMIkb) 3.84 3.75 3.60
Ours (Wiki) 3.40 3.75 3.76
Ours (Mix) 3.62 3.80 3.71

Table 4: Human evaluation of generated responses for the best k = 5

3.4.1 Automatic Evaluation

We perform a series of automatic evaluations on the jointly fine-tuned seq2seq model. First, to
measure the relevance between the generated output and gold response we calculate the extent of
their n-gram overlap through the BLEU [Papineni 02] score metric. Next, to measure the diversity
of the responses generated the Distinct metric [Li 16a] is used. Distinct-N is a measure of unique
n-grams as a fraction of total generated words. We calculate both the unigram and bigram values
for our models.

3.4.2 Human Evaluation

We would also like to note that it has been widely reported that automatic evaluation metric do
not correlate well with the actual quality of the generated outputs [Liu 16]. Thus, we additionally
performed human evaluation of the responses with the highest BLEU (k = 5) through Amazon
Mechanical Turk on a 5-point Likert scale to further measure the effectiveness of our model. The
evaluation is carried out regarding three different markers connecting back to the primary goal of
our work:

• Relevance: How well does the generated response correlate with the input utterance?

• Engagement: Does the generated response makes the conversation engaging or how likely
are the evaluators to continue the conversation?

• Knowledge: How knowledgeable or sensible is the generated response?

12



3.5 Results and Analysis

Figure 2: Screen shown to raters on MTurk for evaluating the response on a 5-point Likert scale

For carrying out the human-evaluation of the generated responses, we selected our evaluators to
be English speakers from the United States with an approval rate of over 90%. The average pay
was set at 1 cent per question. The evaluators were asked to score 100 responses selected at random
from the test set, on a scale of 1-5. Each response was scored by 7 different evaluators, and their
average was calculated. A snapshot of the Mturk evaluation screen shown to the raters is shown in
Fig. 2

3.5 Results and Analysis

First, with automatic evaluation, we observe that our method of introducing social interactions
through a retriever at generation time maintains task performance and allows for a more diverse set
of responses, as shown with an increase in all of the measured metrics over both the baselines. The
baselines do not have a retrieval step and therefore do not have an effect due to changing k. bold
refers to the best scores across all k among the generated responses, while ODD is the collection
of Open-Domain Datasets from Section 3.3.2.

Next, our Reddit-based SMIkb model outperformed other combinations, confirming an increase
in response quality. Furthermore, experiments comparing the effect of top-k on generation quality
showed k = 5 as the sweet spot with the highest BLEU, which was then evaluated further in human
evaluation.

Similar to the automatic evaluation, all of the proposed combinations showed improvements over
the baseline in human evaluation. In line with our proposed approach, the SMIkb model recorded
the highest score in terms of conversational relevance. Meanwhile, the mix of SMIkb and Wikipedia
seems to find the appropriate balance between conversational ability and “knowledgeability” with
the metrics even exceeding the gold score. We hypothesize that this is not just due to high genera-
tion quality but also the nature of our task, which might make our model responses more relevant to
a worker when assessed in a single-turn context. Overall, the results verified our proposed approach
of learning directly from social media interactions leading to large improvements over the baseline
in all metrics of interest. Furthermore, significance tests of bootstrap re-sampling showed that the
above evaluation score differences between baselines and our models were statistically significant
(p < 0.01). Examples of the various generated responses across all the models are shared in Table
5.

In addition, we looked at cases where our model struggles or fails at generating a natural re-
sponse, a select few of which are compiled in Table 6. In some of these particular cases, the
baseline generations, although generic, turn out to be more relevant. We believe some of these long
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3.5 Results and Analysis

Input Utterance SMIkb Wiki Mix Baseline

Here comes the
birthday cake.

Wow, what a lovely
cake. I’ll have a
piece.

Wow, what a beau-
tiful cake. It must
have tasted as good
as I expected.

Really? Wow.
Happy birthday to
you! You look so
healthy.

Thank you.

I’d better go. I gotta
get up early. Go
over to my parents’.

What are you going
to do for breakfast?

You mean you don’t
wanna go with me?

Why don’t you stay
at my place? I’ll
cook dinner.

I don’t think so.

Something’s burn-
ing?

Oh my goodness,
it’s on fire!

Oh my goodness, it
’ s burning!

Oh, my bread! It’s
burning!

No, it’s not.

Would you mind if
we just called it an
early night?

Even I couldn’t. I
have work tomor-
row.

I’d love to. But I’ve
got to work tomor-
row.

What are you talk-
ing about? We just
ate?

I don’t think so.

Isn’t it wonderful
walking here?

What do you mean?
Was it bad?

Not at all. The air
is fresh, the walk is
easy and the sun-
shine is kind.

Yes, you can see
the whole city from
here.

Yes, it’s very beau-
tiful.

Table 5: A comparison of generated responses, grounded in various external knowledge bases

Input Utterance SMIkb Wiki Mix Baseline

Who was the con-
ductor?

Oh speaking of the
conductor, he was
indeed a genius. A
descendent of Chi-
nese.

I don’t remember
the name.

Oh, speaking of the
conductor, he did an
excellent job.

I know.

Oh god you scared
me!

Ahahah! We need a
fitness instructor.

I’m sorry. Sorry. I was trying
to scare you.

Is something
wrong?

Table 6: Selected examples where the proposed retriever-generator setup struggles or fails at gen-
erating a relevant response
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Figure 3: Overview of the proposed multi-expert distillation framework for response generation

responses with unrelated information to be an artifact of our generation model being overly depen-
dent on the knowledge base. While social media may simulate human-like conversations in a large
variety of situations, it is still far from being a perfect stand-in for real-life dialogue. Therefore, our
future work in this direction should look at not only the quality and scope of the knowledge base,
but also consider selecting when to ground and make use of the said knowledge during response
generation.

4 Distilling Internal Knowledge for Dialogue Response Gener-
ation

We further address the previously discussed problem of pre-existing models’ failure to capture
knowledge and subsequent drop in engaging responses, by presenting an alternate, simple yet ef-
fective approach. In contrast to utilizing an external knowledge source for context, we turn our
attention inwards, towards internal knowledge held inside a model’s parameters.

We first redefine an engaging conversation to be made up of various abilities, training multiple
expert models for each. The proposed method then aims to train a student model by distilling the
relevant knowledge from expert models, in-turn allowing our target student to effectively learn the
specialized abilities required for a more engaging dialogue response generation.

4.1 Task Formulation

Unlike Section 3.1, this alternate approach does not inherently require an external context source,
therefore the loss to minimize is the standard negative log-likelihood for dialogue response genera-
tion. Hence, given the input utterance u, the model can generate a response r following probability
p(ri|r<i,u; θ).
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4.2 Response Generation with Multi-Expert Distillation

L(pθ,u(m), r(m)) = − log pθ(u
(m) | r(m);θ) (4)

= −
|r(m)|∑
i=1

log pθ(r
(m)
i | u(m), r

(m)
<i ;θ) (5)

4.2 Response Generation with Multi-Expert Distillation

As briefly mentioned earlier, in particular, we focus on two significant abilities that contribute to
an engaging response: (1) conversational ability (relevance) and (2) informativeness (knowledge-
ability). Correspondingly, we first train two models, namely Ex(D) and Ex(K), on the respective
conversational and informative domain dialogue data, following the loss described in Section 4.1.
These models act as our experts for teaching our final student through knowledge distillation (KD).

Note that an engaging conversation may consist of various aspects and abilities not limited to
conversational ability and knowledge, but also include coherence, personality, topicality and others.
However, in the scope of this study, we intentionally limit ourselves to conversational ability and
informativeness as we consider these two to be the fundamental abilities that initially make up
an engaging dialogue system. Furthermore, these abilities can also be considered, to an extent, a
superset that has some overlap (a high conversational ability overall can be linked to high relevance
and coherence, while high informativeness can be a starting point for topical interestingness or
elements of persona) with the other finer aspects of an engaging conversation. Nonetheless, given
enough time and compute, our proposed framework can also be extended to include learning from
multiple detailed teachers specializing in each of the above mentioned aspects.

As introduced in [Hinton 15], given a specified teacher and a student model, KD aligns the
student to the teacher by minimizing the Kullback-Leibler (KL) divergence between their output
probability distributions. The idea is the student model will learn to predict the teachers ‘soft’
distribution - output probability across all classes, instead of only the final predicted class, thereby
generalizing the knowledge internal to the teacher. For student S and teacher T predictions, say rs
and rt, KD minimizes the following distance.

L(T)KD = KL(rs || rt) (6)

Now, when in the presence of multiple experts, it becomes crucial for the student to optimize the
knowledge learned from each expert. We address the same by taking inspiration from prior work
in the field of curriculum and active learning [Bengio 09, Settles 08] where we consider student
difficulty as a barometer for effectively adjusting the experts’ distillation signal during training.
[Bengio 09] formulates curriculum learning as a method to gradually increase the complexity of
examples which has shown to be helpful for training a more generalized model. Therefore, based
on related previous work [Li 21, Bengio 09], we adopt student entropy H over its response as
our preferred metric for assessing a sample’s complexity/difficulty (or confidence; low confidence
implies high difficulty).
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4.3 Experiments

H = −
∑
i

p(ri|r<i,u) log p(ri|r<i,u) (7)

Using the above student response difficulty metric, we realign the examples for training from easiest
to hardest, and the distillation signal from each expert is then divided across the batch accordingly.
For difficult examples, the student rs may benefit from an easy-to-learn expert Ex(D), while the
other expert may help with the easier examples instead. We formulate such a division of expert
distillation signals as follows.

LEx = γ L(Ex(D))KD + (1− γ) L(Ex(K))KD, (8)

where γ is a parameter for balancing the experts. Combining the two processes with an adjustable
parameter λ, we can define the overall loss L to optimize our dialogue response generation model.

L = LNLL + λ LEx (9)

An overview of our proposed multi-expert distillation framework is shown in Fig. 3. The target
student model S is trained on a combination of distillation loss from multiple experts of specific
abilities LEx and a dialogue response generation task-specific loss LNLL.

4.3 Experiments

We train, distill, and evaluate our multi-expert distillation framework on a mixture of existing
open-domain dialogue datasets. The results are then compared against various seq2seq BART
baselines.

4.3.1 Experimental Setup

Our expert and student models discussed in the previous sections consists of BART [Lewis 20a]
seq2seq models fine-tuned on various dialogue and knowledge datasets. The implementation details
are similar to that of Section 3.3.3, with the number of GPUs increased to 4.

4.3.2 Datasets

We fine-tune our expert and student models on various open-domain dialogue datasets.

Open-domain dialogue datasets (ODD) We fine-tune our student on a similar combination of
ODD as mentioned in Section 3.3.2. However, the total number of training samples for each model
is set at 200,000.
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4.4 Specialized Teachers

Model Arch (BART) Training Data Turns

Ex(D) Large ODD 200,000
Ex(K) Base WikiDialog 500,000
Ex(KS) Base Reddit 500,000

Table 7: Training data for specialized teachers

Knowledge-based (pseudo) dialogue datasets For training our specialized expert models we
use the following data.

For our informativeness (knowledge) expert Ex(K), we use WikiDialog [Dai 22] as our dataset
of choice. WikiDialog is a synthetically generated dialogue dataset extracted from converting
Wikipedia passages into a conversation between two pseudo speakers. Furthermore, we also con-
sider the Reddit-based social media dialogue dataset (SMIkb) introduced in Section 3 as an alter-
native informative dataset to train a different expert model Ex(KS) for comparison. We set the total
number of training samples for informative models to 500,000, as this is considered a more difficult
task to train. A summary of the expert training data is compiled in Table 7.

4.4 Specialized Teachers

As discussed in Section 4.2, we train two expert models that act as specialized teachers for our
student model:

1. Ex(D) for conversational ability (relevance)

2. Ex(K) for informativenes (knowledgeability)

In particular, Ex(D) is a BART-large model trained on a set of open-domain dialogue datasets,
while Ex(K) is a BART-base1 model trained on more informative Wikipedia-extracted pseudo con-
versational pairs.

Note that the latter Ex(K) is trained on a more information dense dataset than the simple daily-
life dialogues of the former Ex(D) model. Furthermore, to quantify this difficulty of the informative
datasets compared to the other, we randomly select 100 utterance-response pairs and calculate their
average perplexity (PPL) as generated by a language model similar in size to our target, GPT-2
(117M). The results are compiled in Table 8.

Following the above observed trend, we can consider the Wikipedia or Reddit-based knowl-
edge/information dataset to be sufficiently diverse and contain uncommon or noisy conversational
structures compared to casual daily-life interactions, and hence we can consider our expert model
trained solely on the same, the informativeness expert Ex(K) to be a more difficult to learn teacher
for a student as compared to the other daily-life dialogue teacher Ex(D) which could be relatively
easy to learn for our student model due to an easier vocabulary and the overlap with the NLL train-
ing data of the student itself. To back this up, we also share a few example pairs of training samples
from each of the datasets mentioned in Section 4.3.2 in Table 9.

1BART-base was selected for its relative ease and stability of training.
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4.5 Evaluation

Dataset Avg. Perplexity (↓)

Utterance Response

ODD 195.56 60.90
WikiDialog 240.49 306.42
Reddit 179.27 309.10

Table 8: Average perplexities of utterances and responses across various datasets

Dataset Example pairs from the set

ODD Utt: Hey, Jenny. Would you like to go to dinner with me?
Resp: I don’t know. You know what they say about office romances.

Utt: Waiter, can I have the bill please?
Resp: Wait a moment. It’s $30.

WikiDialog Utt: What is Selo Zyuzino?
Resp: Zyuzino, Moscow Oblast Zyuzino is a rural locality (a "selo") in the Ramensky District in Moscow Oblast, Russia.

Utt: What is known about the Karuna Trust?
Resp: Karuna Trust (Sri Lanka) is a voluntary non-profit organization

dedicated to improving the living standards of materially poor people in Sri Lanka.

Reddit Utt: SoftBank Nears $40 Billion Deal to Sell Arm Holdings to Nvidia
Resp: Nvidia is priced decently for what they offer.

Utt: Apple may be working on a foldable iPhone.
Resp: I can confirm that Apple would be stupid to not be working on one.

Table 9: Example conversation pairs from varying dialogue datasets

Building upon the above reasoning, recall that when learning the distillation signal, we choose
the expert based on the student’s measure of difficulty of a training sample. Hence over the course
of training, the samples deemed difficult by the student are matched with an easier-to-learn teacher,
and the opposite also follows. For our experiments, the multiple experts are balanced equally with
γ = 0.5.

4.5 Evaluation

The responses generated on the ODD test set were evaluated against a combination of baselines
to measure the effectiveness of our proposed setup. Due to differences in training conditions among
expert models, we limit comparisons to similar-sized baselines.

As in Section 3.4, the models were evaluated through both automatic and human evaluations.

4.5.1 Baselines

For our evaluations we train and compare the proposed model against five different baselines as
follows.
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4.5 Evaluation

Figure 4: Screen shown to evaluators on MTurk for performing pair-wise comparison of responses

1. Vanilla: First is a vanilla BART-base model trained directly on the 200k samples from the
ODD mentioned in Section 4.3.2. This is in direct comparison to our similar-sized target
student model.

2. Vanilla - ALL: Next, to confirm the effectiveness of distillation over simple fine-tuning on
a combination of two datasets, we train a vanilla BART-base on a total of 700k samples by
merging all the datasets.

3. Ex(D)-Distill and Ex(K)-Distill: To verify the advantage of our multi-expert setup over reg-
ular distillation, we compare two baselines trained with either of our experts (equivalent to
standard knowledge distillation).

4. Multi Expert w/ Ex(KS): To measure the effect of using a Wikipedia-based model as our
knowledge expert, we train a SMIkb-based (cf. Section 3.3.1) expert model Ex(KS) and
compare this related variation (ref. ME-Ex (KS)) of our proposed setup.

Also note that while we select BART due to size limitations, our setup could easily be extended
to larger models.

4.5.2 Automatic Evaluation

Following previous literature in this domain, we measure BLEU [Papineni 02] and perplexity
(PPL) [Melis 17] scores as a stand-in for the overall quality of our responses.

4.5.3 Human Evaluation

As discussed in Section 3.4.2, automatic evaluations metrics alone do not sufficiently eval-
uate the actual engagement of generated outputs [Liu 16]. Therefore, following contemporary
work [Roller 21], for this approach we perform human evaluation by pairwise comparison of the
generated responses of our proposed method and respective baselines. The evaluation is carried out
via Amazon Mechanical Turk on two primary metrics:

1. Engagement: Whether the human evaluator would prefer to continue the conversation with
this agent for a long period of time.

2. Informativeness: Whether the response seems sufficiently informative or knowledgeable.
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4.6 Results

Model Distill Training Automatic Eval. Human Eval. ( Ours vs. Model, %)

(BART) Expert Data BLEU-4 (↑) PPL (↓) Engagement Informativeness
Win Lose Win Lose

Vanilla - ODD (200k) 1.56 190.4 83 17 67 33
Vanilla - ALL* - ODD (200k) + Wiki (500k) 2.93 182.1 57 43 51 49

Ex(D) Distill Ex(D) ODD (200k) 1.64 33.55 79 21 78 22
Ex(K) Distill Ex(K) ODD (200k) 1.85 44.67 75 25 84 16

Ours ME-Ex (KS) Ex(KS) + Ex(D) ODD (200k) 1.71 30.60 79 21 84 16
Ours Ex(K) + Ex(D) ODD (200k) 1.88 35.37 - - - -

Table 10: Automatic and human evaluation of the generated responses by multi-expert distillation
framework against baselines

The evaluators were asked to compare 100 responses from the test set, seven evaluators saw each
response, and their win/loss percentages were calculated. We selected our evaluators to be English
speakers from the United States with an approval rate of over 90%. A snapshot of the Mturk screen
shown to the evaluators is shown in Fig. 4

4.6 Results

The evaluation results are summarized in Table 10 with the best scores in bold .
First, with automatic evaluation, we observe our proposed model generally outperforms most

baselines with a slight drop in BLEU and increased perplexity. We hypothesize this as an artifact of
our method due to the increased diversity in the engaging responses. However, as discussed earlier
n-gram-based metrics are not an entirely accurate representation of response quality.

Human evaluation of our proposed multi-expert knowledge distillation framework, meanwhile,
showed notable improvements against all of the above baselines. In line with our initial hypothesis,
the proposed approach won over the baselines in terms of generating responses that are shown to
have higher engagement and informativeness. Also note that although evaluated on the same test
set, Vanilla-ALL* is a baseline directly fine-tuned on a much larger set of training data (700k total
vs 200k for the proposed method). Hence while not entirely an equal comparison, Vanilla-ALL*
acts as a highly competitive baseline while still falling slightly short of the proposed method.

Moreover, the human evaluators preferred our multi-expert approach to both the single-expert
baselines in pairwise comparison, hinting that both abilities, conversational ability and informa-
tiveness or knowledgeability, play a crucial role in generating more engaging responses in the
scope of open-domain dialogue. However it must be noted that due to the nature of our proposed
method, utilizing the parametric knowledge stored inside in the models, a majority of the learning
process as well as other factors that impact response quality are effectively under the blackbox of
language models. Further insights into specific elements that make up and affect the engagement
of an open-domain system as well as overall explainability of the student model currently remains
as an unsolved problem.

A set of the responses generated by the proposed method and others is compiled in Table 11.
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Input Utterance Proposed Method ME-Ex(KR) Vanilla Baseline

Removal Point? What’re
you talking about!

It’s Removal Point. That’s
where they put the boat.

I’m not talking about any-
thing. I’m talking

I’m not talking I’m not
talking

I know why you broke up
with me in college. Can
you forgive me?

I know, but I cannot forgive
you.

I don’t forgive you. I don’t know what you are
talking about.

I live in Haitian District
where there are lot of uni-
versities .

That’s great! What kind of
universities do you like in
Haiti?

What kind of universities
are you looking for?

Do you have a good educa-
tion?

Shes very striking, don’t
you think? Are these
glasses a fashion where she
comes from?

No, I don’t think so. Its
probably just fashion.

No. I don’t think so. She’s
a very beautiful girl.

I don’t know. I don’t think
so.

That sounds fine. Why did
you choose to apply to our
company?

I wanted to work in a com-
pany where I could learn a
lot.

I decided to apply to our
company because I want to
get a better job.

Because I am interested in
your company, I decided to
apply to your company.

Table 11: A snapshot comparison of responses generated from multi-expert distillation models and
the baseline

5 Conclusion
Through the study we aim to solve the fundamental problems of low engagement and informa-

tiveness in the responses by preexisting mid-sized generative dialogue models.
We attempt to solve the root cause of inherent lack of knowledge by proposing a twofold con-

trastive approach for incorporating knowledge into a dialogue system. The first aims to improve
the conversational ability of dialogue systems by grounding the responses in an external knowl-
edge base made of human-like social media interactions (SMIkb). We utilize the neural retriever-
generator model fine-tuned jointly, capable of retrieving relevant knowledge at the time of gen-
eration to assist a more engaging and knowledgeable dialogue response. Automatic and human
evaluations against various baselines confirmed the effectiveness of our approach. The second ap-
proach, in contrast, looks towards harnessing the knowledge held internally in a model’s parameters
for a more engaging dialogue response generation. By distilling knowledge from multiple experts,
we supplement our target student model abilities to generate a more engaging and informative
response. The improvements were later confirmed with human evaluators.

Although overall we have looked at knowledge incorporation for dialogue generation in two in-
dependent settings, internal or external, it should come as no surprise that humans, on the other
hand, utilize both sources seamlessly at all times. Therefore, the development of a comprehen-
sive knowledgeable dialogue system, intelligently utilizing different forms of knowledge during
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generation while maintaining factuality and coherence, remains as important future work in this
direction.
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