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Abstract

Laser linewidth refers to the range of frequencies over which a laser emits

light. Ideally, a laser produces light at a single frequency, which would mean

it has zero linewidth. However, in reality, various physical phenomena, such

as quantum noise, thermal fluctuations, and technical noise, cause lasers to

emit light over a spectrum of frequencies. The extent of this frequency spread,

known as linewidth, reveals the spectral purity of the laser, a smaller linewidth

indicates lower noise levels, often associated with higher precision and coherence

in numerous technological applications. Consequently, the linewidth is a critical

factor in the functioning of optical atomic clocks, coherent optical systems,

and frequency-modulated continuous wave (FMCW) light detection and ranging

(LiDAR).

The laser linewidth is typically quantified by the full width at half maximum

(FWHM), which is a significant factor in determining the laser precision,

operational range, and sensitivity. Hence, a detailed analysis of system tolerance

to laser linewidth is essential for improving performance. Additionally, noise

does not only widen the laser linewidth but also influences its line shape. For

example, white Gaussian noise tends to produce a Gaussian line shape. The

line shape, in turn, substantially affects systems that are sensitive to linewidth

variations, such as FMCW LiDAR with coherent receivers. Therefore, it is not
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just the amount of noise that matters but also its type. Understanding the impact

of different types of laser noise on system performance necessitates a detailed

examination of laser noise characteristics.

A noise source is often introduced to assess the impact of noise on a system.

In electrical experiments, this is typically an electrical noise source. However,

such noise sources are not readily available for lasers. Previously, researchers

would change the laser diode or employ internal phase modulation to investigate

phase noise in lasers. These methods are costly, time-consuming, do not allow

the precise control of laser phase noise, and result in unstable output power and

wavelength. A novel approach using an external lithium niobate (LN) phase

modulator is suggested for addressing these challenges and providing an efficient

means tomeasure laser phase noise in coherent systems. This newmethod enables

more precise, stable, and cost-effective characterization of laser phase noise. It

simplifies the process of incorporating and analyzing the effects of laser phase

noise on coherent systems within experimental setups.

The external LN phasemodulator is employed to induce phase changes in the

laser, effectively simulating laser phase noise. This modulator is advantageous

due to its stable output power and its ability to linearly modulate phase in

response to the input electrical signal. Due to these benefits, two noise types

are utilized: random walk noise with limited walls and white Gaussian noise.

The random walk noise is limited in its low-frequency components; hence, white

Gaussian noise is used to compensate for this deficiency. Combining these two
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distinct noises and carefully controlling them enables operating the laser line

shape into various forms. The effectiveness of this innovative method is first

established through detailed theoretical equations, followed by simulations, and

then confirmed by practical experiments, providing a solid confirmation of the

validity of the technique.

Field-programmable gate arrays (FPGAs) are utilized to generate two

specific types of noise: random walk noise with limited walls and white

Gaussian noise. FPGAs are chosen for their cost-effectiveness, compact size,

and, crucially, their ability to produce customizable electrical noise signals.

These advantages enable a more accurate replication of actual laser phase noise,

which aids in a deeper understanding of real-world laser noise characteristics.

Furthermore, the precise noise generation capability of FPGAs allows for high-

precision control over the laser linewidth and line shape. This precision enables

experiments to capture slight variations in phase noise and offers a more detailed

understanding of the impact of laser phase noise on coherent systems. Essentially,

the assessment of laser linewidth is the most crucial element within optical

systems, particularly in coherent systems. The method previously discussed

enables precise control over the laser linewidth and line shape, which allows for

an in-depth investigation of their effects on FMCW LiDAR systems equipped

with coherent receivers. With this high-precision control, the optical phase noise

within such coherent systems can be thoroughly understood, guiding the selection

of an appropriate laser to reduce system costs. Equally important is understanding
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the influence of laser line shape on the system. This knowledge can inform us

about the various impacts of noise on the system and serve as a reference for

optical phase noise considerations. The system’s tolerance to optical phase noise
can be quickly and accurately determined using lasers with variable linewidth and

line shape; this enhances the understanding of LiDAR technology and promotes

its wider adoption.

The findings and discussions outlined in this dissertation provide a critical

resource for creating high-precision, variable light sources incorporating optical

phase modulation. They also deliver essential insights for assessing the impact

of laser linewidth on the performance of optical systems, which is particularly

relevant in the context of coherent detection technologies like FMCW LiDAR.

These contributions are instrumental in advancing the field of photonics, where

the control of linewidth and phase noise are vital for the enhancement of optical

communication and sensing technologies.
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Chapter 1 Introduction

1.1 Overview of laser and laser linewidth

Laser is an abbreviation for ”Light amplification by stimulated emission of

radiation” and lasers function on the principle of stimulated emission [1].

Different types of lasers exhibit varying linewidth characteristics [1, 2, 3, 4]:

1. Fiber lasers: Fiber lasers use an optical fiber as the gain medium, with the

core doped with rare-earth elements like erbium. Their long interaction

length and the waveguiding nature result in narrower linewidths. Known

for high power, excellent beam quality, and relatively narrow linewidths,

these lasers are particularly effective as single-frequency fiber lasers. The

typical linewidth of it is under 100 Hz, and the lineshape predominantly

observed is Lorentzian in nature.

2. External cavity lasers (ECL): ECLs employ an external optical resonator

for feedback, instead of the natural facets of a laser diode. The extended

cavity length of ECLs contributes to significantly reduced linewidths. They
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are capable of producing extremely narrow linewidths and are widely used

in precision spectroscopy and sensing.The typical linewidth of it is under 1

kHz, and the lineshape predominantly observed is Lorentzian in nature.

3. Distributed feedback (DFB) lasers: DFB lasers are semiconductor lasers

featuring a periodic structure, typically a Bragg grating, within their

active region. This grating ensures selective feedback for a certain

wavelength, rendering DFB lasers single-frequency sources. They are

valued for their narrow linewidth and stability, making them popular in

telecommunications. The typical linewidth of it is about several MHz, and

the lineshape mainly observed is Lorentzian.

4. Vertical external surface-emitting lasers (VCSELs): VCSELs emit light

perpendicularly to the semiconductor plane, differing from edge-emitting

lasers. They usually have a shorter cavity length, leading to broader

linewidths. However, they are advantageous in power efficiency,

integration into arrays, and beam profiles. The typical linewidth of it is

about hundreds MHz, and the lineshape is observed as Lorentzian and

Gaussian

The laser linewidth is a parameter that quantifies the spectral width over

which a laser operates, indicating the frequency range where the laser emits

most of its power [1].

Ideally, a laser would emit light at a single frequency, resulting in a zero
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linewidth. However, real-world lasers emit over a range of frequencies owing

quantum noise, thermal fluctuations, and technical noise. This frequency spread,

or linewidth, is a measure of the laser’s spectral purity [1, 2, 5]. The previously

mentioned laser types –fiber laser, ECL, DFB, and VCSEL –each have different
linewidths that are reflected in their specific applications.

A narrower linewidth typically indicates a more monochromatic source,

often equated with precision and coherence in various applications [6]. Laser

linewidth is crucial in fields like optical atomic clocks, coherent optical systems,

and Frequency-Modulated Continuous-Wave (FMCW) Light Detection and

Ranging (LiDAR). The full width at half maximum (FWHM) of the laser

significantly affects its precision, range, and sensitivity [7, 8, 9, 10, 11, 12]. A

thorough assessment of system tolerance in relation to laser linewidth is crucial

for reducing costs and improving performance [13]. Especially as the demand

for autonomous driving grows, the focus shifts to implementing cost-effective,

high-quality sensors [14].

Furthermore, the laser line shape characterizes the distribution of its emitted

power across the frequency spectrum, explaining how the intensity varies at

different frequencies [15, 16, 17]. While the linewidth indicates the width of

this spectrum, the lineshape reveals its form, which can be Lorentzian, Gaussian,

or a Voigt profile. These profiles arise from various broadening mechanisms and

factors in laser design [18, 19]. The lineshape also has its effects in fields like

spectroscopy, optical communication, and frequency metrology. It significantly
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influences resolution, data transmission, and precision measurements, thereby

serving as a key parameter in advanced laser applications [20, 21].

Exploring the trends of laser linewidth and lineshape in optical systems

is crucial for deepening the understanding of optical noise and its various

forms. In electrical engineering, the abundance of noise sources has led to

extensive experimental research on the impact of electrical noise on system

performance. However, in the optical domain, the lack of similar optical

noise sources poses a significant challenge for researchers aiming to conduct

analogous studies. Developing a laser with tunable linewidth and lineshape,

capable of high-precision control and continuous variation, marks a significant

breakthrough, serving effectively as an optical noise source in laser systems.

This innovation paves the way for detailed investigations into the effects of

optical noise in experimental setups, offering a tool for generating continuous,

controlled disturbances. With the ability to precisely adjust this optical noise

source, researchers can now simulate a broad range of real-world interferences.

Hence, the related works are also included in this dissertation for the variable

lineshape laser.
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1.2 Historical review and research motivation

1.2.1 Variable linewidth and lineshape laser

The laser linewidth, typically characterized by its full width at half maximum

(FWHM), defines the spectral range where most of the laser output power is

concentrated [22]. It is an indicator of the laser coherence properties, with

a narrower linewidth indicating higher temporal coherence [23]. FWHM is a

parameter that reveals the spread of the laser power spectrum [24], and is vital

for numerous optical applications, making its measurement essential in photonics

research and practical applications [20].

In laser production, linewidth often becomes a fixed characteristic after

manufacturing [25]. While variable linewidth lasers exist, they face challenges,

particularly in precision, often resulting in undesirably broad linewidths [19,

26]. There is a divide between research, which favors narrow linewidths fiber

laser under 100 Hz , and practical applications, where cost-effective but broader

linewidth lasers are common [27, 28]. Thus, there is a pressing need for a variable

linewidth laser that is not only responsive but also maintains high precision [29].

Additionally, understanding the laser line shape, which is influenced by

various noise sources within the laser system, is crucial. The line shape, indicative

of the laser spectral distribution, offers insights into its stability and potential

disturbances [30]. Simulating different line shapes, dictated by specific noise

profiles, is essential for aligning lasers with application-specific needs.
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A comprehensive examination of both laser linewidth and line shape

provides deep insights into the impact of laser noise on various systems [31].

A holistic approach, considering both parameters, enables a better understanding

of system disturbances and optimization opportunities.
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1.2.2 FPGA for signal generation

The development of variable linewidth lasers necessitates customizing noise

profiles like low-frequency white Gaussian noise and high-frequency random

walk noise, closely resembling real laser noise. In addition these profiles

must enable the generation of specific parameters, such as standard deviation

(STD) in white Gaussian noise. Alongside this, a need for a lighter, low-cost

system is imperative. Consequently, field-programmable gate arrays (FPGAs) are

considered essential due to their advanced digital signal processing architectures,

effectively bridging the analog and digital domains [32].

Analog-to-digital converters (ADCs) play a key role in this process,

converting continuous analog waveforms into quantized digital forms and

preserving the original signal’s nuances [33]. Once in the FPGA digital realm,

digital signal processing techniques like decimation and filtering refine the digital

representation, particularly emphasizing essential low-frequency components

that often get overshadowed by higher frequencies [34, 35]. These components

are crucial for simulating actual laser noise, which is influenced by temperature

and other factors [36, 37, 38, 39].

FPGAs often incorporate Look-up tables (LUTs) and Direct Digital

synthesis (DDS) modules to generate specific low-frequency waveforms [40, 41,

42]. LUTs store predefined waveforms for precise replication [43], while DDS

modules enable dynamic waveform creation through phase increment control.

Digital-to-analog converters (DACs) are essential in the final stage,
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transforming processed digital data back into continuous analog waveforms [44].

This step is useful, especially for low-frequency signals, where precision ensures

waveform integrity.

The cooperation of FPGA, ADC, and DAC offers a complex mechanism

for capturing, refining, and regenerating low-frequency signals, representing the

fusion of analog and digital technologies [44].

Integrating of FPGAs with DACs and ADCs has led to significant

advancements in generating specialized noise patterns. Utilizing LUTs and DDS

within FPGAs enables the synthesis of low-frequency white Gaussian noise and

high-frequency randomwalk noise within defined boundaries [41, 42]. This noise

generation not only improves the precision control of variable linewidth lasers but

also signifies a shift towards more cost-effective and compact system designs.
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1.2.3 FMCW LiDAR Using Coherent Receiver

Frequency-Modulated Continuous-Wave (FMCW) LiDAR, utilizing

linearly frequency-modulated (LFM) waveforms, is a leading technology in

remote sensing [45]. Its low peak power, wide dynamic range, and excellent

ranging resolution make it vital for 3D imaging, remote sensing, and autonomous

navigation [46, 47, 48, 49]. FMCW LiDAR adaptability for multi-domain

information measurement, allowing simultaneous extraction of distance and

velocity, marks its true potential.

The typical principle of FMCW LiDAR is showed in the Figure 1.1 [48].

It works by emitting a continuous laser signal with a gradually changing

frequency, similar to how a siren’s pitch changes as it moves past. When the

laser light bounces back from an object, the system compares the frequency of

the reflected light to that of the current signal. This comparison reveals any shifts

caused by the distance the light traveled. The system calculates how far away the

object is by measuring these shifts.

Figure 1.1: The simple principle of theFMCW LiDAR [48]

9



In this system, the antenna emits radio waves with a frequency that linearly

increases from a base frequency f0 to a maximum frequency fmax (referred to as

”upchirp”) over a certain period T . This is followed by a decrease in frequency

from fmax back to f0 over the same period T, known as ”downchirp” (Figure 1.2)

[48].

Figure 1.2: Linear chirp modulation of a signal, and the beat frequencies it

produces through interference between the transmitted and reflected

signal. [48]

Consider a scenario where the wave emitted at t = 0 encounters an object at

a distance R, moving with a radial velocity vr. After a time delay ∆t = 2R
c , the

back-reflected wave returns to the transmitter-receiver, where it interferes with

the wave emitted at that moment. The frequency of the received wave differs
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from the emitted wave at that instant due to two factors: the round-trip travel

time ∆t, which depends on the range R of the object, and the Doppler shift ∆fD

caused by the reflection from a moving object. This interference results in a beat

frequency fB1 on the upchirp side and fB2 on the downchirp side of the frequency

modulation [48].

However, its multifunctionality introduces the challenge of signal aliasing,

necessitating innovative solutions [50, 51, 52]. Proposed solutions include

integrating diverse probe signals and designing specific waveforms like

dual-sideband modulation, though they face issues like negative frequency

measurements and potential ambiguities [53].

A transformative approach in LiDAR technology is integrating FMCW

LiDAR with a phase-diversity coherent receiver [54, 55]. This integration

overcomes existing challenges and opens new possibilities. The phase-

diversity coherent receiver discerns both intensity and phase of optical signals,

enhancing FMCW LiDAR’s bandwidth and enabling concurrent distance and

velocity measurements [56]. It also mitigates atmospheric-induced optical phase

fluctuations, including turbulence-induced Doppler frequency shifts [57, 58, 59],

enhancing LiDAR quality.

However, laser linewidth, indicating optical phase noise, affects FMCW

LiDAR precision. The absence of continuous variable linewidth lasers for high-

precision control aggravates this issue. Even minor changes in laser linewidth

significantly impact LiDAR performance. Employing a variable linewidth
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laser through this method is essential for understanding the laser lineshape and

linewidth effects on FMCW LiDAR when combined with a coherent receiver.

This approach assists in understanding the laser’s tolerance within the FMCW

LiDAR system. Exploring this relationship helps in identifying cost reduction

opportunities and fully comprehending the system. These insights are important

for optimizing existing methodologies and expanding the technology applications

and scalability.
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1.3 Dissertation structure

Chapter 1 sets the foundation by offering an insightful overview of the

historical development and advancement in technologies related to lasers with

variable linewidth and lineshape. It examines the academic value, describing the

motivation and research objectives that guide this dissertation.

Chapter 2 provides a comprehensive examination of lasers with variable

linewidth and lineshape. It lays down a framework that seamlessly integrates

theoretical models, high-performance computing (HPC) simulations, and

experimental validations. This multifaceted approach enhances the depth of the

theoretical foundations of the study. The chapter demonstrates the feasibility

and efficacy of lasers with variable linewidth and lineshape through a blend

of theoretical predictions and practical experiments. This chapter validates the

operational viability of variable linewidth and lineshape lasers by combining these

concepts with both computational and experimental evidence.

Chapter 3 focuses on the pioneering application of FPGAs in developing

an efficient, cost-effective, and high-precision control system for modulating

laser linewidth and lineshape. It highlights how integrating FPGAs enables the

generation of noise profiles closely resembling actual laser noise, facilitating a

more realistic simulation of laser behaviors. The chapter details the design and

implementation of a dual-FPGA setup, which is instrumental in realizing a laser

with variable linewidth capabilities. This discussion emphasizes the significant

steps made in technological development and the succeeding enhancements in
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operational efficiency.

Chapter 4 presents an in-depth analysis of the use of lasers with variable

linewidth and lineshape in the field of FMCWLiDAR systems, specifically those

employing coherent detection techniques. This chapter explores the intricate

relationship between the properties of laser linewidth and the overall performance

and efficacy of LiDAR systems. It comprehensively examines both the traditional

approach of employing analog noise sources and the method of using digital

noise sources, such as function generators (FG). The chapter provides a study

of these two methods, highlighting their respective impacts on LiDAR system

performance. This exploration indicates how the manipulation of laser linewidth

and lineshape can significantly influence LiDAR system capabilities, offering

insights into potential advancements and optimizations in this technology.

The concluding chapter, Chapter 5, integrates the key findings and

technological breakthroughs presented in the earlier chapters. It summarizes the

significant contributions of this research to laser technology and outlines potential

avenues for future investigation.

This dissertation is structured to not only organize the research journey but

also to emphasize the methodical approach employed in dealing with challenges

associated with lasers having variable linewidth and lineshape. It represents an

integrated and scholarly exploration of the topic.
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Chapter 2 Variable linewidth and

lineshape lasers

2.1 Introduction

Historically, attempts to test optical phase noise in systems such as electrical

noise sources in standard experiments using variable linewidth lasers have

adopted various methods [4]. A common technique involves directly modifying

the laser diode [28]. While this offers some flexibility, it faces challenges such

as the need for multiple lasers, inconsistent output power, and limitations in

achieving continuous changes in linewidth, leading to discrete linewidth values

instead of a continuous range [28].

An alternative approach uses internal modulation to control the laser

linewidth. This method allows for continuous linewidth adjustment but requires

a complex feedback system for current and temperature control, resulting in a

costly setup [28]. Moreover, it is limited to linewidth variations above 3 MHz,

making it unsuitable for applications requiring ultra-narrow linewidths [50].
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Addressing these challenges, this research focuses on external modulation

techniques, especially modifying optical phase noise to imitate laser-induced

phase fluctuations [60]. The first part of this approach is the lithium niobate (LN)

optical phase modulator, which offers linear optical phase modulation, consistent

output power, and a simple, compact, and cost-effective design [61].

Furthermore, the modulator design enables the introduction of various noise

profiles, enabling the simulation of different laser noise characteristics. This

capability not only provides dynamic linewidth modulation but also opens up

possibilities for creating lasers with variable line shapes [62]. This comprehensive

method promises significant advancements in laser modulation, impacting both

linewidth and spectral properties and marking a new era in photonics research and

applications.
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2.2 The theory of the variable linewidth laser

Optical phase noise significantly influences laser linewidth, making it an

imperative element in laser physics [22, 24]. The interaction of optical phase

noise with its source —the electrical noise, especially within an LN phase

modulator setup, is of great importance [60]. The careful selection of the noise

profile is essential, as establishing a clear relationship between the electrical noise

and the resultant laser linewidth could revolutionize precision control in laser

modulation [63, 64].

This study primarily explores two types of noise: random walk noise and

white Gaussian noise. The choice of these noise prototypes is influenced by their

properties and ability to reveal the complex dynamics between electrical inputs

and optical outputs, thereby enhancing the control over the laser linewidth and its

broader implications [60].
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2.2.1 Random walk noise for the variable linewidth laser

This approach uses random walk noise as the fundamental noise model,

exemplifying basic random walk models [60, 61]. This model, based on a 50%

probability for each step direction and a uniform step length (l), is illustrated in

Figure 2.1 (a). As time (t) progresses, the step magnitude increases; however

this model faces a challenge as the walk boundaries expand infinitely over time,

making it unrealistic for phase modulators that require low input powers [60].

To address this, the implementation of a ”limit wall” occurs to confine the

randomwalk within specific parameters, as shown in Figure 2.1 (b) [60, 61]. This

boundary ensures any excursion beyond it results in a reflective action, keeping

the walk within manageable limits. This ”mirror method” not only maintains

signal capacity but also ensures the input power into the phase modulator remains

at optimal levels, balancing efficiency and safety in the modulation process.

The implementation of random walk noise with a limiting ”wall” is an

innovative approach, but it encounters specific challenges. One significant issue

is the high number of reflections within the system, which leads to a marked

reduction in low-frequency components. This reduction harmfully affects the

modulation of the optical signal low-frequency aspects, resulting in a notable 3

dB decrease in the linewidth [60, 61]. The plan is to explore deeper into these

complex dynamics in the following subsections.

To mitigate the shortage, the incorporation of white Gaussian noise,

complemented with a low-pass filter, was done to provide the necessary
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Figure 2.1: The schematic diagram of (a) random walk and (b) random walk

with limit wall

low-frequency modulation [61, 65]. This approach effectively addresses the

challenges related to carrier frequency modulation. Additionally, it introduces

a new layer of complexity to the laser linewidth as it begins to change various

line shapes due to the integration of different noise types. The effects of this

effect, with its diverse impacts on linewidth and line shape, will be analyzed in

the upcoming subsections.

Optical phase noise, a key factor in laser physics, significantly increases the

laser linewidth [22, 24]. In the context of an LN phase modulator, it is crucial

to understand the relationship between optical phase noise and its source, the

electrical noise [60]. Therefore, selecting an appropriate noise profile is critical.
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Establishing a clear relationship between electrical noise and laser linewidth

enabled the achievement of a new level of precision in laser modulation [63, 64].

This study primarily explores two types of noise: random walk noise and

white Gaussian noise. Their selection is based on their inherent properties and

potential to explain the dynamics between electrical inputs and optical outcomes,

enhancing the understanding and control of laser linewidth and its broader

implications.
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2.2.2 Equations for the laser linewidth

Establishing a precise mathematical relationship between introduced noise

and the resulting laser spectrum linewidth is crucial to accurately regulate laser

linewidth [63, 64]. The initial focus is on defining the equation connecting

random walk noise to the laser linewidth, dropping light on the interaction

between noise characteristics and the spectral behavior of the laser.

A key aspect of this correlation is the Vπ (half-wave voltage) of the phase

modulator, which is assumed to be a standard 1 V for simplicity and consistency

in this theoretical framework. Another fundamental element is the power

spectral density (PSD), which is essential for assessing power distribution across

frequencies [63]. PSD is crucial for understanding the relationship between laser

characteristics and noise dynamics.

In this context, two critical parameters must be considered: phase fluctuation

(Sϕ) and frequency fluctuation (SF ). Sϕ (rad2/Hz) provides insights into phase

noise, while SF (Hz2/Hz) focuses on frequency noise. These parameters are vital

for characterizing noise within optical systems.

The β-separation theory [22] in laser linewidth analysis suggests that noises

with a high modulation index significantly affect the laser linewidth, whereas

those with a low modulation index mainly impact the wings of the spectrum.

However, this theory sometimes diverges from the observations of actual laser

linewidths.

It is necessary to quantitatively examine the relationship between different
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types of noise and the laser linewidth to understand these differences. Preliminary

analysis indicates that white frequency noise and white Gaussian noise are

major influencers that affect the core and wings of the laser spectrum linewidth,

respectively. The random walk noise model is a suitable representation for

white-frequency noise. An essential part of this study involves establishing a

clear relationship between the PSD of phase and frequency noises, which can be

formulated as follows [63, 64]:

SF (f) = f2Sϕ(f) (2.1)

Following the foundational analysis of noise sources, it is necessary to

introduce a conceptual framework for the laser light field, thereby setting a critical

link with the laser linewidth.

E(t) = E0 exp [i (2πv0t+ ϕ(t))] (2.2)

Understanding the laser light field and its connection to laser linewidth

involves introducing a conceptual framework that characterizes the laser light

field using a specific expression. In this framework, E0 represents the amplitude

of the optical field, v0 indicates the carrier frequency and ϕ(t) reflects the phase

fluctuation.

According to theWiener-Khintchine theorem, essential for spectral analysis,

a clearer understanding of the spectral representation of the laser linewidth, SE(f)

is attainable, as detailed in [63]. This is achieved by using the autocorrelation
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function and a Fourier transform, represented as (F(E(t))×F∗(E(t))). This

approach provides a detailed mathematical description of the linewidth behavior.

SE(f) =

∫ +∞

−∞
RE(τ) exp(−i2πfτ)dτ (2.3)

In this context, τ is chosen as the time interval, and RE(τ) symbolizes

the autocorrelation function, which is essential for understanding time-

dependent phenomena. It is important to note that ∆ϕ(t), which denotes

phase fluctuations, follows a stationary distribution, highlighting its consistent

statistical characteristics over time. When compared to SF (f)—the spectral

function that depicts frequency variations—the autocorrelation function, RE(τ),

is effectively described by the following equation [63, 64].

RE(τ) =< E(t+ τ)E∗(t) >= E2
0 exp [i2πv0τ ] < exp i[ϕ(t− τ)− ϕ(τ)] >=

E2
0 exp [i2πv0τ ] · exp

(
−2

∫ ∞

0

SF(f) sin2(πfτ)/f2df
) (2.4)

In this analytical framework, the parameter ⟨exp i[ϕ(t− τ)−ϕ(τ)]⟩ is used to

represent phase fluctuations, denoted as Sϕ(f), in the context of spectral density.

For computational purposes, it is critical to treat these phase fluctuations as a

Gaussian process with a zero mean. This approach aligns well with numerous

empirical findings. This treatment is supported by the central limit theorem,

which states that the sum of numerous independent identically distributed random

variables will approximate a Gaussian distribution, regardless of the original

distribution shape. Hence, the Gaussian probability density is adopted for the
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calculations.

 < [ϕ(t+ τ)ϕ(τ)] >=
∫∞
0

Sϕ(f) cos(2πfτ)df = Rϕ(τ)

< [ϕ(t+ τ)]2 >=< [ϕ(τ)]2 >= Rϕ(0)

(2.5)

Using Eq. (2.5)Eq. (2.4) can be further expressed as

RE(τ) = E2
0 exp [i2πv0τ ] exp

(
−
∫ ∞

0

Sϕ(f)[1− cos(2πfτ)]df
)

(2.6)

By considering the carrier frequency, which determines the wave fluctuation

behavior, the Power Spectral Density (PSD) of phase fluctuations, denoted as

Sy(f), can be reformulated as Sϕ(f) by considering the carrier frequency, which

determines the wave fluctuation behavior. This step involves considering the

temporal derivative of the phase fluctuations, expressed as (2π∆v(t) = d
dt∆ϕ(t)).

With these considerations, the foundational Equation (2.1) can be reformulated

for a more detailed understanding.

Sy(f) =

(
f

v0

)2

Sϕ(f) (2.7)

The PSD SE(v − v0) in the carrier frequency domain can also be written as:

SE (v − v0) = E2
0

∫ ∞

−∞
exp− [i2π (v − v0) τ ] exp

(
−
∫ ∞

0

Sϕ(f)[1− cos(2πfτ)]df
)
dτ

(2.8)

Random walk noise, a particular type of white-frequency noise, exhibits

a complex interaction in optical physics. In the context of the PSD of phase
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fluctuations, Sϕ(f), this noise is characterized as v20h0f
−2. The parameter h0

is influenced by the step length and the time interval between steps, providing

insight into the dynamics of the noise. The term f−2 indicates that the noise

process follows power laws with integer exponents, highlighting the deterministic

yet arbitrary nature of the system [63]. Therefore, in situations involving white

frequency noise, the PSD SE(v − v0) in the carrier frequency domain can be

described by the following mathematical expression:

SE (v − v0) = E2
0

∫ ∞

−∞
exp− [i2π (v − v0) τ ] exp

(
−π2h0v

2
0|τ |

)
dτ =

2E0
2 h0π

2v20

h02π4v04 + 4π2 (v − v0)
2

(2.9)

The ”modest random walk” model is particularly relevant in optical noise

analysis.. This model assumes that each incremental step has an equal probability

(50%) of being an increase (walking up) or a decrease (walking down). Each

step is defined by a fixed step length ∆L, occurring at regular time intervals

∆t. In optical signal processing, the step is the conversion of electrical signals

into phase fluctuations. Here, the electrical noise signal is precisely defined

as
(
SVR

(
V2 ·Hz−1

))
. Following this definition, the signal undergoes phase

modulation. During this process, the half-voltage Vπ of the phase modulator (PM)

plays a significant role and must be carefully considered. The relationship that

connects the electrical noise signal SV R with the phase noise Sϕ(f) is detailed in

a complex mathematical equation [63]:
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Sϕ(f) = π2SV R/V
2
π (2.10)

In the field of optical signal characterization, the PSD of phase fluctuations,

represented by Sϕ(f), can be rewritten as π2∆L2

2π2∆tV2
πf2

. Employing this revised

equation for phase fluctuations enables a clear relation of the PSD in the carrier

frequency domain. Importantly, this representation adopts a Lorentzian shape:

SE (v − v0) = 2E2
0

Γ/2

(Γ/2)2 + 4π2 (v − v0)
2

(2.11)

with Γ ≡ 2π
[

π2∆L2

2π∆tV2
π

]
. The FWHM Lorentzian linewidth is expressed as:

FWHMLoerntz =
π∆L2

2∆tV2
π

(2.12)

In the detailed realm of optical signal processing, it is essential to consider

various factors for an accurate depiction. In this situation, assume the cutoff

frequency of white Gaussian noise is represented as fc, and the PSD of this noise is

characterized by
(
SVW

(
V2 ·Hz−1

))
. Integrating this information with Equations

(2.3), (2.4), and (2.10) becomes crucial. The PSD in the carrier frequency domain

can be accurately defined by synthesizing these diverse variables [64].

SE (v − v0) = E2
0

∫ ∞

−∞
− exp [i2π (v − v0) τ ] · exp [−SVW fc (1− sinc (2fcτ))] dτ

(2.13)

The complex relationship between the laser spectrum linewidth and the two

types of noise is detailed in Equations (2.12) and (2.13). The effect of white
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Gaussian noise in the laser spectrum linewidth is a deliberate decision influenced

by both the cutoff frequency and the resulting output power.

In a thorough analysis of laser spectral properties affected by random-walk

noise, two key parameters are pivotal: the step length and the time interval. These

related factors contribute to the characteristic Lorentzian spectrum linewidth. In

addition, the half-voltage of the LN PM significantly impacts this spectrum and

must be carefully considered in any analytical study.

A significant challenge arises with an unbounded random walk, which

inherently lacks a defined limit. To address this issue, the ’mirror method’ has

been introduced to address this issue. This approach effectively manages the

power input limitations of the PM, maintaining its functionality.

Yet, this method leads to an unintended effect: large step sizes in the random

walk enhance reflections, causing the white frequency noise to lose its low-

frequency component. This loss results in an unmodulated central part of the

laser linewidth, presenting a problem that needs resolution.

White Gaussian noise plays a crucial role in this context. It compensates

for the missing low-frequency component, restoring spectral unmodulation.

However, this is not the end of the story. The various noise sources and their

interactions shape the morphology of the laser linewidth, a subject that deserves

further detailed examination.
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2.2.3 Equations for the line shape of the laser spectrum

In the complex arena of laser linewidth spectra, it is widely recognized that

different noise types create distinct spectral shapes. In this regard, white Gaussian

noise is utilized to address the lack of low-frequency components. Meanwhile,

the influence of random walk noise is paramount, as it shapes the spectral line

into a Lorentzian profile [22]. Conversely, the impact of white Gaussian noise is

observed in a Gaussian-shaped line profile [24].

Addressing the complex interaction between various noise types and their

spectral outcomes requires an analytical method. Thus, the proposal is to use

the PseudoVoigt model, a model recognized for its precision and complexity.

This model provides a comprehensive framework to understand the relationship

between spectral line shapes and the noise sources behind them. Specifically, the

PseudoVoigt model can be mathematically represented as [15]:

f (x,A, v0, σ, α) =
(1− α)A

σg
√
2π

e
− (x−v0)

2

2σ2
g +

αA

π

[
σ

(x− v0)
2 + σ2

]
(2.14)

Here, x denotes a particular point on this spectrum, A denotes the amplitude

or power of the laser linewidth, and v0 is used to denote the carrier frequency, a

key factor in the laser performance.

Next, σ indicates the FWHM, a significant measure of the linewidth. The

Gaussian equivalent of this parameter is expressed as σg = σ/
√
ln 2 [15].

Furthermore, the coefficient α represents the Lorentzian component influence,

playing a role in defining the spectral profile shape.
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2.3 Experimental setup

Figure 2.2 provides a schematic overview of the experimental setup used

for measuring the laser linewidth. The experiment employed two narrow

linewidth fiber laser diodes (NKT Photonics Koheras BASIK) with wavelengths

of 1550.075 nm and 1550.090 nm respectively. For precise modulation, the

inherent optical power of these diodes was carefully attenuated using optical

attenuators (Anritsu MN935A2) along a specific optical path. Simultaneously,

polarization dynamics were precisely controlled using a dedicated polarization

controller (PC).

Figure 2.2: Experimental setup of the laser linewidth measurements using the

coherent interference.

A key element in the setup was the external LN PM (Sumitomo Osaka
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Cement T.PMH1.55 S), which was responsible for modulating the light phase.

This modulation was further enhanced by introducing random walk and white

Gaussian noise signals. These were generated using a high-resolution arbitrary

waveform generator (Tektronix AWG 7102) and an analog noise source

(Noisecom UFX 7107).

A series of amplifiers (SHF 115BP, NF BA4805, FEMTO DHPVA-101)

and electrical attenuators (Agilent 8494 B, Fairview microwave SA 4090) were

integrated to preserve the fidelity and amplitude of the noise. Additionally, a low-

frequency variable bandpass filter (NF 3628), coupledwith an electrical amplifier,

enabled precise control over the cutoff frequency of the white Gaussian noise.

The combination of these two types of noise was achieved using a power

splitter (PS, Mini-Circuits, ZFRSC-183-S+), forming a complex linewidth

control unit. The bounded random walk noise, with parameters like 0.015 Vpp

step length and 0.1 ns temporal interval, was amplified across a range of 1 to 23

dB. This was contrasted with dynamically varied white Gaussian noise in terms

of both cutoff frequency and power.

Following the merging of the two optical paths by a precision optical coupler

(OC), a coherent interference method discerned a wavelength of 0.015 nm, which

was accurately detected by the photodetector (PD, Sevensix Inc 12.5 Gb/s Optical

Receiver). Finally, a real-time spectrum analyzer (RSA, Tektronix RSA 3308A)

processed the received signal, providing an assessment of the laser linewidth

within the spectral domain.
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2.4 Results and discussions

2.4.1 Simulation results of variable linewidth laser

In photonics research, numerical simulations are essential for unraveling the

complex relationship between noise sources and laser linewidth behavior. The

half-wave voltage of the PM was set to 1 V in the simulations, and the insights

gained from the subsequent figures are highly informative.

Figure 2.3 illustrates the variation in laser linewidth as influenced by

different cutoff frequencies of the white Gaussian noise. Notably, a cutoff

frequency of 100 kHz, represented by a striking red curve, yields a linewidth

of 328 kHz. In contrast, a blue curve, indicative of a 50 kHz cutoff frequency,

results in a narrower linewidth of 162 kHz. It is important to mention that both

noise conditions were maintained at a PSD of -48 dBrad2/Hz and a resolution

bandwidth (RBW) of 1 Hz. This suggests that an increase in the cutoff frequency

of white Gaussian noise leads to a corresponding increase in the resulting laser

linewidth.

Figure 2.4 presents the PSD profiles for the previously discussed noise

conditions. In this illustration, the blue and red curves distinctly represent the

50 kHz and 100 kHz cutoff frequencies, respectively. The PSD resolution for

both situations is consistently maintained at 1 Hz.

Figure 2.5 illustrates the effects of varying the PSD of the noise.

In this detailed examination, the red and brown curves represent PSD values
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Figure 2.3: Simulation results on the laser spectrum of different cutoff

frequency with same power.

of -48 and -128 dBrad2/Hz, respectively, for the white Gaussian noise. The

corresponding PSDs for these noise conditions are further illustrated in Figure

2.6.

A key observation emerges from the analysis: with minimal noise PSD, as

shown by the brown curve, the carrier frequency of the laser linewidth remains

essentially unmodulated. In contrast, the red curve exhibits a significant increase

to a linewidth of 328 kHz.

In conclusion, these findings highlight the critical influence of noise PSD
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Figure 2.4: The respective noise PSD of different cutoff cutoff frequencies with

the same.

on the modulation ability of the carrier frequency in the laser linewidth. Precise

calibration of the noise PSD is essential to achieve a laser linewidth with a distinct

central component. Additionally, the width of the laser linewidth, particularly

under conditions of high noise PSD, is directly affected by the cutoff frequency of

the white Gaussian noise—with a higher frequency leading to a wider linewidth.

In studies of lasers with variable linewidth, random walk noise was

incorporated into the experimental setup. The random walk is naturally

constrained owing to the inherent power limitations of the PM. This caused the
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Figure 2.5: Simulation results on the laser spectrum of different power with

same cutoff frequency.

carrier frequency of the laser spectrum can not to be modulated. A thorough

investigation of the effects of an unbounded random walk, in contrast to its

bounded counterpart, can clearly know the reason for the unmodulation, which

necessitated conducting complex simulations that required high-performance

computing, facilitated by Amazon Web Services.

The results of these simulations are presented in Figures 2.7 and 2.8. The

parameters were carefully adjusted to a step length of 0.01 V and a time interval

of 0.1 ns. As illustrated in Figure 2.8, the laser linewidth ranged up to 40 MHz,
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Figure 2.6: The respective noise PSD of different power with the same cutoff

frequency.

with a RBW of 1 kHz. The brown curve represents the unbounded random walk,

suggesting a theoretical laser linewidth of 159.154 kHz, while the actual measured

value was 155.927 kHz. A noticeable difference between theoretical predictions

and experimental results is observed, attributed to the incorporation of random

walk noise. This noise, derived from pseudorandom sequences generated by the

PC, introduces a degree of inconsistency. Furthermore, the unrestrained nature

of the random walk, progressing with incremental steps, results in high-voltage

noise in the time domain, exceeding the power capacity of the PM.
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Figure 2.7: Simulation results on the laser spectrum of the random walk without

a limited wall and with a limited wall.

A ’mirror technique’ was developed to confine the boundary of the random

walk to overcome the limitation. In the simulation, a boundary of 0.5 V

was established, as depicted by the red curve. Spectral analysis revealed an

unmodulated central portion of the laser linewidth, indicating a distinct carrier

frequency. Further examination of the noise PSD in Figure 2.8 showed that the

low-frequency segment of the constrained noise was dominated by low PSDwhite

noise. This level of noise was insufficient to modulate the laser carrier frequency,

resulting in a linewidth that extended into the central region.
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Figure 2.8: The respective noise PSD of the random walk without a limited wall

and with a limited wall.

2.4.2 Experimental results of the variable linewidth laser

Figure 2.9 illustrates the impact of the modulation signal on the half-wave

voltage of the PM, where an acousto-optic (AO) effect was notably induced

within the 10–100 MHz frequency range. However, the combined influence of

the AO and electro-optic (EO) effects led to unforeseen interference, resulting

in abnormal fluctuations in the PM half-wave voltage within this specified range

[66]. This phenomenon is supported by the findings in reference [66].
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Figure 2.9: Results of the half-wave voltage of the phase modulator.

Figure 2.10 provides insights into the effects of white Gaussian noise on the

laser linewidth. A thorough investigation involving the application of various

levels of white Gaussian noise power to the laser system revealed significant

results. Notably, increasing the white Gaussian noise power to 28 dBm led to the

complete modulation of the laser linewidth carrier line, indicating a phase shift of

3.6 π. Conversely, reducing the noise power resulted in the carrier line remaining

largely unmodulated. This lack of modulation became more pronounced at lower

power levels.

To achieve modulation within the central laser spectrum linewidth, an
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Figure 2.10: Results of laser spectrum for the different powers of white

Gaussian noises.

optimal white noise power, intricately linked to the half-wave voltage of the PM,

is imperative. This intricate dynamic is further underscored by Figure 2.11, which

underscores the pivotal role of varied cutoff frequencies of the white Gaussian

noise in shaping the laser spectrum linewidth. Notably, with a constant noise

power set at 26 dBm, a surge in the cutoff frequency from 100 kHz to 300 kHz

manifested in a substantial amplification of the laser linewidth, leaping from 222

kHz to a staggering 1443 kHz.

In the effort to accurately define the central section of the laser spectrum

linewidth, it is essential to carefully balance the appropriate level of white
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Figure 2.11: Results of laser spectrum for the different cutoff frequencies of

white Gaussian noises.

Gaussian noise power with the half-wave voltage of the noise. Figure 2.12

illustrates the power spectrum of white noise prior to its amplification. The graph

clearly shows the cutoff frequency of the noise ranging from 100 kHz to 300

kHz. Notably, the power level is maintained at about -5 dBm, a precautionary

step to protect the RSA from possible damage caused by high-power, low-

frequency noise. Therefore, the noise is measured before amplification and

is then consistently amplified to 26 dBm for further analysis. The horizontal

axis of the graph employs a logarithmic scale to improve the visibility of

the noise cutoff frequency.These points highlight subtle variations within the
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Figure 2.12: Spectrum results of laser for the noise of different cutoff

frequencies.

low-frequency range, making these minor fluctuations more noticeable and

analyzable. This careful representation aids in a more detailed understanding of

the noise characteristics in the lower frequency domain. Interestingly, the cutoff

frequency of the white Gaussian noise proves to be a factor affecting the laser

linewidth, a conclusion that aligns well with the simulation results. From these

results, the white Gaussian noise makes the lineshape of the laser into Gaussian

lineshape.

Further exploration focused on the effects of combining random walk noise

with white Gaussian noise on the laser spectrum linewidth. This complex

interaction is illustrated in Figure 2.13, where the white Gaussian noise is set

with a cutoff frequency of 200 kHz.
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Figure 2.13: Laser spectrum of the white Gaussian noise compensation.

The Voigt fit model was employed to accurately analyze laser linewidth

and know the different noise effects on the line shape of the laser, the Voigt fit

model was employed. The analysis resulted in a precise Voigt lineshape for the

linewidth, measured at 898 kHz.

Figure 2.14 reveals the noise spectrum of the noise before amplification,

which contributes to the 898 kHz laser linewidth observed with a fine resolution

of 10 kHz. This hybrid noise profile, marked by a significant low-frequency

component, ultimately led to a distinct Voigt lineshape when analyzed using the

Voigt fit model.
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Figure 2.14: The noise spectrum of the mixed noise.
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2.4.3 Simulation results of the variable line shape laser

In an endeavor to delve into the intricacies of random walk noise

dynamics—characterized by a step length precisely calibrated at 0.015 Vpp and

constrained by a stringent wall threshold of 0.5 Vpp, coupled with a temporally

defined interval of 0.1 ns—the said noise was subjected to amplification via a

meticulously selected amplifier. Concurrently, the spectral properties of white

Gaussian noise underwent rigorous modulation, both in the realm of its cutoff

frequency (spanning a range from 100 kHz to 220 kHz) and power magnitude

(oscillating between 25 dBm to 28 dBm).

Drawing inspiration from these empirical undertakings, simulations of

the laser linewidth and line shapes were meticulously crafted, anchoring their

foundational logic on the findings harvested from the laser with mutable

linewidth characteristics. Augmenting this narrative, the amplified random walk,

circumscribed by its limiting wall, was synergistically amalgamated with white

Gaussian noise in the numerical simulation. This noise exhibited a dynamic

spectrum, pivoting on a variable cutoff frequency domain ranging from 80 kHz

to 450 kHz and a power spectrum delineated between 25 dBm and 28 dBm.

In the numerical simulations, depicted comprehensively in Figure 2.15,

nuanced interplays were observed between the power and cutoff frequency of

white Gaussian noise and their subsequent impact on the Lorentzian components.

The findings delineate a pronounced hyperbolic trend, with the predominance of

the cutoff frequency exerting a salient influence on the Lorentzian constituents.
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The underpinnings of this phenomenon can be attributed to the inherent Gaussian

distribution of the white Gaussian noise and the linear traits of PM. As a

corollary, post-modulation, the linewidth transmutes into a Gaussian distribution,

discernibly manifesting as a Gaussian contour in the laser spectrum linewidth.

Additionally, the input power of the PM is subject to specific limitations.

Therefore, in the simulations, the maximum power setting was aligned with

the actual input power limit of the Power Meter (PM), which is 26 dBm. This

approach ensures that the simulated conditions accurately reflect the real-world

constraints and capabilities of the PM.

Figure 2.15: Simulation results of different white Gaussian noise power and

cutoff frequency on the Lorentz components.
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2.4.4 Experimental results of the variable lineshape laser

Figures 2.16 and 2.17 present the data illustrating the laser spectrum

linewidth. A key observation was made when the cutoff frequency was set at

220 kHz and the white noise power was adjusted to 26 dBm.

Figure 2.16: Laser spectrum of only white Gaussian noise.

Under these conditions, the resulting laser linewidth was measured to be

1.078 MHz, with a Lorentzian contribution of only 1.2% (0.012). It was noted

that the central region of the linewidth closely matched the fitted curve. However,

a significant difference was observed in the wings of the spectrum, as shown

in Figure 2.16. Although the line shape of the laser is expected to be 100 %
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following the Voigt model. However, these errors of the wing parts can be

attributed to the behavior of the amplifier (NF 3628), which tended to amplify

low-frequency signals, filtering more effectively. Consequently, there was a

noticeable difference between the wings of the spectrum linewidth and the

theoretical fit, highlighting the impact of the amplifier on the spectral properties

of the laser.

Figure 2.17: Laser spectrum of white Gaussian noise mixed random walk noise.

In a more detailed examination, Figure 2.17 showcases the laser spectrum

linewidth resulting from a combination of white Gaussian noise—specified by a

cutoff frequency of 210 kHz and power of 26 dBm—and random walk noise,
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which was subjected to a 23 dB amplification. The measured linewidth was

1.017 MHz, with a significant Lorentzian component accounting for 29% (0.29)

of the spectrum. Closer inspection revealed that the central part of the linewidth

closely matched the theoretical fit. However, differences were again observed

in the wings of the spectrum linewidth. This variation can be attributed to the

diminished power of the white Gaussian noise used in the experiment at higher

frequencies, in contrast to its theoretical model. Furthermore, the high-frequency

mixed noise in the experimental setup deviated from its idealized profile. These

complexities highlight the challenges encountered in achieving an accurate fit

with the PseudoVoigt model, particularly for the wings of the spectrum linewidth.
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2.5 Summary

This chapter focuses on the theoretical foundations, simulation results, and

experiments referring to the development of lasers with adjustable linewidth and

lineshape. First of this discussion is an exploration of the control mechanisms for

these laser parameters. This is achieved by applying white Gaussian noise and

random walk noise within defined boundary conditions coupled with the use of

an external LN phase modulator. The laser linewidth increases with the increase

of the cutoff frequency of the white noise; it is also affected by the power of

the white noise, and the carrier frequency of the laser linewidth is affected by

the mirror method of the random walk. Such an approach allows for the precise

manipulation of the laser linewidth, enabling adjustments within a range of 400

kHz to 1 MHz and facilitating the incorporation of Lorentzian components up to

29%. However, the maximum Lorentzian component achievable is 29% because

of limitations in input power, falling short of a pure Lorentzian shape. Future

explorations should consider other low-frequency adjustments to attain a pure

Lorentzian shape, enhancing the understanding of its effects in coherent systems.

The analytical review and discussion presented in this chapter mark a

substantial contribution to the field of laser technology, especially regarding

the variability of linewidth and lineshape. Importantly, the extensive

research, findings, and academic discourse detailed in this chapter have earned

acknowledgment and recognition through their publication in the journal Optics

Continuum,volume 2, in 2023, entitled ”Effects of a variable linewidth laser and
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variable linewidth shape laser on coherent FMCW LiDAR” [61] (Section 2.2-

2.4).
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Chapter 3 FPGA-based variable

linewidth and lineshape

laser

3.1 Introduction

In the pursuit of enhancing optical communication systems, the need for

lasers with variable linewidth is evident[67]. Traditional methods require

exchanging laser diodes to achieve different linewidths; however this can lead

to inconsistencies in optical power and wavelength, potentially causing errors

[29]. An advanced solution is utilizing an external LN phase modulator, which

allows for the modulation of random walk noise within certain bounds, thus

supporting the creation of lasers with tunable linewidths [61]. However, the

mirror method typically used for laser linewidth control is poor in low-frequency

components, resulting in inadequate modulation of the central part of the laser

spectrum linewidth.
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A low-frequency compensation technique that utilizes white Gaussian noise

generated from an FG has been developed to address this issue [65]. Regrettably,

this method depends on pre-recorded noise, which contrasts sharply with the

dynamic noise produced by thermal fluctuations within the laser diode [36, 37,

38, 39]. The difference between FG-derived noise and actual laser noise hinders

the accurate simulation of laser behavior.

The investigation focuses on the synthesis of real-time white Gaussian noise,

moving away from the conventional FG noise, to assess its impact on the laser

spectrum linewidth. The laser linewidth sensitivity to the cutoff frequency of

the white Gaussian noise is a significant challenge, as small alterations can

lead to considerable changes in linewidth, complicating the achievement of

precise control [61]. This study explores the variation of white Gaussian noise

parameters, including standard deviations (STDs) and mean values [68]. This

novel approach seeks to shed light on the influence of noise characteristics on

the laser spectrum linewidth and may reveal new methods for precise linewidth

regulation.

The current limitations of instruments like FG and analog noise sources,

which block easy modulation of noise parameters, highlight the need for new

mechanisms that can generate real-time white Gaussian noise with adjustable

parameters [69]. Field Programmable Gate Arrays (FPGAs), equipped with

digital-to-analog converters (DACs), offer a promising solution. They enable

the production of real-time noise, encompassing a range of white Gaussian noise
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parameters, allowing for a more detailed examination of how noise characteristics

affect the laser spectrum linewidth.

The success of this research could lead to the identification of lasers that not

only emulate the behavior of actual lasers but also reduce the costs associated with

such sophisticated systems. The implications of this research could make high-

precision variable linewidth lasers more accessible, thereby advancing the field

of optical communications toward greater affordability and technical refinement.
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3.2 White Gaussian noise for variable linewidth

laser in FPGA

3.2.1 The principle of white Gaussian noise generation in

FPGA

Figure 3.1 illustrates the complex process for generating white Gaussian

noise using the Look-Up Table (LUT)method [41, 42]. This critical advancement

in noise generation starts with the creation of a pseudo-random sequence [32,

34], using the highly regarded linear feedback shift register (LFSR) method [35].

The LFSR is noted for its computational efficiency and robustness, skillfully

producing 16-bit pseudo-random sequences with unmatched precision [40, 43].

Figure 3.1: Principle of the programmable white Gaussian noise using the

FPGA with DACs.

These carefully sequences serve two primary purposes. Primarily, they act

as reference points within the double-data-rate3 (DDR3) dual inline memory

module (DIMM), an essential component for noise generation. The LFSR
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method is admirable in producing pseudo-random sequences; however, it

faces challenges like periodic repetition and bit-number limitations, which are

particularly problematic when alignedwithGaussian numbers, affecting real-time

efficiency.

This study introduces a novel truncation technique to deal with these issues.

This method effectively mitigates the effects of periodic repetition by discarding

the top two bits from the LFSR pseudo-random sequence, enhancing system

efficiency and keeping the integrity of real-time operations.. Utilization a 16-bit

LFSR is a deliberate choice, given the importance of timing in real-time systems.

The next stage focuses on quantization, where Gaussian distribution numbers

with mean values of 1 V and 0.9 V are converted into a 14-bit format using

MATLAB (R2022a). These quantized numbers are precisely associated with the

LFSR-generated pseudo-random sequences and stored within the FPGA DIMM

for subsequent noise generation.

This procedure allows for the adjustment of key parameters such as STDs

and means, enabling the dynamic creation of random white Gaussian distribution

sequences. On the hardware front, the FPGA board, specifically the Xilinx Artix

7 evaluation board AC 701, connects with high-capacity 600-MSamples/s DACs

(Analog Device AD 9736) via a 14-bit double data rate (DDR) low-voltage

differential signaling (LVDS) channel, ensuring synchronized and accurate

analog noise generation [44]. The DACs, configured to produce a signal strength

of 1 Vpp (V), modulate the output to achieve mean values of 0.125 V and 0.113 V
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STD. A phase-locked loop (PLL) is used to enhance the output and improve low-

frequency dynamics, converting the sampling rate of DACs to 125-MSamples/s.

Finally, an analog noise filter is integrated, exceeding its digital FPGA equivalent

in stability and precision for bandwidth control of the generated white Gaussian

noise.
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3.2.2 Experimental setup

In the advanced field of optical experimentation, Figure 3.2 illustrates a

carefully engineered setup designed for the detailed modulation andmeasurement

of laser linewidth spectra. This method employs the principle of coherent

interference, utilizing the precision of two narrow fiber laser diodes (LD, NKT

photonics Koheras BASIK)with slightly different wavelengths: 1550.075 nm and

1550.090 nm. Optical attenuators (AnritsuMN 935A2) are integral to the system,

managing the power distribution between the paths. This arrangement creates a

clear distinction between the reference path and the path used for modifying the

laser linewidth.

Figure 3.2: Principle of generating white Gaussian noise using the FPGA with

DACs.
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Central to this experimental configuration is the polarization controller (PCs,

Alnair Labs MLC15 QHN SMFS), which thoroughly adjusts the polarization

of light within the control path. This path is then modulated by an LN phase

modulator (PM, Sumitomo Osaka Cement T.PMH1.55 S), noted for its half-wave

voltage of 2.7 V at an operational frequency of 1 MHz. To generate noise, the

system integrates an FPGA board connected to DACs operating at 125-MS/s.

This combination, further enhanced by electrical amplifiers (Amp, NF BA4805,

and FEMTO DHPVA-101), electrical attenuators (att., Fairview microwave SA

4090), and a low-frequency variable bandpass filter (BPF, NF 3628), grants

exceptional control over the noise power and bandwidth.

After thorough noise filtration, the path of the white Gaussian noise is

carefully examined using a DPO (Agilent DSO81204B). The phase noise,

modulated by the FPGA-generated white Gaussian noise parameters, is then

applied to the laser spectrum linewidth within the control path. An OC merges

the two optical paths, resulting in coherent interference. The interference is

detected by a photodetector (PD, Sevensix Inc 12.5Gb/s Optical Receiver) that

captures a wavelength difference of 0.015 nm. The system utilizes a real-time

spectrum analyzer (RSA, Tektronix RSA 3308A) to analyze the electrical signal

from the PD and deduce the laser spectrum linewidth. This component signifies

the synthesis of accuracy and innovation in this experimental setup.
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3.2.3 Results and discussions

Figure 3.3 illustrates the spectrum of white Gaussian noise, as precisely

measured by the DPO. The DPO successfully captures the noise, characterizing it

with a low-frequency bandwidth of 200 kHz, and STDs of 0.125 V and 0.113 V.

Further analysis through FFT enhances these observations. With an RBW set to

250 Hz, the blue and red lines on the spectrum distinctly indicate the noise spectra

for the 0.125 V and 0.113 V STDs, respectively. Notably, both lines show a clear

cutoff frequency at 200 kHz despite the different STD values. This characteristic

cutoff frequency underlines the Gaussian nature, presenting with equal intensity

across all frequencies beneath this cutoff point. This feature explains the Gaussian

distribution fundamental attribute—its consistent intensity across the spectrum up

to its defined limit.

The measurement of noise power is estimated at -20 dBm. This figure

may show slight variances, which are more likely due to natural fluctuations

in signal voltage rather than inaccuracies in the analysis. This level of detailed

examination demonstrates the effectiveness of producing white Gaussian noise

with predetermined STDs of 0.125 V and 0.113 V, over a bandwidth of 200 kHz.

Figure 3.4 offers a comparative look at the laser spectrum linewidth,

highlighting the effects of changes in Gaussian noise STDs. The spectrum with a

0.113 V STD noise, represented by the red line, results in a linewidth of 659 kHz

over a 4-MHz frequency span with an RBWof 20 kHz. AGaussianmodel applied

to this data produces a black line that verifies the initial observations and shows
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Figure 3.3: Spectrum of white Gaussian noise with a 200 kHz cutoff frequency

and varying standard deviations.

the expected Gaussian shape, further evidenced by a peak power at -30 dBm.

Conversely, the noise with a 0.125 V STD, shown by the blue line, produces a

slightly wider linewidth of 743 kHz. The Gaussian fit, indicated by the yellow

line, confirms the bell-shaped curve of the spectrum, though it appears flatter

compared to the 0.113 V STD case. The noted peak power at -36 dBm and a

linewidth disparity of 84 kHz between the two spectra reveal the delicate effects

that even small variations in STD can have on the spectral characteristics.

Figure 3.5 uses a normal distribution graph to illustrate each noise
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Figure 3.4: Laser spectrum linewidth under different standard deviations of

white Gaussian noise.

distribution. This graphical representation aids in highlighting the slight, yet

significant, differences in the laser spectrum linewidth that arise due to the varying

STDs of the Gaussian noise.

Figure 3.6 provides a detailed comparison of the probability density

functions (PDFs) of two different white Gaussian noises, completely plotted

against their respective deviations from a standardized mean value of 0 V. In this

graphical representation, the Gaussian noise with a STD of 0.125 V is marked by

a blue curve. Conversely, the Gaussian noise possessing a slightly lower STD
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of 0.113 V is depicted by a red curve. This side-by-side illustration in the graph

effectively demonstrates the variations in the PDFs of these two noises, offering

a clear visual understanding of how changes in the STD value impact the overall

distribution of the noise.

Figure 3.5: Spectrum of the original normal distribution of white Gaussian noise

with different standard deviations.

These results have proved that the different power makes the laser linewidth

different, as discussed in section 2.
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Figure 3.6: Spectrum of normal distribution of white Gaussian noise with

different standard deviations.
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3.3 Random walk noise for variable linewidth

laser in FPGA

3.3.1 The principle of the random walk noise generation

in FPGA

Figure 3.7 depicts the advanced method for generating random walk noise

within specified boundaries using an FPGA. The process starts with the LFSR

technique [40, 43], well-known for its ability to quickly generate non-sequential

number sequences through a combination of right-shift and exclusive-OR gate

(XOR) operations. This technique efficiently produces 16-bit pseudo-random

numbers. However, inherent limitations of the LFSR method, such as the time

intervals required to complete a period and then repeat it, bring challenges to

real-time functionality. Additionally, generating long pseudo-random number

sequences can slow down the real-time performance of the system. A truncation

strategy was implemented to overcome these challenges, removing the uppermost

two bits from the LFSR-generated pseudo-random numbers, thereby mitigating

issues related to time interval differences. Choosing a 16-bit LFSR was a

deliberate decision to aid in balancing the generation of pseudo-random numbers

with the requirements of real-time system operations. The procedure then

monitors the lowest bit of the sequence. If this bit equals 1, the walk path

increases; otherwise, it decreases, ensuring an equal 50% probability of either

outcome at each step. The walk is then modified by a predetermined step length
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(SL), which is compared against a boundary set at ±0.5 V. Crossing this limit

indicates an overshoot, leading to a reversal in the walk direction. Given the

specific characteristics of the AD 9736, with a 1 Vpp output voltage and 14-bit

output data [44], the relationship between the SL in the FPGA (WSL) and the

actual output SL (WSLout) is defined by the following equation:

WSLout =
WSL
214

× 1 Vpp (3.1)

Figure 3.7: Principle of generating random walk noise with a limit wall using

the FPGA with DACs.

The FPGA board used in this setup, the Xilinx Artix 7 evaluation board AC

701, was carefully integrated to ensure optimal performance. It was connected to

the DACs (Analog Device AD 9736), which are notable for their high sampling

rate of 600 MSamples/s. A key feature of the AD 9736 is the inserted PLL

mechanism, which plays a role in adjusting the sampling rate (SR) to the desired

level. A 14-bit DDR3 LVDS interface was employed to transfer efficiently the

generated data to the DACs. This thoughtful integration not only secures the

integrity of data transmission but also ensures the real-time generation of analog
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noise, reflecting the advanced design and effectiveness of the system.
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3.3.2 Experimental setup

The experimental setup, as illustrated in Figure 3.8, was developed to

examine the laser spectrum linewidth using an advanced coherent interference

method.

Figure 3.8: Experimental scheme of the variable linewidth laser and laser

linewidth measurement.

An analog noise source (Noisecom UFX 7107), designated as WGN, was

integrated into the setup. The FPGA board, capable of a remarkable 600

MS/s, generated limit-wall random-walk noise. The noise power was effectively

managed by an amplifier and electrical attenuators, amplifying it by 7 dB.
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3.3.3 Results and discussions

Figure 3.9 illustrates a detailed spectral analysis of the unique random walk

noise generation with a limit wall, operating at a notable 10 kHz RBW. The blue

curve in the figure represents a step SL of 0.09 V and a peak SR of 600 MHz.

Considering the PM’s inherent Vπ and its interaction with the amplifier’s gain

profile, an optical phase shift of approximately 0.075 rad is observed over a 1.67

ns time frame. Notably, the presence of limit-wall reflections transforms the

traditional low-frequency domain into an attenuated white noise profile, while

the high-frequency spectrum maintains a consistent noise gradient.

The red curve in Figure 3.9 provides insight into a different result, where the

SL is set at its lowest value of 0.01 V and operates in conjunction with the lowest

SR at 50-MHz intervals. This setup results in a noticeable phase shift, quantified

at 0.0083 radians, but over a longer duration of 20 ns. The precision of the

PLL in controlling the SR, even at these finer 50-MHz increments, is particularly

noteworthy. This capability allows for the finely adjustable production of an SL,

with a precision down to 0.01 V. A decrease in the SL leads to a reduction in

reflections, resulting in amore pronounced gradient and a frequency cutoff around

the 100 MHz mark.

The essence of random-walk noise, marked by its variable SR and SL,

presents an interesting contrast to low-frequency compensation typically seen in

analog noise systems, especially when confined by a limit wall. This complex

noise structure, with its cutoff frequency largely determined by filter constraints

68



Figure 3.9: Random walk noise in the frequency domain: 0.09 V SL with 600

MHz SR and 0.01 V SL with 50 MHz SR.

and the extremities of SR and SL, oscillates within a range from 120 kHz to an

upper boundary of 170 kHz. Initially, the cutoff frequency for the analog noise

varies between 120 kHz and 140 kHz. This frequency is then paired with an

SL of 0.07 V at an SR of 500 MHz, followed by an SL of 0.08 V at 400 MHz,

and finally, an SL of 0.07 V operating at 600 MHz. These variations underscore

the interplay between SL, SR, and the resultant spectral characteristics within the

framework of random-walk noise generation.
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Figure 3.10: Spectrum of random walk noises mixed with WGN of 120-140

kHz.

Figure 3.10 offers a spectral view of the resulting hybrid noise, consistently

analyzed at a 10 kHz RBW. A key finding is the balance achieved between all

forms of random walk noise and the elements of the low-frequency spectrum.

The rise in the cutoff frequency evens out the gradient of the hybrid noise,

indicating an interaction between different noise components. Extending this

analysis, Figure 3.11 (a) displays the laser spectrum linewidth modulated by

these noise variants, and the details are displayed in Figure 3.11 (b), (c), and

(d). Remarkably, the laser linewidth spans a range of 6 MHz, analyzed at a
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20 kHz RBW. This spectral profile highlights a clear correlation: as the laser

linewidth increases, it parallels the flattening gradient observed in the noise

frequency domain. In quantitative terms, the laser linewidth experiences a

sequence of amplification, starting from 251 kHz, increasing to 297 kHz, and

reaching 313 kHz. These changes in the spectral characteristics are attributed to

the low-frequency compensation inherent in the noise and the distinct temporal

features of the randomwalk noise, which together influence the carrier frequency.

Upon thorough examination, the resulting laser spectrum linewidth reveals a

perfect pseudo-Voigt profile, showing both its central core and outer edges.

This demonstrates a complex interplay between the spectral characteristics of the

noise and their impact on the laser linewidth, providing valuable insights into the

mechanisms governing these interactions.

In recognizing the complex, dual nature of noise, the pseudo-Voigt model

is strategically employed for its capability to accurately represent composite

phenomena. Figure 3.12 reveals the detailed behavior ofWGN across a frequency

domain ranging from 150 kHz to 170 kHz. This representation effectively

contrasts the noise behavior at SL of 0.08 V and 0.09 V, with SR set at 600

MHz and 500 MHz, respectively, and each analyzed with a 10 kHz RBW.

The data presented in this figure illustrates how the WGN makes the low-

frequency components, resulting in a seamless integration with the random walk

noise. A noticeable trend observed in the data is the progressive attenuation

of the noise gradient. This attenuation evolves in conjunction with increases
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Figure 3.11: Laser spectrum linewidth affected by random walk noises mixed

with WGN of 120-140 kHz.

in the cutoff frequency, SL, and SR, suggesting a dynamic interplay between

these parameters. The graphical representation in Figure 3.12 thus provides

insightful revelations about how different noise parameters influence the overall

noise spectrum, underscoring the utility of the pseudo-Voigt model in analyzing

complex noise structures.

Figure 3.13 (a) provides a detailed visualization of the laser spectrum

linewidth, spanning an 8 MHz range with an RBW of 20 kHz, Figure 3.13

(b),(c), and (d) provide the details of them. This extensive display is crucial
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Figure 3.12: Spectrum of random walk noises mixed with WGN of 150-170

kHz.

for capturing the linewidth wings, particularly as the linewidth progresses from

an initial value of 394 kHz, rises to 470 kHz, and ultimately peaks at 611 kHz.

These variations in the linewidth are indicative of exceptional performance across

both the central and peripheral areas of the spectrum, aligning well with the

predictions of the pseudo-Voigt model. The accuracy and consistency seen in

these measurements reflect the effective interplay between the immediate noise

dynamics and the low-frequency compensation methods employed. The broad

range of the spectrum covered and the precision of the measurements underscore

the efficacy of the experimental setup in capturing the intricate details of the
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laser linewidth behavior. This detailed representation in Figure 3.13 not only

validates the theoretical model but also highlights the relationship between noise

characteristics and their impact on the laser linewidth, offering valuable insights

into the underlying processes governing these phenomena.

Figure 3.13: Laser spectrum linewidth affected by the random walk noises

mixed with WGN of 150-170 kHz.

Table 3.1 provides a detailed comparison between theoretically predicted

and experimental measured laser linewidths. The theoretical predictions, which

are closely aligned with the cutoff frequency and the characteristics of the random

walk noise, range from 268 kHz to a maximum of 588 kHz. In contrast, the

74



Cutoff frequency

of WGN

The condition of the random

walk noise

Theoretical

linewidth

Actual

linewidth

120kHz SL 0.07 V SR 500MHz 268kHz 251kHz

130kHz SL 0.08 V SR 400MHz 280kHz 297kHz

140kHz SL 0.07 VSR600MHz 321kHz 313kHz

150kHz SL 0.08 VSR600MHz 420kHz 394kHz

160kHz SL 0.09 VSR500MHz 444kHz 470kHz

170kHz SL 0.09 VSR600MHz 588kHz 611kHz

Table 3.1: Dependence of theoretical and actual laser linewidths on the random

walk SL and WGN.
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measured linewidths vary from 251 kHz to 611 kHz. The differences observed,

ranging from 8 to 26 kHz, can likely be attributed to a combination of factors

like losses, reflections inherent in the noise integration process, and inaccuracies

in SR and SL. An interesting observation is that the use of an AWG could

potentially reduce the maximum error margin to around 21 kHz. However, the

FPGA-based approach for noise generation proves to be notably more effective

with its capability for real-time modulation, particularly in terms of enhanced

performance in the wing spectrum of the linewidth. Moreover, when compared

with the relatively minor difference of 5 kHz associated with the AWG, the

FPGA-centric method stands out not only for its precision but also for its cost-

effectiveness and flexibility. This makes the FPGA-based approach a more

ideal choice for controlling the tunable laser linewidth, especially in applications

requiring a high degree of precision and adaptability. The comparative data in

Table 3.1 demonstrates the strengths and limitations of each method, highlighting

the superiority of FPGA in terms of overall performance and operational benefits.
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3.4 Varibale linewidth and line shape laser based

on two FPGAs

In the study, the primary method for random number generation utilizes

the xorshift 128 algorithm within the FPGA framework [43] and has the better

randomness than the LFSR method before This algorithm offers fast generation

speeds and simplicity in implementation. However, a significant limitation of the

xorshift 128 method is its inherent periodicity, which can impact the randomness

of the output. The integration of an analog noise source for random number

generation was undertaken to improve the system’s randomness. However,

a thorough analysis revealed that the analog noise source typically follows a

Gaussian distribution. This distribution tends to be narrower at the edges, leading

to a shortage of random numbers at these extremes. Since actual laser noise

exhibits true randomness, the limitations of both the xorshift 128 method and

the analog noise source must be carefully considered.

To address these issues, the current focus is on combining these two

methods. The goal is to overcome the strengths of each while minimizing their

respective weaknesses. This hybrid approach aims to provide a more effective

solution for random number generation. As part of this effort, Figure 3.14

demonstrates how the analog noise source is integrated with ADCs. These ADCs,

limited to a 14-bit resolution, convert the analog noise signals into digital random

numbers [33]. However, the 14-bit limitation of the ADCs restricts the range of
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output random numbers from the analog noise source. In addition, the Gaussian

distribution of the analog noise source, with its reduction at the ends, results in a

lack of random numbers at the boundaries. Consequently, the analog noise source

primarily serves as a generator of low-bit random numbers. This innovative

strategy of combining an analog noise source with the digital capabilities of

FPGA-based generation offers a promising direction for producing more diverse

and random number sequences.

Figure 3.14: Principle of the new random number generation method.

The xorshift 128 algorithm, central to this approach, generates random

numbers with a relatively uniform distribution. However, it has its limitations,

notably a compromise in achieving true randomness and a tendency towards

periodicity. These characteristics, though seen as drawbacks, interestingly
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position the xorshift 128 as a complementary method to the analog noise source.

The xorshift 128 algorithm excels in providing high-bit random numbers, a

segment where the analog source falls short due to its Gaussian distribution

focus on lower-bit numbers. The xorshift 128 method is combined with the

analog noise source in this innovative fusion within the FPGA framework. This

combination represents a significant pace forward in random number generation

technology. The innovative approach leverages the strengths of both the xorshift

128 algorithm and the analog noise source. By doing so, it addresses the

periodicity issue inherent in the xorshift 128 and compensates for the Gaussian

distribution effect at the extremes, seen in the analog source. This combination

ensures a more balanced distribution of random numbers across the entire

spectrum, enhancing the overall effectiveness and reliability of the random

number generation process.

Figure 3.15: Principle of generating white Gaussian noise using the FPGA with

DACs with novel random number generating method.

Figure 3.15 illustrates the method for generating white Gaussian noise using

the LUT approach. The process begins with the creation of random numbers
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through a novel fusion of the xorshift 128 technique and an analog noise source.

This combination has been shown to exceed the randomness typically achieved by

conventional 14-bit LFSRs, as supported by the findings in [68]. For maximum

effectiveness, the bit length of these generated random numbers is carefully

calibrated. After truncation, these bit lengths are fine-tuned to match the storage

capabilities of the DIMM. The next step involves the precise quantization of STD

Gaussian distribution numbers, ranging from 1 V to 1.62 V. This transformation

converts these values into 14-bit amplitude and 18-bit length representations,

a process managed by MATLAB (R2022a), considering the limitations of the

semiconductor intellectual property (IP) core. Once quantified, these numbers

are stored in the FPGA’s DIMM, where the pseudo-random figures are used as

memory addresses for efficient recovery. The hardware selected for this task,

the Xilinx Artix 7 evaluation board AC 701, is integrated with 125-MSamples/s

DACs (AnalogDevice AD 9736). These DACs utilize a PLL for precise sampling

rate adjustment. The transfer of data to the DACs is conducted through a 14-

bit DDR LVDS interface, ensuring the real-time generation of analog noise.

This systematic approach to noise generation combines complex hardware with

intelligent software algorithms, enabling the production of high-quality white

Gaussian noise suitable for various advanced applications.

In Figure 3.16, the method for precisely adjusting random walk noise within

specific limits is detailed. This approach, which replies to the fundamental

random number generation strategy, requires a 10-bit random number length to
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Figure 3.16: Principle of generating random walk noise with limited wall using

the FPGA with DACs with new random number generating

method.

maintain randomness effectively. A novel system is implemented to analyze

the least significant bit of each random number. If this bit is 1, the path of the

noise increases; if not, it decreases. This binary appliance guarantees a 50%

chance of either outcome at each step, ensuring a balanced probability. The next

phase of the process involves monitoring whether the step stays within the set

bounds. Exceeding these limits leads to a reversal in direction while remaining

within them enables a direct link to the DACs. Despite potential time delays in

processing noise that breaches the boundary conditions, the speed of the FPGA,

in conjunction with the DDR LVDS data transmission method, enables the real-

time generation of noise. By combining bounded random walk noise with white

Gaussian noise, a unique profile for the variable spectrum linewidth is created.
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3.4.1 Experimental Setup

Figure 3.17 presents the elaborate experimental setup designed to precisely

modulate and measure the laser spectrum linewidth using coherent interference.

Figure 3.17: Experimental scheme of the variable linewidth laser and laser

linewidth measurement with FPGA system.

The setup incorporates two key FPGA boards, each with specific roles. The

first FPGA board is equipped with 125 MS/s DACs, responsible for generating

white Gaussian noise. Analog noise (Noisecom UFX 7107) unit is converted into

digital random numbers via 125 MS/s ADCs for input into the FPGA.

Another critical component is a second FPGA board, operating at a

remarkable 600 MS/s. This board generates limited wall random walk noise.

To address the sampling rate limitations of this FPGA, an AWG (Tektronix
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AWG7102) is used for high-frequency compensation.
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3.4.2 Random numbers for noise generation

Figure 3.18 showcases a computational simulation and visualization of the

distribution of random numbers for white Gaussian noise. The graph illustrates

the Gaussian probability density function, emphasizing the concentration of

values around the mean and forming a typical bell curve. However, the tails

of the distribution show fewer values, indicating the limitation of analog noise

sources in generating random numbers at the distribution extremes. This feature

is a crucial consideration in achieving a uniform random number distribution,

particularly at the boundaries.

A strategic truncation technique has been implemented to overcome the

limitations inherent in traditional random number generation methods. The

random numbers generated from the Gaussian-distributed analog source are

truncated to a 10-bit representation. These truncated values are then combined

with higher-bit-range numbers from the xorshift 128 algorithm. This innovative

amalgamation method effectively compensates for the shortcomings of each

individual approach.

The mixed random number generation strategy, illustrated in Figure 3.19,

shows improved randomness across the entire value spectrum, including the

previously edge regions. The expanded bit depth, reaching up to 220, is evident

in the uniform distribution of randomness throughout the graph. This hybrid

approach successfully combines genuine randomness while ensuring awide range

of random values is covered.
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Figure 3.18: The simulation results of the white Gaussian distribution.

This method enhances the random number generation process by

incorporating true random behavior and extending the uniform randomness

across the entire distribution. It represents a complex blend of the strengths of

both digital and analog random number generation techniques, creating a more

effective framework for random number generation. This approach is particularly

valuable in applications that demand high accuracy and diversity in random

number generation.

In Figure 3.20, data from the ADCs show a 14-bit random number output.
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Figure 3.19: The simulation results of the white Gaussian distribution number

mixed with pseudorandom number.

A closer analysis of this data confirms a concentration of values around the

central region, in line with simulated predictions. However, this visualization

also highlights a notable shortage in random number generation at the edges of

the distribution, a common limitation of analog noise sources. This characteristic

strengthens the need for a hybrid approach, which seeks to balance and expand

the randomness across the entire spectrum of the distribution.

To address the uneven distribution of random numbers and achieve a more
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Figure 3.20: The random number results of the analog noise from ADCs.

uniform spread, an additional 13-bit random number sequence, generated using

the xorshift 128 algorithm, has been incorporated. This enhancement is illustrated

in Figure 3.21, where the resulting data set vividly displays a random number

distribution that not only fully spans the 220 bit domain but also maintains the

randomness inherent to the analog noise source.

This strategy is both careful and systematic. It significantly improves the

random number generation process by combining the random properties of analog

noise with the broad coverage provided by digital algorithms. This careful
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Figure 3.21: The results of the mixed random number from analog noise and

pseudorandom number.

combination results in a random number generation system, capable of simulating

truly random sequences free from any observable patterns or predictability.

The integration of digital and analog methods in this manner produces an

advanced random number generation system. This system exhibits superior

coverage, making it especially suitable for complex computational simulations

and high-level encryption agreements where the quality of randomness is

critical. By effectively bridging the gap between the two methods, a level
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of randomness and distribution is achieved that neither method could attain

independently, illustrating the potential of hybrid approaches in technical and

scientific applications.
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3.4.3 Results and discussions

Figure 3.22: Noise power density spectrum of white Gaussian noise with

different STDs.

A detailed simulation study was undertaken to investigate the effects of

increasing the STD on the phase modulation characteristics of an optical system.

For the purposes of this study, the half-wave voltage (Vπ) of the phase modulator

was set to 1 Volt to simplify the computations. The simulation monitored the

effect of a linear increase in the STD of white Gaussian noise from 1.6 to 2.1

arbitrary units (a.u.), corresponding to a phase shift range from 2.6 to 3.1 π.

Initial results, illustrated in Figure 3.22 (a), show a notable increase in the
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Figure 3.23: Laser spectrum of white Gaussian noise with different STDs.

Power Spectral Density (PSD) of the noise, climbing from -44.932 to -42.5703

dBrad2/Hz, and the details are shown in Figure 3.22 (b),(c),and (d). This increase

follows a linear trend, with the cutoff frequency of 200 kHz clearly observable.

As depicted in the Figure 3.23 further examination reveals how variations in the

laser spectrum linewidth are affected by these rising STD values. As the STD

gradually increases from 1.6 to 2.1 a.u.—equivalent to an optical phase shift from

2.6 to 3.1 π—the laser linewidth correspondingly expands from 910 kHz to 1.128

MHz.

The precise nature of these changes is further emphasized in Figure 3.24,
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Figure 3.24: Relationship of laser spectrum and white Gaussian noise with

different STDs.

where each 0.1 a.u. increase in STD results in a corresponding 0.1 π phase shift,

leading to a 20 kHz increase in linewidth. These observed patterns confirm the

ability to utilize linear modulation of the STD as a method for precise control

over the laser spectrum linewidth. This method proposes a new approach for

accurately adjusting laser linewidths, with significant potential applications in

optical communication and laser modulation technologies.

The comparative results of three different methods are presented in Figure
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Figure 3.25: Spectrum of white Gaussian noise with a 200 kHz cutoff frequency

and different generation methods.

3.25. This figure highlighted the combination of the xorshift 128 algorithm with

an analog noise source, particularly its performance in the low-frequency domain,

as indicated by the marked circle. This method demonstrates a noise profile that

closely resembles an analog noise source, exhibiting an average vibration pattern.

Conversely, the LFSR method does not display this average vibration and instead

shows some atypical vibrations.

In the experimental setup, the STDs were carefully calibrated using
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MATLAB to match the dynamic range and resolution of the DACs within

the FPGA framework. This calibration was essential to ensure that the STDs

remained accurate within the operational limits of the DACs. Figure 3.26

illustrates data showing how the original STD values were adjusted across a range

from 1 to 1.6218 volts.

Figure 3.26: Spectrum of normal distribution of white Gaussian noise with

different STDs of the original one.

Figure 3.27 displays the STD values, which were found to vary between
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0.1248 volts and 0.2027 volts. This range illustrates a noticeable flattening of

the Gaussian distribution bell curve, indicating a change in the signal amplitude.

Such variations in amplitude are critical for the creation and analysis of white

Gaussian noise in signal processing applications. The calibration and presentation

of these STDs are crucial not only for validating experimental methods but also

for enhancing the precision of noise simulations in practical cases.

Figure 3.27: Spectrum of normal distribution of white Gaussian noise with

different STDs of the actual one.
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In Figure 3.28, the noise spectrum is shown with a fixed 200 kHz cutoff

frequency and an RBW of 250 Hz. This spectrum reveals a direct relationship

between the magnitude of the STDs and the spectral power, where an increase in

STDs uniformly boosts the low-frequency components within the noise spectrum.

Furthermore, the established cutoff frequency for each portion of the spectrum

is clearly visible, allowing for straightforward comparisons across different

STD levels. The slight increase in STDs results in a corresponding rise in

power, demonstrating the proportional effect of STD variations on the noise

spectrum. This observation is instrumental for understanding how changes in

noise characteristics can impact the overall performance of optical systems,

particularly in terms of signal processing and modulation.

Figure 3.29 provides a detailed quantification of the effects of increasing

STDs on the laser spectrum linewidth. For this analysis, a narrower RBW of 20

kHz is used to enhance spectral resolution. As the STDs of the generated white

Gaussian noise increase, there is a noticeable change not only in the power level

but also in the spectral characteristics of the laser. A rise in STDs results in a more

pronounced flattening of the Gaussian bell curve, accompanied by an increase in

power. This, in turn, leads to an expansion of the laser linewidth, with an observed

increase from 580 kHz to 604 kHz, and eventually to 706 kHz. The laser linewidth

shows progressive enlargement in direct proportion to the STDs. This effect can

be attributed to the linear response of the PM, which linearly impacts the spectrum

linewidth, with different noise parameters leading to distinct linewidth variations.
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Figure 3.28: Spectrum of white Gaussian noise with different STDs and a 200

kHz cutoff frequency.

The linear relationship between noise parameters and linewidth results in a

Gaussian-shaped laser spectrum linewidth. However, it is noteworthy that the

amplifier within the filter mainly amplifies low-frequency components. This

leads to a Gaussian contour in the central part of the spectrum while introducing

deviations in the spectral wings. These differences are crucial, especially when

considering the impact of the cutoff frequency on the laser spectrum linewidth.

The analysis underlines the complex relationship between noise characteristics
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Figure 3.29: The laser spectrum linewidth of with white noise having different

STDs.

and their effects on the spectral properties of laser systems.

In Figure 3.30, the STD is maintained consistently at 0.2027 V, while the

cutoff frequency is varied to distinct values of 110 kHz, 180 kHz, and 250 kHz.

The analysis, conducted with an RBW of 250 Hz, clearly standardizes the cutoff

frequencies in the frequency domain. This allows for a thorough exploration of

how bandwidth limitations affect the noise profile. The shifts in the frequency
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Figure 3.30: Spectrum of the 0.2029 V STD white Gaussian noise with different

cutoff frequencies.

domain with different cutoff thresholds provide key insights into the dynamic

response of the system noise profile and facilitate a deeper understanding of the

spectral behavior under various conditions.

Figure 3.31 illustrates the spectral dynamics of the laser system, where the

laser linewidth is seen to expand substantially from 219 kHz through 588 kHz

to 1025 kHz. This significant growth is directly linked to the increased white

Gaussian noise introduced into the PM, highlighting a strong correlation between
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Figure 3.31: The laser spectrum linewidth of the 0.2029 V STD white Gaussian

noise with different cutoff frequency.

the amount of noise and the expansion of the laser linewidth. This relationship

is fundamental for understanding and controlling the performance characteristics

of laser systems in various applications.

Figure 3.32 demonstrates how precise handling of the laser linewidth can

be achieved by combining minor adjustments via STD increments and major
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Figure 3.32: Measured linewidth results with different STDs having different

cutoff frequencies of the white Gaussian noise.

modulations through cutoff frequency changes. Incremental increases in STD,

in the range of 0.0106 V from 0.1248 V to 0.2027 V, lead to modest variations in

the linewidth. In contrast, significant spectral range adjustments are realized by

altering the cutoff frequency, enabling the laser spectrum linewidth to span from

115 kHz to 1025 kHz. The noise used in this method is only the Gaussian noise,

which makes the line shape become the Gaussian line shape. This data suggests

the feasibility of creating a cost-effective, highly precise, and adaptable narrow
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linewidth laser system using a comprehensive noise control strategy.

The noise generated through this method closely mimics analog noise

characteristics, verifying the validity of this approach in simulating awide array of

real-world laser noise profiles with enhanced accuracy. Moreover, the integration

of random walk noise within a bounded limit imparts a pseudo-Voigt profile

to the laser spectrum linewidth. This profile allows for a detailed breakdown

of noise components using Lorentzian component analysis. The random walk

noise, which dominates in the spectral wings, is efficiently produced by an FPGA

paired with DACs characterized by a flexible sampling rate. This combination of

advanced technologies ensures a faithful replication of laser noise spectra, crucial

for many applications that demand noise performance standards.

For precise control over the laser line shape, the Pseudovoigt model is

skillfully applied. This control is achieved through two distinct methodologies:

a dual FPGA setup and a hybrid FPGA with an AWG configuration. The

operational frequency limit of 600 MHz for the FPGA sets its boundary for

controlling the linewidth lineshape, especially at frequencies above 500 kHz. In

situations where higher frequencies are involved, the AWG plays a vital role,

serving as a key tool for high-frequency modulation. This dual approach of using

FPGA and AWG offers an adaptable solution for managing the laser line shape

of the laser linewidth, catering to a wide range of frequencies and ensuring high-

precision modulation in optical systems.

Figure 3.33 provides an analytical view of the noise spectrum, highlighting
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Figure 3.33: The noise spectrum of the two FPGA methods and FPGA with

AWG method.

the performance of different methods in managing low-frequency noise domains.

The graphical data show that both the dual FPGA and the FPGA-AWG hybrid

methods perform effectively in low-frequency noise control. However, a notable

distinction is observed in the high-frequency domain. The red line in the figure,

representing the dual FPGA method, displays anomalies characterized by red

lines, likely due to the FPGA instability at higher frequencies. In contrast,

the blue line, indicating the FPGA-AWG hybrid approach, exhibits superior
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control over high-frequency noise. This method not only corrects the slope

differences seen with the dual FPGA setup but also demonstrates robust high-

frequency noise suppression, leading to improved spectral performance. This

dual strategy enhances the system flexibility and allows for precise control of

the laser linewidth across an extensive frequency range, making it suitable for

advanced applications requiring strict noise control.

Figure 3.34 offers a detailed representation of the laser spectrum linewidth.

The red line shows the performance of the dual FPGA method, achieving a peak

linewidth of 420 kHz, with the Lorentzian component constituting 10% of the

spectral composition. This data emphasizes the ability of the method to achieve

a moderate level of lineshape precision.

Alternatively, the blue line represents the results from the FPGA-AWG

hybridmethod. This approach faces the limitations of the FPGA in low-frequency

ranges, resulting in a maximum linewidth and lineshape of 1021 kHz and a

Lorentzian fraction of 9.3%. The slight difference in the Lorentzian components

between the two methods suggests minor differences, likely due to the integration

of two different noise profiles. Nonetheless, the combined approach of FPGA

and AWG manages to maintain precise control over the Lorentzian components,

demonstrating its effectiveness in achieving high accuracy in linewidth control.

This level of precision is critical for applications where precise lineshape handling

and noise control are important. However, the percentage of the Lorentzian

components should be improved to make the line shape like the actual laser line

104



Figure 3.34: The laser spectrum linewidth using the two FPGA method and

FPGA with AWG method.

shape; for example, using high precision digital filter to make low-frequency

noise have a good performance.
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3.5 Summary

This chapter introduces a cutting-edge approach to controlling laser

linewidth and lineshape, using FPGAs to generate both low-frequency white

Gaussian noise and high-frequency random walk noise. The capability of these

FPGAs, reaching up to 600 MHz, allows for precise modulation of the noise

spectrum. This method significantly enhances the randomness in the noise

generation process, a factor for achieving high-precision laser control.

Incorporating AWG with FPGA-based methods results in a comprehensive

system that can accurately control laser linewidth across a broad range, from 115

kHz to 1 MHz. This integrated approach not only ensures fine-tuned adjustments

of the laser linewidth but also allows for the considerate modulation of the

Lorentzian component of the lineshape within the spectrum. The devotion of this

modulation can be achieved by up to 10% Lorentzian components, demonstrating

the capability of the system in precision lineshape management.

Looking ahead, plans are in place to deploy these FPGA-controlled lasers

with variable linewidth and line shape in optical systems such as coherent FMCW

LiDAR. This will involve comparative analyses with systems utilizing analog

noise sources and FG. Simultaneously, to make the laser line shape more near

the pure Lorentzian line shape also should be improved. Additionally, the

implementation of high-frequency sampling rate ADCs is expected to generate

lasers with a wide range of variable linewidths and line shapes.

The findings and discussions presented in this chapter, including the
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innovativemethodologies and their implications for laser technology, have earned

recognition with their publication in the letter IEICE Electronics Express, volume

advpub, in 2023, entitled ”FPGA-driven random walk noise generation for

tunable laser linewidth control” [69] (Section 3.3); and 2023 Opto-Electronics

and CommunicationsConference (OECC), entitled ”Effects of the Programmable

Real-Time White Gaussian Noise Generated by FPGA on the Laser Linewidth

Spectrum” [68] (Section 3.2).
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Chapter 4 Exploring the Impact of

Laser Linewidth on FMCW

LiDAR

4.1 Introduction

The rise of autonomous vehicles has encouraged a need for advanced

sensors, especially FMCWLiDAR systems. These systems are crucial for vehicle

safety, offering vital velocity and distance measurements. However, they bring

complexities like signal aliasing within the FMCW LiDAR framework. Newer

LiDAR designs using phase-diversity coherent receivers have been suggested to

overcome these issues [53]. This marks a significant advancement in LiDAR

technology, enhancing its role in autonomous driving.

However, another problem is that the laser phase noise directly affects

LiDAR performance [65], being a key factor in their efficiency. Traditionally,

narrow linewidth lasers are used for best results, but they are expensive [53].
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Shifting to lasers with precisely controlled linewidth and shape could significantly

help understand the effects of phase noise on LiDAR, making it more accessible

and practical.

Most research on laser linewidth and signal quality has focused on lasers with

fixed linewidths, leaving gaps in the understanding of how linewidth variations

impact LiDAR performance. A thorough, quantitative analysis of LiDAR’s

tolerance to linewidth changes is essential for optimal system design. A variable

linewidth laser, using a mirror method, becomes a valuable tool for this purpose

[65]. It allows for easy modulation of laser linewidths, for studying LiDAR

systems’ tolerance to laser phase noise, and for optimizing LiDAR setups for

better accuracy and cost-effectiveness in autonomous navigation.

In improving FMCW LiDAR systems, understanding the mathematical

relationships between distance and velocity signals and phase noise is vital.

For the distance signal ID, a key equation representing the system’s low-

frequency behavior is established. This relationship is expressed as follows [53,

65]:

ID = J2(β)
2 cos (2πfRt+ ϕ) (4.1)

The 2nd-order Bessel function is represented by J2(β)
2. The frequency shift

caused by distance, fR, is further detailed in Eq. 4.2. The term ϕ relates to the

physical distance, corresponding to the fiber length; however its impact on the

overall equation is minimal and can be considered negligible.
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fR =
8kR

2
πc (4.2)

The variable k signifies the rate of exponential change in the frequency of the

chirp signal. R stands for the single mode fiber length, which is also the measure

of distance. The symbol c denotes the speed of light in a vacuum. Importantly, this

formula shows that the distance signal is unaffected by phase noise disruptions,

suggesting that variations in laser linewidth do not significantly alter the accuracy

of distance measurements.

Conversely, the velocity signal [65] involves:

IV =
1

2
sin [2ωdt+ 2 (φPO(t)− φLO(t))] (4.3)

The angular frequency of the Doppler frequency shift (DFS) is denoted by

ωd. The terms φPO(t) and φLO(t) represent the phase noise components in the

local optical (LO) and the probed optical (PO) paths, respectively. This equation

indicates a significant sensitivity of the velocity signal to the laser linewidth, as

the linewidth directly affects the phase noise in the system and, consequently, the

accuracy of the velocity signal.

These derivations highlight the role of laser linewidth in determining the

accuracy and reliability of velocity measurements in FMCW LiDAR systems.

They underscore the necessity of precise control over laser linewidth to ensure

the integrity of velocity data.

In addition, digital noise, known for its effective low-frequency
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performance, has a notable drawback in that it is periodic, which can limit

its application in certain scenarios. Conversely, analog noise closely resembles

actual noise conditions but presents challenges in terms of control and often lacks

significant low-frequency components. Therefore, this research aims to explore

and combine these two types of noise, leveraging their respective strengths.
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4.2 Experimental setup

4.2.1 Low-frequency compensation using digital noise

source

The experimental setup, as shown in Figure 4.1, consists of two main

components: the laser linewidth control unit and the FMCW LiDAR unit.

A high-power white Gaussian noise generator (FG, Keysight, 33600A) is

used to compensate for the central part of the laser spectrum linewidth. This

allows for low-frequency compensation by this method. The noise spectra from

both the FG and the AWG are shown in Figure 4.1.

The combined noise spectrum is also illustrated in Figure 4.1.

For the FMCW LiDAR part, light modulation is carefully carried out by the

mach-zehnder modulator (MZM, Sumitomo Osaka Cement, T. MZH1.5-10PD-

ADC-101) using the linearly frequency modulated (LFM) signal, covering 0.1

to 4.1 GHz, follows the equation ω = ω0 + 2kt, with k representing the rate

of frequency change. The starting frequency, ω0, is set at 2 GHz, and k is

calculated to be 3.183×1011 from another AWG (Tektronix AWG7102B). The

MZM is set at its null bias for optimal modulation. An Erbium-Doped Fiber

Amplifier (EDFA, FITEL, ErFA1215) and an Optical Band-Pass Filter (OBPF,

Optoquest, TFA-1550-S/F) are used to maintain the right power levels and reduce

amplified spontaneous emission (ASE). The optical signal is split by an optical

coupler (OC) into local optical (LO) and probed optical (PO) paths. The LO path
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Figure 4.1: The experimental scheme of a phase-diversity coherent FMCW

LiDAR using variable laser linewidth.
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connects to the coherent receiver (Pure Photonics ECO-031837), while the PO

path includes an acousto-optic modulator (AOM, Gooch & Housego T-M110-

0.2C2J-3-F2S) tomimicDoppler frequency shifts (DFSs), achieving a shift of 110

MHz that corresponds to a real-world velocity of 85.525 m/s. The PC (Optoquest,

PCMA-15-S/F), EDFA (FITEL, ErFA11021B), and OBPF (Optoquest, TFA-

1550-S/F) in this path are carefully calibrated for polarization, amplification, and

ASE reduction, respectively.

Finally, a single-mode optical fiber (SMF) of 431 meters in length is used

to simulate a real spatial distance. The coherent receiver, equipped with a 90-

degree hybrid and dual balanced photodetectors (BPDs), is strategically placed to

receive signals from both the LO and PO paths. The resulting photocurrents are

then analyzed using a digital oscilloscope (DPO Agilent DSO81204B).
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4.2.2 Low-frequency compensation using an analog noise

source

In the expanded setup shown in Figure 4.2, an FMCW LiDAR system is

combined with a linewidth control unit. The analog noise source (NoisecomUFX

7107) plays the role of low-frequency compensation.

Figure 4.2: Experimental scheme of phase-diversity coherent FMCW LiDAR

using variable linewidth and variable line shapes laser.
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4.3 Results and discussions

4.3.1 Results of digtial noise

Figure 4.3: The relationship between the laser linewidth and the intensity of the

velocity signal.

A significant change was made by adjusting the laser’s linewidth from an

initial value of 6 kHz to an expanded 752 kHz. This was primarily accomplished

by controlling the gain of the amplifier. According to the specifications in

equation 4.3, it became clear that increasing the laser linewidth negatively

impacted the intensity of the velocity signal. This increase made the signal more
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likely to noise interference, leading to a reduction in its strength. However,

relying exclusively on this equation was insufficient for a detailed analysis of

the effects of phase noise. This realization highlighted the need for empirical

investigations to understand the implications of phase noise on the experimental

outcomes. Such investigations would provide a deeper insight into how the laser

linewidth and other factors influence the performance and accuracy of the system

under study.

Figure 4.4: The relationship between the laser linewidth and the linewidth of the

velocity signal.

This experimental research is divided into two distinct approaches: the

mirror technique and the low-frequency compensation method. These methods

117



were applied to understand the relationship between the laser linewidth and

various aspects of the signal. Figure 4.3 illustrates how the intensity of the

velocity signal changes with the laser linewidth. Employing the mirror method

(triangles) revealed that increasing the laser linewidth from 6 kHz to 752 kHz

resulted in a decrease in the velocity signal intensity, dropping from 0.35 to

0.03. Similarly, the low-frequency compensation approach (circles) showed a

comparable trend.

In Figure 4.4, the relationship between the signal linewidth and the laser

linewidth is explored. Data from the mirror method (triangles) showed that

increasing the laser linewidth to 299 kHz caused the velocity signal linewidth

to increase to 9.9 MHz. Interestingly, further increasing the laser linewidth

to between 299 kHz and 474 kHz resulted in a decrease in the velocity signal

linewidth, from 9.9 MHz to 0.07 MHz. However, raising the laser linewidth

further to 751 kHz caused the velocity signal linewidth to rise again to 4.5 MHz.

Contrastingly, results from the low-frequency compensation method (circles)

indicated a linear relationship between the laser linewidth and the velocity signal

linewidth.

The mirror method involves a boundary mechanism that limits and reflects

any excessive random walk, when dealing with large numbers of walks. In

practice, such frequent reflections are unusual. These reflections accidentally

suppressed the low-frequency components of the laser, causing fluctuations in

the laser linewidth within certain frequency bands. Notably, this effect reduced
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beyond the 299 kHz threshold, a phenomenon not observed with the low-

frequency compensation method.

Figure 4.5 details the complex relationship between the signal position

frequency and the laser linewidth. According to Equation 3.3, the DFS is twice

the frequency shifted by the AOM, which is 110MHz. The mirror method results

(triangular markers) showed that the peak frequency deviated from the theoretical

value of 220 MHz when the laser linewidth was around 95 kHz. This method’s

results were closer to theoretical predictions in the range of 150 kHz to 238 kHz.

Beyond this range, further deviations occurred, with the vibration range of the

velocity signal in the mirror method limited to 1 MHz. In contrast, the low-

frequency compensation method (circular markers) started showing frequency

vibration when the laser linewidth exceeded 156 kHz. Past this point, the

velocity signal consistently deviated from theoretical values, fluctuating with the

increasing laser linewidth. This approach exhibited a wider vibration range for

the velocity signal, measured at 1.9 MHz.

The experimental data revealed a notable difference between the mirror

method and the low-frequency compensation approach, particularly when the

laser linewidth was around 470 kHz. It is essential to compare the laser spectrum

linewidth with the velocity signal spectrum to understand and validate these

observations. This comparison can shed light on the reasons behind the observed

differences between the two methods.

In Figure 4.6, the laser spectrum linewidth obtained using the low-frequency
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Figure 4.5: The relationship between the laser linewidth and the position of the

velocity signal.

compensation method is displayed in detail. A Lorentzian curve fit, shown with

a black line, indicates a linewidth of 492.248 kHz. This contrasts with the actual

laser spectrum, depicted by the blue line. Notably, the central part of the actual

laser spectrum exhibits a degree of modulation.

An interesting observation arises when comparing the actual laser spectrum

to the fitted Lorentzian curve. The central part of the actual laser spectrum

closely aligns with the fitted curve. This close alignment is significant and

suggests that while there is modulation in the actual laser spectrum, its central

part largely attaches to the expected Lorentzian profile. This finding is crucial
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for understanding the behavior of the laser linewidth under different modulation

conditions and how it affects the overall performance of the system, particularly

in terms of the velocity signal’s linewidth.

Figure 4.6: The laser spectrum of the low-frequency compensation method.

Figure 4.7 presents a contrasting assumption with the laser spectrum

obtained using the mirror method. In this representation, the black line illustrates

the fitted Lorentzian curve, which shows a linewidth of 474.219 kHz. The actual

laser spectrum, depicted by the red line, reveals an unmodulated central section

of the laser linewidth, significantly deviating from the fitted Lorentzian curve.

It is because the digital noise has a good performance of the low-frequency

121



components, and the digital filter in it can help it have a good combination

with the random walk to have this line shape. This lack of modulation in

the central part of the laser spectrum, as seen in the mirror method, marks a

clear departure from the observations made in the low-frequency compensation

method. The absence of modulation indicates that the central part of the laser

linewidth remains more stable and consistent compared to the low-frequency

compensated spectrum. The difference in modulation within the central part of

the laser spectrum between the two methods can be attributed to the effect of

low-frequency compensation. The low-frequency compensationmethod involves

adding white noise, which affects the laser spectrum, particularly in its central

part. This addition of white noise is responsible for themodulation observed in the

central section of the laser spectrum in the low-frequency compensation method.

In contrast, the mirror method, which lacks this compensation, shows a more

consistent and unmodulated laser linewidth, as evidenced by the closer alignment

of the actual laser spectrum to the fitted Lorentzian curve. These observations

emphasize the impact of different noise compensation techniques on the laser

spectrum linewidth. Understanding these effects is crucial for optimizing laser

performance in various applications, especially those requiring precise control

over the linewidth, such as in optical communication systems.

The analysis of the velocity signal spectrum associated with the low-

frequency compensation method, as shown in Figure 4.8, reveals significant

findings. Specifically, it is observed that the central frequency region, which is
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Figure 4.7: The laser spectrum of the mirror method.

around 220MHz, exhibits noticeable modulation. This modulation in the velocity

signal spectrum is a key aspect of the experiment’s outcomes. The modulation

of the central frequency region can be understood by combining insights from

Equation 2.13 and applying Fourier transformation techniques. These analytical

methods help to separate the complex connections within the signal spectrum.

The key consequence of this modulation, as indicated by the analysis, is the

absence of a distinct peak in the central part of the velocity signal spectrum.

This lack of a distinct central peak is attributed to the spectral modulation of the
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laser linewidth. In other words, the variations and fluctuations within the laser

spectrum linewidth, particularly when low-frequency compensation is employed,

lead to a modulation in the velocity signal spectrum. This modulation effectively

masks or blurs the central peak that would otherwise be expected in the velocity

signal.

Figure 4.8: The velocity signal spectrum of the low-frequency compensation

method.

In contrast to the low-frequency compensation method, the velocity signal

spectrum obtained using the mirror method, as indicated by the red line in

Figure 4.9, offers a different viewpoint. Here, a clear peak is observable at 220
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MHz within the central frequency region. This is a remarkable aspect of the

mirror method’s results. The being of a distinct peak in the central frequency

domain signifies that the core part of the velocity signal spectrum remains largely

unaffected by noise. Interestingly, the impact of noise is primarily confined to the

marginal regions of the spectrum, leaving the central part intact and well-defined.

This phenomenon can be attributed to the lack of low-frequency components

in the phase noise of the laser when using the mirror method. The absence of

these low-frequency components in the laser’s phase noise directly influences the

composition of the velocity signal spectrum. Specifically, it leads to a shortage of

low-frequency elements in the central part of the velocity signal. This effect, in

turn, results in the observed narrowing of the velocity signal’s linewidth at certain

frequencies. Another is when the effects of the mirror method overlay the phase

noise, it will make the laser linewidth bigger than the actual one, which will not

provide a valuable reference. The implications of this observation are significant.

It highlights how the characteristics of the laser’s phase noise, particularly its

low-frequency components, play a role in shaping the velocity signal’s spectrum.

In systems where a clear and unmodulated central peak is essential, such as

in certain precision measurement applications, the mirror method’s ability to

preserve the central peak with minimal low-frequency interference becomes

highly advantageous. Understanding and operating these spectral characteristics

is key to optimizing the performance of optical systems, especially those relying

on precise signal analysis and interpretation.
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Figure 4.9: The velocity signal spectrum of the mirror method.
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4.3.2 Results of analog noise

The study focused on the modulation of laser linewidths, a critical area

in the optical field due to its significant impact on various applications. The

investigation explored linewidth modulation within the range of 400 kHz to 1

MHz, employing two different noise configurations: independent white Gaussian

noise and a combination of white Gaussian noise with random walk noise.

Figure 4.10 illustrates the outcomes of this modulation process. It provides

a detailed view of the different Lorentzian components resulting from these two

noise types. To analyze these variations, the PseudoVoigt model, known for

its accuracy, was used over a spectrum of 10 MHz with a carefully selected 20

kHz resolution bandwidth (RBW). One key finding from the initial observations

was that when the modulation was limited to only white Gaussian noise, the

resulting Lorentzian components were relatively weak, with a contribution of

about 1.4%. This presents a challenge for those seeking to enhance these

Lorentzian components in their applications. To achieve this, precise calibration

of the cutoff frequency and power of the white Gaussian noise is necessary.

Additionally, this calibration must be seamlessly integrated with the randomwalk

noise for optimal results.

However, the study faced inherent limitations. One major limitation was

the precision of the filters and the limitations of the electrical attenuators used.

These factors set a definitive upper limit on the attainable Lorentzian components,

which could not overtake 25%. This limitation illustrates the challenges
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and boundaries within which researchers must operate when modulating laser

linewidths, especially when aiming to maximize the contribution of Lorentzian

components for specific optical applications.

Figure 4.10: Relationship between laser linewidth and laser line shape.

The study then focused on its primary objective: understanding the impact

of these modulations on the velocity signal. The velocity signal in this context

is defined as the Doppler-shifted target signal, especially after undergoing fast

Fourier transform (FFT) processing on the current output from the coherent

receiver. Figure 4.11 is a reference for this aspect of the study. It graphically

illustrates how the intensity of the velocity signal changes as the laser linewidth
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is modulated. A clear pattern is observed, consistent across linewidths with

25% and 1.4% Lorentz components. However, while the trend is the same, the

degree of intensity reduction varies between the different linewidth changes. Each

change exhibits a reduction of signal intensity. The velocity signal intensity of

Gaussian shape is higher than the Lorentz one is because the inherent power

fluctuations of the detected electrical signals. These fluctuations play a significant

role in determining the intensity of the velocity signal. Understanding how laser

linewidth modulation affects the velocity signal is crucial for applications where

Doppler-shifted signals are used, such as in radar and LiDAR systems. The

findings from this investigation provide valuable insights into optimizing these

systems for better performance and accuracy.

A significant aspect of the study also focused on the behavior of the DFSs.

For clarity, DFSs can be defined as the central spectral domain of the velocity

signal, specifically centered around 220 MHz. Figure 4.12 plays a role in this

part of the study. This figure is used to understand how changes in the laser

linewidth affect the central frequency domain of the velocity signal. DFSs are a

key component in accurately determining the velocity of a target in Doppler-based

systems, such as in radar and LiDAR.

For a comprehensive analysis, the study further explored detailed spectral

examination, as shown in Figures 4.13 and 4.14.

These figures reveal two different velocity signal spectra of the center

part. The first, which came from pure white Gaussian noise, displays a clear
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Figure 4.11: Relationship between laser linewidth, laser line shape, and velocity

signal intensity.

Gaussian-shaped velocity signal. On the other hand, the spectrum produced

by the mixed noise contains a more complex pattern, combining elements of

both Lorentzian and Gaussian shapes. With increasing noise levels, the DFSs

exhibit greater fluctuations. An important finding is noted: Gaussian spectra,

typically recognized by their flat-center appearance, are more affected by these

fluctuations. In conclusion, Figure 4.15 illustrates a critical point: a linewidth

rich in Lorentzian components is more resistant to DFS variations, significantly

exceeding the performance of a spectrum dominated by Gaussian features.
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Figure 4.12: Relationship between laser linewidth, laser line shape, and velocity

signal linewidth.

The Lorentz line shape has less vibration of the Doppler frequency position

when the distance is 431 m than the Gaussian line shape, it will have less error and

is preferred in the LiDAR application. The phase modulator input power limits

have set a maximum of 28% for the Lorentzian component within the laser line

shape. Looking forward, the creation of a laser with a purely Lorentzian linewidth

is expected. Nevertheless, this progression must account for the varied needs

of different optical systems. For example, in coherent communication systems,

when the carrier frequency of the laser linewidth is not modulated it does not
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Figure 4.13: Velocity signal spectrum of white Gaussian noise.

Figure 4.14: Velocity signal spectrum of white Gaussian noise mixed random

walk noise.
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Figure 4.15: Relationship between laser linewidth, laser line shape, and velocity

signal DFSs.

greatly affect the system performance. In contrast, whether the carrier frequency

of the laser is modulated or not is essential for the accurate measurement of

velocity and distance, which are vital for the effectiveness of system. This

contrast highlights the need for customized laser linewidth designs that meet the

specific requirements of the application.
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4.4 Summary

This chapter investigates how varying linewidths and shapes of lasers

affect FMCW LiDAR systems that use coherent receivers. The focus was on

understanding how changes in laser linewidth influence the characteristics of the

velocity signal. It was found that an increase in the linewidth leads to a reduction

in signal intensity and a broadening of the signal’s own linewidth. Moreover, it

was observed that carrier frequency fluctuations become more noticeable as the

laser linewidth widens.

Another key discovery from the investigation is how differently the velocity

signal reacts to the laser line shape. Lasers with a Gaussian linew shape

showed more significant carrier frequency fluctuations compared to those with

a Lorentzian line shape, highlighting the importance of line shape on the

performance of laser systems.

The digital noise has good performance on the low-frequency part and also

has the digital filter to fit the random walk noise to achieve the good performance

of the line shape, but its lack in the randomness makes it far from the actual

laser noise. The analog noise has the randomness, but the low-frequency part is

not so prefect and not easy to control the cutoff frequency and other parameters.

Therefore, a new method should be proposed to combine both the advantages of

them.

The detailed analysis and discussions presented in this chapter are

recognized by their publication in the journal Optics Continuum,volume 2, in
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2023, entitled ”Effects of a variable linewidth laser and variable line shape

laser on coherent FMCW LiDAR” [61] (Section 4.2.2 and 4.3.2); and the 2022

Asia Communications and Photonics Conference (ACP), entitled ”Phase Noise

Sensitivity of Coherent FMCW LiDAR Measured by Variable linewidth Laser

with Low-Frequency Compensation and Mirror Method” [65] (Section 4.2.1 and

4.3.1)
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Chapter 5 Conclusion

This dissertation examines the complex aspects of laser technology, focusing

on the development and management of lasers with variable linewidth and

lineshape, vital for improving coherent FMCW LiDAR.

A key aspect of this work is the application of an external LN phase

modulator combined with an advanced electrical control system, proven to

dynamically adjust laser linewidth from 400 kHz to 1 MHz. The adoption of

the Pseudo-Voigt model as an analytic method has been effective for lineshape

characterization, capable of achieving up to 29% Lorentzian components. These

results have been supported by detailed simulations and real-world experiments,

confirming the effectiveness of the proposed approach.

The study extended to evaluating the impact of the innovative laser system

on FMCW LiDAR systems with coherent detectors. It was found that while the

distance signal was unaffected by changes in laser linewidth, the velocity signal

was highly sensitive due to the laser linewidth. A broader linewidth resulted in

diminished quality of the velocity signal, with Gaussian shapes showing greater

frequency disturbances than Lorentzian shapes.
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In the search for economical and compact laser systems, the use of FPGAs

has proved to be effective in generating both white Gaussian and random walk

noise signals. This enhancement in the variable linewidth and lineshape laser

highlights the system flexibility, enables the more actual like laser noise, and

supports precise linewidth control.

The findings of this dissertation showcase the viability of a new method

for producing lasers with adjustable linewidth. This approach is notable for

its accuracy, cost-efficiency, and versatility in lineshape variation. It also has

practical implications, shedding light on the connection between laser linewidth

and its applications, potentially leading to cost savings in laser-equipped

systems. The research offers a solid foundation for further advancements in

variable linewidth laser technologies and is set to be an essential resource in

tackling challenges associated with laser linewidth across different industrial and

technological fields.

The conclusions of this dissertation highlight the practicality of a novel

technique for making lasers with tunable linewidth. This method is distinguished

by its precision, affordability, and the ability to vary lineshape. It has visible

benefits, particularly for FMCW LiDAR systems with coherent receivers, as it

provides a straightforward means to examine optical phase noise. Looking ahead,

this approach holds promise for broader applications in other optical systems,

potentially deepening the understanding of optical phase noise and its effects.

In the future, the aim is to identify an alternative low-frequency noise source
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to compensate for the limitations of random walk noise with defined boundaries

or using the new modulation method. For example, using the low-frequency

phase modulator to achieve high power limitation, or using the IQ modulator to

make the unlimited phase shifts. This effort is directed towards achieving pure

Lorentzian components, which will enhance the understanding of pure Lorentzian

line shapes in optical coherent systems. Additionally, FPGA-based lasers with

variable linewidth will be applied in systems such as FMCW LiDAR, among

others. Concurrently, the introduction of high sampling rate DACs is planned to

enable the generation of a broader linewidth in lasers, utilizing FPGA technology.
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