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Abstract

Massive stars with main sequence masses greater than 8 solar mass (M⊙) the main target
of CCSNe researches. According to initial mass function (IMF) they occupy about 15As
a matter of fact, supernova theorists have failed to reproduce this energetic stellar explo-
sion for about a half century because micro and macro physics are highly complex and are
mutual influenced. The theoretical investigation of the explosion mechanism is based on
numerical simulations, which will ultimately require computational sources of exsa scales.
With recent remarkable developments both in hardware and software, however, more real-
istic physics are incorporated and research group are beginning to overcome the difficulties,
reporting successful explosions in their numerical models. The successful is still partial,
unfortunately, since in the most of the cases the explosion energy hardly reaches the typical
value (1051erg). What is worse other groups found no explosion for almost same setups.
The robust explosion mechanism has not yet been ascertained and is still a remaining issue.

The purpose of this paper is to study how far our understanding of ”neutrino heating
mechanism” , the current paradigm, has reached, or put another way, to expose what kind
of physics are still missing to explain observations , such as explosion energy and nickel
mass. As already remarked the physics in CCSNe are quite complicated with extremely
high Reynolds number, highly uncertain equation of state (EOS) at supra-nuclear densi-
ties , copious neutrinos not in thermal nor chemical equilibrium with matter normally. I
believe that it is justified to devote a somewhat large number of pages to the introduction.
It will be also helpful for understanding the motivation of this paper. Starting with evi-
dence from supernova light curves I will then move to the basics idea of neutrino heating
mechanism and summarize some recent developments in various micro and macro physics.
Key factors in the theory of massive-star evolutions are also illuminated in the introduction.
Other important ingredients that are not directly related with the thesis, such as numerical
treatments of neutrino transport, are given in appendices.

To find the missing pieces of the current CCSNe theory, I employed an experimental way
instead of running ”realistic” simulations. In fact, I conducted experimental computations
systematically so as to reveal (1) what is the necessary condition of the canonical explosion
energy (2) what is the dominant contribution to the explosion energy (3) when the explosion
energy is settled to the final value, and, finally, (4) features in pre-explosion structure of
the progenitor are critical for the explosion energy. In this paper I paid particular attention
to nuclear energies released in association with the production of various elements up to
A ∼ 56, which are likely to contribute to the energetics of CCSNe.

I performed multi-dimension hydrodynamic simulations that can also handle the evolu-
tion of elements in both nuclear statistical equilibrium (NSE) and non-equilibrium, taking
particular care of transition from one to the other. We take a multi-step strategy: col-
lapse, shock revival and the subsequent evolution until the settlement of explosion energy
are treated separately and consecutively; the collapse phase is calculated under spherical
symmetry to obtain mass accretion histories for different progenitors; in so doing, the inner
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part of the core is removed and replaced with the artificial inner boundary; the second
phase treats shock revival; we construct steady accretion flows through the stalled shock
wave on to the proto neutron star; using these configurations as initial conditions for 1D
and 2D simulations, we determine the critical neutrino luminosities for shock revival; the
evolutions that follow the shock revival are computed in the last phase, with the mass
accretion histories obtained in the first phase being taken into account.

In the first of two studies done for the thesis we used a single progenitor of 15M⊙

provided by a realistic stellar evolution calculation and studied the post-shock revival evo-
lutions, changing the time of shock revival. We run seven 1D and five 2D models. In the
second exploration, on the other hand, we pay attention to the progenitor dependence of the
dynamics. Instead of using progenitor models from realistic stellar evolution calculations, I
construct six pre-collapse models with different masses of Fe core and Si+S layer assuming
entropy and electron fraction distributions and varying rather arbitrarily the parameters
included. Unlike in the first study, we did not specify the shock revival time explicitly
but gave the neutrino luminosity in this study. The explosion energy and nickel mass are
calculated for eighteen 1D and eight 2D models, respectively.

The two studies demonstrate that early explosions are necessary for strong explosions.
It is also found that nuclear recombination energy is a major contributor to the explosion
energy which is settled to the final value in ∼500ms whereas the nickel mass needs much
longer times to reach the final value, particularly in 2D. Since the nickel tends to be
overproduced in early explosions, enhanced fallbacks in multi-dimensional hydrodynamics
seem to be crucial to reproduce the observed values of nickel mass and explosion energy
simultaneously. As for the progenitor dependence, we found that light cores with relatively
high entropies seem to be favorable for reproducing the canonical explosion by the neutrino
heating mechanism. It is interesting that the explosion energy is strongly correlated with
the mass accretion rate at shock revival regardless of the spatial dimensions.
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Chapter 1

Overview

Above our head countless stars are brightening in the sky and those beautiful lights are
coming from mostly conversion of nuclear fusion energy of hydrogen into radiation energy.
These stars are called main-sequence stars and last for almost 90% of its life (from 10 million
to 10 billion years!!) until hydrogen inside the core is depleted. If stars are sufficiently
massive, the advanced nuclear burning take place in their central core. These stars end their
life with producing shock wave around the center which propagates toward the envelope
and finally breaks out from stellar surface so that we may observe one of the brightest
stellar explosion, luminosity L ≳ 109−12L⊙erg/s, called “supernova (SN)” which is coined
by Walter Baade and Fritz Zwicky in 1931. The absolute magnitude of single SN is almost
comparable to its host galaxy and the diverse electro-magnetic signatures are found since
their discovery.

It is well known from observations that the canonical explosion energy is 1051erg and
those gas ejected by SN propagate through interstellar matters by ∼ 2, 000− 30, 000km/s.
There are mainly two categories for supernova which are attributed to different scenarios ,
one called thermo-nuclear supernova (SNIa) which is driven by carbon-oxygen ignition in
relatively lower progenitor mass MZAMS ≲ 8M⊙ and the other called core-collapse super-
nova (CCSN; SNII, Ib/c) which takea place in rather higher mass (MZAMS ≳ 8M⊙) and
is concerned with this paper. For the massive star case, the nearest naked-eyed visible
supernova event, i.e. SN1987A which is located in Large Magelanic Colud (LMC) 50kpc
far from the earth, produces large number of neutrino flux (19 numbers of anti-electron
type neutrino ν̄e) at KamiokaNDE [175] and brought the important insight into the the-
oretical modeling. In general, CCSNe are thought to happen where the massive stars are
born actively, e.g. in star forming regions in spiral and irregular galaxies, in spiral arms
near HII region and never in elliptical galaxies [203, 146, 148, 147]. It is not easy, however,
to detect since they are very rare phenomena (about single event per century in Milky
Way; [428, 211, 61, 265, 247, 210, 34, 60] due to the small population of massive stars
predicted by initial mass functions. In spite of those rareness, CCSNe are relevant to many
stellar phenomena in the high energy astrophysical fields such as neutrino burst phenom-
ena and gravitational waves due to its large gravitational source (E ∼ 3 × 1053erg) and
a short dynamical time scale of proto-neutron star (PNS). They are also associated with
nucleosynthesis and galactic chemical evolutions, i.e. the one third of iron and all the α
elements which are heavier than oxygen are made in the Galaxy by this type of supenova
events [476, 437, 314, 218, 74]. After releasing the gigantic kinetic energy and amount of
mass ejection, CCSN forms compact object such as neutron star (NS) or black hole (BH)
which is thought to be the candidate of cosmic rays accelerator. Therefore, the theoretical
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CCSNe modeling is quite mandatory for whole astrophysical fields.
In spite of its long history, none of CCSNe modelers have yet obtained feasible theoreti-

cal modeling so far due to quite complicated physics and also numerics. In fact, the theory
has progressed in terms of the both aspects step-by-step and state-of-the art numerical
simulations have enabled us to handle three-dimensional issues. It should be stressed that
there are several non-negligible discrepancies, e.g. whether shock revival takes place or
not, between the current realistic simulations which appear to be difficult to distinguish
one method from another. As a consequence, the field is hardly followed, especially, by
non-expert and enforces considerable effort to isolate physical and numerical issue. Fur-
thermore, the relation between fundamental physics and CCSNe may not be completely
clear. Hence, in this paper I decided to address some reviews as well as my main research,
i.e. the experimental investigation of intrinsic properties of explosion. Although few im-
portant ingredients of CCSNe theory are chosen, the review part would be still helpful
to understand state-of-the-art calculation results. In fact, the review parts are important
not only for educational point of view but also for introducing the problems thoroughly in
CCSNe theory which will shed light on my concern. The structure of this paper is depicted
in Fig. 1.1. The numbers in the figure correspond to chapter number.
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Figure 1.1: The roadmap of this paper. Chapters surrounded by blue and green lines
are mostly consisted of review parts while those highlighted in red line address the main
investigation parts in this paper.

First the observation evidences are chosen so as to illustrate how explosion energy and
nickel mass are evaluated by observations and then, a brief discussion about the neutrino
heating mechanism are addressed in the next chapter. The current reports of nuclear
matter equation of state (EoS) is also high-lighted as well as theoretical uncertainties in
stellar evolution fields in the middle part of the introduction. At the end of the introduction
current numerical studies of CCSNe and stellar evolution are summarized which is directly
associated with the motivation of this paper (section 2.5).

Since this study takes particular care of the nuclear abundance evolution incorporated in
hydrodynamics simulation, the impact of equation of state and their numerical treatment
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are not apparent and should be discussed carefully. Therefore, those two topics are in
chapter 3. The subsequent chapters are devoted to the results of the first and second study
as well as summary.

There are also supplementary materials in appendices for understanding subtle physics
which is relevant to CCSNe thoery. The present numerical treatments of neutrino trans-
port are also addressed in the appendix, since neutrino heating mechanism is regarded as
essential pieces for robust explosion. As a consequence, the topics are rather vast so that
one who is especially familiar with these theoretical topics should only follow section 2.3,
section 2.4 and jump to chapters where is surrounded by the red line in Fig. 1.1.
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Chapter 2

Introduction

2.1 Observation properties of supernova

2.1.1 Observations and Theoretical prediction

There are two historical discoveries of two explosion event, SN1987A and SN1993J. Since
the distances of this two stellar objects are sufficiently near from earth, their bolometric
and spectrum survey found multiple ring structures and indicate the imprint of aspheri-
cal morophology, binary interaction and even progenitor which is likely to be super blue
giants (SGB). These explosion features provide the new insight for both CCSNe and stel-
lar evolution studies. The binarity of SN1993J is well guaranteed by pre-explosion image
detection.

As already mentioned, SN1987A has emitted huge number of neutrino which expose
that the theoretical CCSNe model is linked to neutrino heating mechanism. Furthermore,
the two aspherical explosions have indicated the necessity of multi-dimension simulation
(see appendix C).

The question is what kind of stars produce SN1987A, SN1993J and other observed SNe.
As mentioned already, CCSNe take place when the massive stars are in the last stage of its
life. There are, however, large divergences in the path to the end of stage which affect the
feature of explosion. For instance, Table 2.1 shows the evolution list of O stars which is
taken from [279]. The mass difference by 10M⊙ in zero age main-sequence (ZAMS) provides
the color divergence of star, i.e. the radius of star. In case of more than 30M⊙, if metalicity
is non-zero serious mass-loss event take place, thus most of their hydrogen envelopes are
stripped off. As a consequence, these astrophysical phenomena affect the spectra type of
SN from Type II to Type I.

Moreover, since the massive stars preserve enormous binding energies during collapse,
the compact remnants such as NS and BH are produced after the explosion. As a matter
of fact, the one of issue is what kind of initial conditions will leave NS or end up BH.
Heger et al.(2003) [161] suggests that the boarderline of CCSNe fate maybe lie between
somewhere around 20−30M⊙ but the results are highly influenced by initial condition such
as metalicity (see Fig. 2.1). The formation of BH is quite sensitive since not only direct
stellar collapse but also the conversion from NS via strong matter fall back event is possible
fate (see reviews, e.g. [125] and reference therein).

It should be noted that these predictions are based on stellar evolution calculations
which possess a number of uncertainty, thus still under debate (see section 2.4 for further
discussions). Difficulties in the prediction are also directly linked to the theoretical modeling
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Figure 2.1: The theoretical prediction of massive star fates in initial and final mass map.
The figure is taken from Heger et al.(2003) [161].

so that exploring the true picture of CCSNe is urgent and interior structure features are
highly required. The central portion of star is, however, too opaque for photon to escape
so that the electro-magnetic signals are not available to these probe. For massive stars,
recently new astronomy observations have been paid attention instead so as to extract the
stellar structure properties around PNS. Gravitational waves and neutrino emissions, which
result from energy conversion of gravitational energy, can carry informations of very central
portion of massive stars and be expected as the strong candidates of next astrophysical
observation eras (see [260, 1, 24, 93, 188, 267, 380, 422, 221, 127, 220, 327, 89, 329, 223]).
These signals have a potential to distinguish which theoretical EoS represent the true nature
(see section. 2.3 for further discussions).

As a matter of fact, since the strengths of interaction with matter are extremely weak,
the explosion objects need to be quite close enough (100-1,000pc) so as to be detected and
there are no observation, except for SN1987A, by these new challenges yet. Hence, the
importance of the electro-magnetic signals has remained unchanged since the observation
takes advantage of a number of observations and also investigating physical supernova
characters, e.g. eject mass, explosion energy and nickel mass. Furthermore, new satellite
missions, e.g. Gaia, have provided fresh and/or precise properties of supernovae [9]. In this
section I focus on the optical photon signals, especially light curve, and address how the
supernova properties are extracted.
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Table 2.1: Schematic illustration for evolution scenarios of ”single” massive O type stars
taken from [279].

progenitor mass Evolution sequences
M > 90M⊙: O-Of-WNL-(WNE)-WCL-WCE-SN(Ibc/BH/SNIIn)

or (PCSN/Hypernova low Z) ?
60− 90M⊙: O - Of/WNL ⇔ LBV - WNL(H poor)- WCL-E - SN(SNIbc/BH/SNIIn)?
40− 60M⊙: O - BSG - LBV ⇔ WNL -(WNE) - WCL-E - SN(SNIb)

- WCL-E - WO SN (SNIc)
30− 40M⊙: O - BSG - RSG - WNE - WCE - SN(SNIb)

OH/IR ⇔ LBV
20− 30M⊙: O -(BSG)- RSG - BSG (blue loop) - RSG - SN(SNIIb, SNIIL)
10− 20M⊙: O - RSG - (Cepheid loop, M < M⊙ ) RSG - SN (SNIIP)

Note: O stars start their life as first main sequence and then swell by more than 102R⊙

during red supergiant (RSG) or blue supergiant (BSG). Stars with less than ∼ 30M⊙ go
through only small amount of mass loss while more massive stars come to Wolf-Rayet stars
(WR) due to large mass loss rate and severe eruption events. WR stars can be divided into
WN (nitrogen emission line) and WC (carbon and oxygen emission line). The last letters
”E” and ”L” in WR stars mean the hotter ”early”-type and cooler ”late”-type objects,
respectively. Transition between two stages back and force is expressed as the sign ⇔. See
discussions in [279].

2.1.2 SN spectrum and light curve categories

Firstly, spectra types of supernovae are one of the typical characterizations [113, 446]. The
core-collapse induced explosion are divided into three major types; one called Type II which
shows hydrogen absorption line, another called Type Ib which provide no hydrogen but rich
helium absorption lines and the last called Type Ic in which neither H nor He absorption
line appear. These lines result from doppler shift; bluer absorption demonstrates ejected
matters are moving towards the observers while redder absorption indicates the opposite
matter motion. Hence, they are usually regarded as good measurement of velocity. In
addition, the difference of spectrum can be interpreted as the imprints of the different
mass transformation scenario in the outer envelope. Hence, SN Ib/c occur when hydrogen
envelopes of progenitor are completely stripped off before their late evolution stage, whereas
copious hydrogen envelope still retain in case of SN II. There is also SN Ia explosion which
is relatively bright and widely used for the distance measurement (see Fig. 2.2). In this
paper, however, since the explosion is not originate from huge gravitational energy release
but explosive carbon-oxgen burning, the further discussion about SNIa is frequently skipped
so far.

There is an interesting observation probes demonstrated in Smith (2015) [392]. The
author summarized the relation between spectral types and progenitor properties such as
shown in table 2.2. From the figure spectral types seem to contain the progenitor mass and
color information and also the amount of mass loss. Together with table 2.1, it is interesting
that the relatively massive stars produce the relatively small mass in their pre-supernova
stages which implies that supenovae theory involves the complex initial condition problem.
The detail of this initial problem is repeated again section 2.5 and 2.4. It is noteworthy
that attention has been paid to massive stars with relatively high mass loss rate in present
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Table 2.2: Mapping of SN types to their likely progenitor star properties. The original
table is seen in Smith et al.(2015) [392].

SN Progenitor Stara MZAMS Ṁ b V∞
... ... (M⊙) (M⊙ yr−1) (km s−1)
II-P RSG 8–20 10−6–10−5 10-20
II-L RSG/YSG 20–30 (?) 10−5–10−4 20-40
II-pec BSG (b) 15–25 10−6–10−4 100-300
IIb YSG (b) 10–25 10−5–10−4 20-100
Ib He star (b) 15–25 (?) 10−7–10−4 100-1000
Ic He star (b)/WR 25–? 10−7–10−4 1000
Ic-BL He star (b)/WR 25–? 10−6–10−5 1000
IIn (SL) LBV 30–? (1–10) 50-600
IIn LBV/B[e] (b) 25–? (0.01-1) 50-600
IIn RSG/YHG 25–40 10−4–10−3 30-100
IIn-P super-AGB 8–10 0.01-1 10-600
Ibn WR/LBV 40–? 10−3–0.1 1000
Ia/IIn WD (b) 5-8 (?) 0.01-1 50-100

aMost likely progenitor star type. Some of the symbols are same in table 2.1. In addition
YSG, AGB and LBV denots yellow super giant, asymptotic giant branch and luminous
blue variables, respectively. “(b)” indicates that a binary channel is probably key.
bMass-loss rates for pre-SN eruptions are listed in parentheses, corresponding roughly to
the total mass ejected in the few years immediately preceding core-collapse. The mass-loss
rates may be lower but still substantial at larger radii traced by the expanding SN shock
at late times.

since the strong eruption may be the plausible candidate of SNIIn whose spectrum show
narrow Hα line as well as blue continuum which result from HII region and high density
CSM. The mass-loss rate in massive star is, however, one of the most uncertainty properties
which influence seriously the stellar evolution field.

There is also important signal from CCSNe called light curve, i.e. the time evolution of
photon luminosity. The typical CCSNe light curves are depicted in Fig. 2.3. It is apparent
that there are roughly two common features among all types, one is “hill” shape appearing
at the beginning and the other is “tail” part continuing until the end. Meanwhile, other
distinguishable shape properties, e.g. plateau feature, reflect substantial differences which
will be discussed later so that these dispersions are also treated as different families (see
II-P and II-L in the figure).

The relative supernova rate is illustrated in table 2.3. It is apparent that about 70%
of light curves is occupied by Type II supernovae and 80% of those possess the “plateau”
behavior in light curves shape (see also [10, 148]). This major type of SN is called SN II-P
whose spectrum is dominated by Balmer lines of Hydrogen. The typical time variations of
luminosities are illustrated in Fig. 2.3. Comparing with other spectra types SNIIP is quite
distinguishable. As a matter of fact, SN II-P is one of the most difficult object to determine
the explosion properties due to its large uncertainty of rich hydrogen envelopes. In next
section this most major population of light curve is especially focused for explaining the
connection between its shapes and physical properties of SN ejecta.
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Figure 2.2: The typical supernova spectrum quoted from Filippenko et al.(1997) [113].

2.1.3 Shapes and Evolution stages

The purpose here is to see the correlation between light curve shapes and physical properties
in SNe II-P. At first, it should be mentioned that the important fact which is common for all
types of SN luminosities originate from shocked bulk fluids which are radiation dominated
and also gamma-rays produced via radioactive decay chain from 56Ni to 56Fe. After shock
breakout, the matters of envelope is transparent enough for photons so that radiation is
able to escape from the bulk fluids.

As depicted in Fig. 2.3 the light curve feature of SNe II-P can be seperated into three
epoches, (1) shock breakout,(2) peak and (3) tail phase in order. Firstly, the light curve
depicts sharp spike, the maximum value is almost 1045erg/s in UV band, and drops to
1042erg/s soon after the shock breakout. The shock wave eruption heats the envelope
up to 200,000K for about 2,000s which become responsible for radiation emission and
declines to 30,000K after one day. There are only two observations for TypeIIP (SNLS-
04D2dc, SNLS-06D1jd; [138]) and only one for Type Ib (SN2008D; [396]) in UV band.
The direct observation of this shock breakout will aid to evaluate massive star radius in
super giant phase which is barely determined via theoretical light curve modelings. It
should be mentioned that the radio-active decay of 56Ni and other heavy elements are also
non-negligible contributions to increase the magnitude of light curves.
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Figure 2.3: The typical supernova light curves quoted from Filippenko et al.(1997) [113].

Since the shock still heats up and ionizes the envelope matter immediately, the elec-
trons make the shocked matter opaque so that the radiation can be approximated as the
diffusive process. However, the shock expansion drives adiabtic cooling which dominates
the photosphere position in early epoch so that the dynamical time scale is shorter than the
diffusion time scale at first. This competetion of shock dynamics and radiation diffusive
process determines the properties of peak shape appeared in light curve. The time scale of
peak is about ten days which can be estimated easily by taking harmonic average of the
dynamical times scale and diffusive process [172, 12, 94]. Furthermore, if a large amount
of nickel mass is yielded the radio active decay provides non-negligible increase for the
magnitude of light curve. The reason is because the first decay reaction

56Ni + e− → 56Co + νe + γ 1.7183 [MeV], (2.1)

where the life times are τ1/2=6.075 days, is comparable to the width of peak time. After
this peak epoch, the luminosity gradually decays and directly shows tail feature in SNIb/c
cases.

In case of SNe IIP, their spectrum is blue which means high temperature (≳ 12, 000K)
soon after peak. Ejecta still has more than 6,000K which is high enought for bound electron
to escape from hydrogen atom during the passage of envelopes and atmosphere. This
recombination front moves into the expanding envelope and last until temperature become
too low to make this ionization.

The internal energy deposited by the shock is converted almost entirely to kinetic en-
ergy. Due to the ionization, luminosity is suppressed so that adiabatic expansion is good
approximation. If shock is radiation dominant, the simple estimation of the internal energy
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density of ejected matter, ε [erg/g], as a function of radius R can be derived when density

is uniformly distributed, i.e. ρ ∝
(

R
R0

)−3

;

T ∝
(
R

R0

)−1

, (2.2)

ε ∝
(
R

R0

)−1

, (2.3)

where R0 is the shock radius at the onset of explosion. Hence as long as no mass transfer
take place the total internal energy is scaled with R−1. Since the radius expands until about
1015cm, i.e. factor of 100 for RSG and 1000 for BSG due to its smaller inital radius, the
total internal energy left only Eopt ∼ 1049erg and 1048erg for RSG and BSG(e.g. SN1987A),
respectively and most of them converted to kinetic energy.

As well as the first decay reaction given in eq. (2.1) whose life time is about 6.1day, the
tail part of light curves are caused by high energy electron thermalized by γ -rays emitted
from its daughter nucleus,

56Co → 56Fe + e+ + ν̄e + γ 3.72[MeV] (2.4)

where the life time is τ1/2=77.23 days and positron carries away 0.1159MeV per decay.
Since the later life time is rather long, the light curve is still powered and decay gradually
as tail shape for several years. The total energy release from these reaction chains are
2 × 1049erg when the nickel ejecta mass is assumed as M56Ni ∼ 0.1M⊙. It is well known
that these gamma-ray sources explain the tail profile well and are frequently used for the
nickel yield. The emitted γ-rays, however, no longer fulfill the local energy depostion with
matter since they can escape from the system well long after the maximum bright. It should
be stressed that the light curve shape and spectrum depend on the spatial distribution of
nickel mass.

It is noteworthy that the tail part of light curve results from other radio-active energy
deposition, e.g 44Ti, 57Ni and 60Co which possess further longer half life-time than 56Ni. For
instance, there is the youngest-known supernova remnant in Cassiopeia A (Cas A) which is
located in our galaxy and emites strong γ- and X-ray signals from 44Ti. Since the life-time
is predicted more than 50 years, it is difficult to perform accurate experiments for radio-
active decay rate in earth so that Cas A observation is frequently utilized. An abundance
of titanium has been also investigated by many researchers [430, 490, 264] and the observed
yield will be expected to give a clue to reaction rate of 40Ca (α, γ)44 Ti [179]. Futhermore,
since the shocked bulk fluid becomes more transparent than more than 25 years ago, several
recent studies have revisited SN1987A for evaluating abundance and inner distribution of
the remnant [200, 143, 381, 32].

2.1.4 Supernova parameters

As discussed in the previous section, the light curve is naively characterized by the compe-
tition of dynamical and diffusion time scales as well as nickel mass. Hence, the estimations
of explosion energy, nickel mass and expansion velocity are important properties to under-
stand the theoretical modeling for explosion mechanism and are usually extracted by light
curve studies. It should be stressed that there are two major methods: semi-analytic and
simulated light curve approachs. The former are obtained by decoupling the gas dynamics
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Table 2.3: The relative frequency of core-collapse SN types discovered between 1998-2012.25
(14.25 yrs) in galaxies with recessional velocities less than 2000 kms−1, quoted from [98].

SN Type Number Relative rate (per cent) LOSS (per cent)
IIP 55 (70.5) 55.5 ± 6.6 48.2 +5.7

−5.6

IIL 3 (3.8) 3.0 ± 1.5 6.4 +2.9
−2.5

IIn 3 (3) 2.4 ± 1.4 8.8 +3.3
−2.9

IIb 12 (15.4) 12.1 ± 3.0 10.6 +3.6
−3.1

IIpec (87A-like) 1 (1.3) 1.0 ± 0.9 ...
Ib 9 (11.4) 9.0 ± 2.7 8.4 +3.1

−2.6

Ic 17 (21.6) 17.0 ± 3.7 17.6 +4.2
−3.8

Total 100 (127)

with radiation so as to separate spatial and temporal term in the internal energy of ex-
panding matters while the latter uses density and temperature values from hydrodynamical
calculation results.

In spite of its simplicity, physical modelings for reproducing light curve properties have
successfully attempted by Arnett et al.(1980) [14] and Popov et al.(1993) [353] in semi-
analytical ways. The typical observables, i.e. which are luminosity, Lsn, light curve dura-
tion, tlc, and expansion velocity, Vej, are characterized by the explosion energy, Eexp, total
eject mass, Mej, presupernova radius, R0, and opacity κ. from the scaling relations in those
studies. Furthermore, Kasen et al.(2009) [205] found that from three fundamental assump-
tions: (1) homologous expansion (2) adiabatic evolution for ρ and T in radiation dominant
system and (3) purely diffusion radiation process, i.e. expansion radius is equivalent to
diffusion scale; the scaling relations for tlc and Lsn are given by

tlc ∝ E−1/4
exp /M

3/4
ej /κ1/2

Lsn ∝ Eexp/M
−1
ej R0 κ

−1,
(2.5)

where κ is the opacity. This formulation is exactly same as those in the results of Arnett
and surprisingly suitable for SNe Ib/c light curves.

On the other hand, when the spectra type is SN IIP the equations should take into
acount the ionization of hydrogen and equation (2.5) may lead wrong scaling. Kasen
proposed that it will be useful to put two additional conditions; firstly,

Lsn = 4πR2
IσSBT

4
I , (2.6)

where σSB is the Stefan-Boltzmann constant, RI and TI are hydrogen ionized radius and
temperature, respectively and, secondly, assuming the diffusion system size is as large as
RI. These two conditions modifies the equations as follows;

tlc ∝ E−1/6
exp M

1/2
ej R

1/6
0 κ1/6T

−2/3
I ,

Lsn ∝ E5/6
expM

−1/2
ej R

2/3
0 κ−1/3T

4/3
I .

(2.7)

These scaling realtions are identical with those obtained by Popov and helpful to under-
stand the dominant process of light curve formation and crude estimation of the important
supernova properties (see more detail discussion in the original paper [205]).

Meanwhile, the simulated light curve method is based on using empirical relation ship
between three light curve characters, the magnitude, velocity at the middle of plateau phase
and plateau duration, and Eexp, Mej, and R0. Each properties is visualized in Fig. 2.4.

16



Figure 2.4: The schematic picture of typical SNIIP light curve shape and its characters.
The illustration is taken from Nadyozhin et al.(2003) [300].

For instance, conducting the artificial explosion calculatons, Litvinova & Nodyozhin
(1983) [254] found that the formulation of light curve shapes to the supernova parameters
can be represented as follows:

log10Eexp = 0.058V + 2.26 log10 δt+ 2.79 log10 Uph − 4.275,

log10Mej = 0.188V + 2.84 log10 δt+ 1.73 log10 Uph − 2.412,

log10R0 = −0.596V − 0.911 log10 δt− 2.80 log10 Uph − 4.061,

where V , Uph and δt denote the absolute magnitude, velocity and the width of plateau
shape in light curve, respectively (see Fig. 2.4). This useful formulations are widely applied
to other studies [151, 451] and the canonical explosion energy is determined in nearly 1051

erg.
The nickel mass amount of SN1987A is evaluted as nearly 0.08M⊙ which is slightly

lower to 0.1M⊙. The eject nickel mass of SNII is usually in the range from 0.01 to 0.3M⊙

(Hamuy) with much larger scatters as well as kinetic energy comparing with other SNe
types (see Fig. 2.5 and also [492, 313]) because of the large uncertainty of H envelope
mass. Therefore massive stars which go through RSG are quite difficult to predict those
fates. It should be stressed that the determination of eject mass is hardly predicted by
this method since the plateau shape is also yielded by the radio-active decay of nickel
so that the ambiguity of progenitor mass is still the outstanding issue especially in case
of SNe IIP and (see [205] Bersten2010). Recently, there is interesting comparison of SN
parameter determinations between these two methods in [343] (one may also need to refer
to Pejcha2012 for following their methods). Figure 2.6 illlustrates the explosion energy
and nickel mass distribution from the two introduced caribulations. It is interesting that
the evaluation from semi-analytical approach gives smaller energy with similar amount of
nickel while the observation errors are still larger than those differences.
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Figure 2.5: Progenitor mass distribution of observed explosion properties taken from [313].
The left and right panel show the explosion energy and nickel mass, respectively.

Figure 2.6: The observed explosion energy and nickel mass map with two different cali-
brations taken from [343]. The two explosion characters are estimated by [254] (left) and
[353] (right), respectively and each black dot represent individual SNII. Colored elipsoids
correspond to statistical errors attributing to distance and extinction uncertainties.

In fact, since the matter will become transparent much later after the maximum magni-
tude, the radation cannot be regarded as isotropic any more so that the diffusive process is
no longer accurate. Instead, radiation transfer solver should be used to treat proper radia-
tion characters. Furthermore, the photon radiations exchange momentum and energy with
matters so that the basic equations of hydrodynamics is also influenced on the escaping
radiations.

It is well known that there are two standard methods for numerical schemes: the Boltz-
mann solver which usually computes moment equations or stochastic process by Monte
carlo method. There are several open-source for treating supernova light curves, e.g. CM-
FGEN [85] and SN (stellarcollapse.org) for the former. It is noteworthy that the latter
numerical radiation transfer method is also adopted by various open sources, for instance,
TORUS code [157] which is applied to massive star formation.

Here, CMFGEN is selected for introducing the difference between supernova and other
radiation phenomena. CMFGEN, developed by Hillier, is originally in the concept of multi-
purpose atmospheric code for analyzing stellar wind spectrum and determine fundamental
stellar parameters. The code has been applicable to O stars, WR stars, LBVs and even
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A and B supergiants [174]. CMFGEN is extended to be available Type I/II supernovae
[85, 86, 87, 173] as well as novae with few modifications such as

• photosphere dynamics,

• the correction of v/c,

• non-LTE ionization states with the complicated multi-lines due to the rich metal and

• the presence of γ-rays.

These components can be safely neglected in the wind profiles since they are sufficiently
slower than light speed, associated with smaller size of nuclear set and absence of γ-rays.

The supernovae ejecta are also time dependent while winds are usually stationary. The
time derivative term can be usually neglected when the matter velocity is considerable
small compared with the light speed and optical depth, τ , is relatively small, i.e.

tph
tdyn

=
τδR/c

R/v
≪ 1

where thyd = R/v and tph = δR/c are expansion time scale of star and typical propagation
time of photon, respectively. This effect should be, however, implemented if optical depth of
system become sufficiently large. Then, the ratio of two time scales become almost unity so
that it can be no longer neglect time derivative term and the fully time-dependent transfer
equation is required. Moreover, even the matter velocity is small, supernova spectra are
strongly influenced by this time-dependent terms (see [347, 172]). It is noteworthy that
using this code, explosion energy stems from photospheric velocity and the velocity at
the outer edge of oxygen-rich shell give constraints on progenitor mass. Moreover, the
dependence of the stellar evolution parameters is explored in Dessart et al.(2013) [88] by
studying SN1999em light curve.

On the other hand, monte carlo radiation transfer (MCRT) method are widely used in
the current astrophysical phenomena. It is first applied by Avery & House (1968) and Caroff
et al.(1972) [19, 64] to investigate radiation in stellar wind and . This approach allows one
more easily to obtain spectrum and polarization information as well as luminosity which
are the imprint of velocity and morophology, respectively, if statistical noises are adquently
suppressed.

The basic ideas and techniques are reported by the series of Lucy’s papers [255, 2, 256,
257, 258, 259] and the reference therein. Recently, the time-dependent multi-dimension
radiation hydrodynamic simulations have been developed by many groups since the com-
putational progresses are considerable. As a result, this powerful numerical tool is expected
to yield more precise match with observation probes.

Neutrino should be evaluated properly via radiation transfer calculations as well as
photon, so that the detail introduction of numereical implement is addressed in appendix B.
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2.1.5 Progentior mass determination

In general, one of the most challenging astrophysical issue is a determination of progenitor
mass. For last several years, however, observations allow us to know the initial condition of
some supernova explosions. Smartt et al.(2009) [390] have examined progenitor candidates
of type IIP supernova over 10.5 years period in limited volume (28 Mpc). They utilize direct
pre-explosion images in order to determine progenitor masses for 20 events of SNeII-P in
which 5 cases had clear red supergiants (RSG) images (see also [270, 10]). They run stellar
evolutionally code STARS (Eldridge et al.(2004) [99];http://www.ast.cam.ac.uk/ stars) to
find equivalent luminosities at end point of helium burning or before begining of neon
burning stages to each data. As a result, their computation showed that progenitor masses
are in range of 8M⊙ ≲M ≲ 17M⊙, thus no progenitor heavier than 20M⊙ was found. This
fact conflicts with the expected population suggested from initial mass function (IMF) but
is coincide with Kochanek et al.(2008) [219] and is called the “RSG problems” and recent
observation can not find the relatively heavy main sequence stars [389]. Another scenario
is the missing mass range stars explode not as type-IIP but as type-IIL or -Ib [98].

According to Hamuy et al.(2003) [151], they examined several numbers of type II-P and
concluded that some possess large progenitor mass up to ∼ 50M⊙. On the other hand,
Kasen et al.(2009) [205] pointed out that the effect of radioacive decay 56Ni sustain plateau
duration longer and the progenitor with copious hydrogen envelope mass predicted by [151]
would not be neccessary.

Recently, there are some groups who use color magnitude diagram (CMD) to determine
progenitor masses ([294, 465]: originally, [142, 20, 71]) since it is a good indicator of steller
object ages. For instance, Murphy et al.(2011) [294] determined a progenitor mass of SN
2011dh which located in M51 galaxy. Investigating star formation rate (SFH), They found
that the most recent star formation burst occured in 17 Myrs ago and the progenitor of SN
2011dh may be likely to be born in this age. Therefore, they concluded that the progenitor
mass in zero age main sequence (ZAMS) is MZAMS ∼ 13M⊙ by running stellar evolution
code ”Padova”. It is noteworthy that Williams et al.(2014) [465] revisited 17 historical SN
progenitor and determine 11 additional masses precisely. They infer that no massive star
more than 20M⊙ is present which is coincide with the previous studies.

However, these analyses completely rely on a single stellar evolution outcomes which
are quite sensitive to its initial condition as well as numerical treatment. Furthermore,
the presence of the fast rotation or strong overshooting inside massive stars make the
helium core mass larger and hydrogen envelope much smaller which predicts rather small
progenitor mass. Hence, it may takes longer time for much more precise progenitor mass
determination so that one should wait for further numerical development.
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2.2 Scenario

Histortically the first numerical study of CCSNe is started by Colgate & White (1966) [73]
and confirmed that the enourmous gravitational energy Eg ∼ 1053 erg is tapped by the
sudden implosion, core collapse, and immediately converted to neutrino energy by almost
99% in the end of massive stars. The rest of energy is expected to become “kinetic” energy
of ejecta when the shock, produced by core bounce, reaches towards the stellar envelope
with leaving nascent neutron stars or black holes. Unfortunately, no study has established
the complete theory of CCSNe owing to not only entanglement of micro and macro physics
but also highly accurate numerical treatment so as to resolve such 1% energy residue.

There are plenties of scenarios which attempt to provide CCSNe explosions. One of the
most promising scenario for CCSN is neutrino heating mechanism proposed by Bethe &
Wilson (1985) [27]. Since its emission is confirmed from SN1987A, the neutrino is thought
to play a key role in accelarating blast wave. On the other hand, magneto-rotation (see [221]
and reference therein) and acoustic mechanisms [55] are the other candidates for the theory
which are based on the energy conversion from roataion and magenetic field to kinetic and
g-mode excitation of PNS powering stalled shock via acoustic wave, respectively. There
are, however, several problems in these two scenarios. The former require unrealsitic initial
conditions such as miliseconds rotation period, extremely large magnitude of magnetic field
and also relies sensitively on the configuration of the magnetic field. Meantime, the latter
is confirmed by only few numerical studies whose hydrodynamics code is similar to [55].
Furthermore, the excitation takes relatively long time which is another reason of missing the
instability due to the limitation of computational source. Therefore, the neutrino heating
mechanism is still employed in this paper.

The present SNe modelings have remarkably improved since Wilson’s calculation and
showed the importance of neutrino reactions, neutrino transport, equation of states (EoS)
of nuclear density, multi-dimensional fluid mechanics and general relativity.

Due to such physical and numerical properties, however, one may encounter several
difficulties in understanding the theory and hardly follow the difference and improvement
of state-of-the-art modelings. Therfore, it might be helpful to start from a brief review
of neutrino driven mechanism before moving to the current sophisticated numerical sim-
ulations. One who has already known the basic ideas of the mechanism should skip this
section and is recommended to read the next section.

The outline of this section is depicted in Fig. 2.7 which is taken from Janka et al.(2007)
[198]. The figure illustrates the series of snapshots from the onset of collapse to several
seconds after explosion with enclosed mass in horizontal direction and radius in vertical
direction for the each panels. The explanations are mainly consisted of following three
parts:

(a) from the onset of core collapse to the standing accretion shock which correspond to
the series of panels from No.1 to No.4 in Fig.2.7,

(b) shock heating period (the bottom left panel, No.5, in Fig. 2.7) and

(c) the shock ejection epoch (the bottom right panel, No.6, in Fig. 2.7).

For more detailed discussion, there are also excellent reviews [223, 196, 49] and reference
therein.
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2.2.1 From collapse to stalled shock

Massive stars with more than about 10M⊙ have relatively short life time (≲ 106−7 years),
proceed to late nuclear burning stages beyond carbon-oxygen burning in which neutrino
process becomes important and finally reach sufficiently high central temperature so that
silicon burning takes place and produce iron group elements. After the formation of a iron
core, they no longer continue the subsequent burning since iron groups have maximum nu-
clear binding energy. As a consequence, the massive stars halt to create heavier nuclei and
lose the aid of heating resource which compete with huge central gravitational force. There-
fore, after the silicon depletion the core is supported by only degenerate electron pressure.
Meanwhile, the core gradually loses its energy by weak interaction, mainly electron capture
toward neutron rich heavy elements, e.g. isotopes of Ni, Co, Fe, Mn [164]. As a result, the
reduction of electron number induces the onset of core contraction (see the top left panel in
Fig. 2.7). In this period weak interactions such as pair and plasmon process are still taking
place as main cooling sources. As a result, the slow contraction of core increase the central
density and temperature. As contraction proceed for several hours, central temperature
raise more than 5×109K and the heavy iron groups commence to capture e− more rapidly.
Hence, the adiabtic index γad becomes less than 4

3
which is likely to violate hydrostatic

and induces the serious accelaration of core contraction. This phenomena is so called core
collapse and numerical simulations usually start from this pre-supernova stage (the top left
panel of Fig. 2.7).

The infalling matters are highly compressed and undergo photodissociations,

56Fe+ γ −→ 13α + 4n− 124.4MeV, (2.8)

α + γ −→ 2p+ 2n− 7.4MeV (2.9)

when temperature reaches T ≳ 7.0×109K. This endothermic reaction also exhausts thermal
energy and lead to further runaway falling toward the center of star.

It should be noted that electron capture reaction generate the electron type neutrinos
from following process;

e− + A −→ νe + A′, (2.10)

e− + p −→ νe + n. (2.11)

As the central density exceed around 1011 − 1012 g cm−3, these electron type neutrinos
begin to be trapped inside the core (see the top right panel in Fig. 2.7). The reason why
this neutrino trapping occurs is because the presence of coherent scattering with nucleus
(neutral current process), especially isoenergetic scattering process with nuclei, starts to
dominate the weak interaction process. The cross section of the coherent scattering σsc is
propotional to the square of the mass number of nuclei, A, hence,

σsc ∝ A2. (2.12)

The mean free path, λsc, becomes shorter than the core radius, Rc, so that the neutrino rar-
ley escape from the iron core [375]. Moreover, when one compare the dynamical timescale,
tdyn, with the neutrino diffusion timescale, tdiff , these two satisfy tdyn < tdiff so that neu-
tirnos are confined inside the infalling matters. There are further discussion about this
neutrno trapping [375, 221].

During this collapse phase the matter demonstrates two trends of infall velocity; one
is homologous collapse (vic ∝ r) which occur at the most central portion of core and the
other is quasi-free fall (voc ∝ (Mr/r)

−1/2) for the outer core [478]. These two inner and
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outer core region are roughly characterized as subsonic and supersonic, respectively, which
implies important meaning in terms of hydrodynamics, i.e. the shock formation.

The neutrino trapping continues until the central density reached nuclear density (3.0×
1014 g cm−3 or 0.16fm−3). At this density nuclear repulsive force starts to work against
the supersonic infall matter, forms strong discontinuity between inner and outer core and
launchs a shock wave outward. This phenomena is called bounce and commonly occur near
Chandrasekhar mass,

Mic ≈ 1.456(Yl/0.50)2 ≈ 0.5M⊙ , (2.13)

where average lepton number fraction, Yl, in central part of core, is roughly 0.35. The core
is, thus, essentially divided into inner core and outer core by the bounce position. While the
blast wave propagates against the outer core accretion, infalling matters, i.e. heavy nuclei,
are immediately heated and melted into nucleon. When shock pass through the neutrino
sphere surface, opacity reduce significantly low so that trapped neutrinos escape from the
inner core. This causes huge neutrino luminosity Lν ≳ 1053 erg/s, named neutronization
burst, and sustains about few times 100ms which will be strong observational signal.

In early 80’s this energetic shock , Esh ∼ 1052
(

Mic

0.5M⊙

)2 (
Ric

10km

)−1
, succeed in penetrat-

ing the entire outer core [23, 21]. This simple scenario is well known as ”prompt explosion
mechanism”. After the report of this prompt explosion, more realistic physics are incorpo-
rated in the subsequent numerical simulations since these previous studies employed

1. small iron core size (MFe ∼ 1.1M⊙) for pre-supernova stage,

2. too soft equation of state (EoS) which usually adopted incompressibilty K = 180MeV
and

3. neglecting neutrino-electron scattering process which enhances the energy loss of blast
wave [38, 39].

Since the rest of iron core still keeps on falling towards the blast wave, even more accre-
tion matters go through photo-dissociation and dissolve into nucleon after which consume
large amount of energy behind the shock front. Furthermore, the dynamics is also impeded
by strong ram pressure of infalling matter and neutrino inelastic process ([282]; see table 2.4)
so that it finally ends up with standing accretion shock. It should be noted that higher
incompressibility yields smaller gravitional potential well which makes the situation even
worse. Therefore, larger iron core, stiffer equation of state and the additional neutrino pro-
cess lead serious negative effect for the successful shock breakout and many previous studies
followed this failure of ”prompt explosion mechanism” [171, 31, 452, 54, 38, 299, 22, 418].

Fortunately, Bethe & Wilson (1985) [27] and Wilson (1985) [466] have proposed the
shock revival possibility which is known as neutrino heating mechanism and thought to
be the most promising theory at present. The concept of this mechanism is the nergy
exchange between the nucleon below the shock front and neutrinos emitted from proto-
neutron star surface. The main process to activate the stagnant shock wave are neutrino-
nucleon reactions presented below;

νe + n ←→ p+ e− , (2.14)

ν̄e + p ←→ n+ e+ , (2.15)

where the right and left directions infer heating and cooling reactions, repectively. Between
PNS surface and the stagnent shock wave, it is well known that there are positive net
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heating area so called gain region which aid to push the stagnant shock and its presence is
guaranteed by means of analytical method (see more detail discussions in the next section
or in [195]).

2.2.2 Failure 1D neutrino driven simulations

After this successful shock heating scenario, supernova modelers started to concern with
more exact treatment of neutrino since the matter between PNS and shock is semi-transparent
so that their propagation is neither diffusive nor free streaming. Hence, the distribution
function of neutrino should be properly computed by solving radiation transport. In those
days the spacial dimension of transport was, however, limited to only 1D since the dis-
tribution function should depend on also momentum spaces as well as time. Therefore, if
one tries to carry out nwutrino transport solver in 3D, the total number of independent
variables is seven which is too expensive in terms of numerical aspects (see appendix B).

Although the complexity is relaxed by spherical symmetry, it is still challenging and the
gradual development has been conducted so far. For instance, neutrino distrbution function
is extended from averaged monochromatic dependence, which is obtained by gray (or grey)
transport　 [51, 168, 53, 416, 417, 124, 128], to multi-group energy bins which provide even
more problematic in the practical calculation (see appendix B). In addition, the number of
reaction processes are increased which directly affect collision terms in Boltzmann equation.
The velocity corrections to advection part of Boltzmann equaiton has been also included
so as to approximately take into account either SR or GR.

Thanks to the considerable endevore, the numerical treatment for neutrino transport has
undergone various development and finally reached the fully GR neutrino transport coupled
with GR hydrodyanamics in spherical symmetry. For instance, a new numerical code of
general relativistic-radiation hydrodynamics under spherical symmetry has been developed
by Yamada (1997) [479] and Yamada et al.(1999) [480] for supernova simulations. The
code solves a set of equations of hydrodynamics and neutrino transfer simultaneously in
the implicit way, which enables us to have substantially longer time steps than explicit
methods. This is advantageous for the study of long-term behaviors after core bounce.

The implicit method has been also adopted by Liebendörfer et al.(2004) [248] in their
general relativistic-radiation hydrodynamics code. They have taken an operator splitting
method so that hydrodynamics and neutrino transfer could be treated separately. The
further details about recent transport development are shown in appendix B.

It should be noted that, because of its complexity, simple alternative approaches are
also invented, e.g. leakage scheme [103] and light bulb approximation [199]. The former
calculates neutrino energy loss and is usually applied during the collapse phase while the
latter enables to handle “heating” reactions regarding the luminosities and average energies
which is irrespective of radius. Furthermore, anlaytical heating and cooling neutrino source
terms are also employed by many researches. These approximations are still used even in
present simulations due to the convienent expressions.

Among those early realistic calculations there are several discoveries which are not
present in the prompt explosion calculations. The one of the important discoveries is that
the neutrino luminosity is emitted not only from the PNS cooling but also from the mass
accretion on PNS surface. The contribution is called the accretion luminosity, Lacc and this
additional energy release of gravity can be estimated as

Lacc ∼ G
MPNSṀ

RPNS

(2.16)

24



which increase the heating rate and often provide non-negligible contributions [250, 48, 322].
The equation of state (EoS) has been improved from the parametric approach [421] to

more realisitic equation of states. At present they are well known as Lattimer-Swesty EoS
[241] and Shen EoS [385] and often identified as soft EoS for the former and stiff EoS for
the latter. The realisitic 1D simulation has demonstrated that the application of “soft”
equation is much favorable for the shock revival which is carefully discussed in section. 2.3.

Moreover, general relativity has been expected to provide deeper potential well which
also affect the initial strength of blast wave and generate higher neutrino energies due to
compact and hotter proto-neutron star surface. As a result, GR is likely to increase the
likelyhood of shock revival and this predection is now well confirmed by various researches
[359, 47, 245]. On the other hand, neutrino electron-scattering process also drastically
impacts shock dynamics (see table 2.4). The implement of more appropriate neutrino
reaction process, precise numerical transport scheme and further realisitic equation of state
than those in Wilson’s computation ends up with preventing the successful explosion.

Although the profound comprehension has been obtained by these realization, many
studies confirmed no explosion in spherical symmetry [284, 360, 433, 248, 411] except for
the progenitor with oxygen, neon and magnesium (ONeMg) core whose explosion energy
is smaller by an order than that from typical observation [216].

The reason why the early Wilson numerical computations succeeded in shock revival is
because they applied artificial convection around neutrino sphere which enhance neutrino
luminosity and also help escaping higher neutrino average energies confined inside opaque
regime which is expected as a multi-dimension effect. Although Keil et al.(1996) [208] and
Bruenn et al.(2004) [42] pointed out the possibility of chemical gradient driven instablity
known as neutron fingers, no large-scale overturn around PNS surface is confirmed by the
more realsitic calculation [84] (see also section. 2.4).

In addition, it should be noteworthy that in Wilson’s calculation the evolution of mean
neutrino energies or luminosity after 1sec from bounce is implausible because these neutrino
properties usually increases via PNS core contraction. The neutrino luminosity also should
gradually declines which is not seen in their result.

2.2.3 Neutrino contribution to shock revival

Before introducing the developments after the spherical symmetry computation failure, the
question whether gain region exists or not should be discussed. Fortunately, the answer is
likely to be “yes” from simplified analytic formulation provided by [195]. Their remarkable
discussion proceed as follows.

First of all, the neutrino absorption rates for nucleon 1/λν is function of neutrino energy,
ϵ, and given as following formulation:

1

λν(ϵ)
= σ0η±

3g2A + g2V
4

(1− fFD(ϵ±∆, ±µe))
(ϵ±∆)2

m2
ec

4
(2.17)

×
(

1− m2
ec

4

(ϵ±∆)2

) 1
2

Θ
(
ϵ±∆−mec

2
)

(2.18)

η± =

∫
2d3p

(2π)3
Fn (1− Fp) (2.19)

where σ0 is typical cross section of neutrino nucleon cross section, 1.76×1044cm2, gV and gA
are vector and axial vector coupling constants and ∆ is the mass difference, thus ∆ = mnc

2−
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mpc
2, respectively. Moreover, the terms Θ(x), fFD(ϵ, µ) and η± indicate Heaviside function,

the Fermi-Dirac distribution and the degeneracy factor, respectively. Furthermore, the
subscript signs are represented as electron type neutrino and anti-neutrino, respectively.

As a consequence, the heating rate as function of neutrino energy, ϵ, is evaluated as
following:

Q+
νi

=
3g2A + g2V

4

σ0c nj

(mec2)2

∞∫

0

dϵν
2π

(hc)3
ϵ2ν

+1∫

−1

dµ fνi(ϵν , µ) ϵ3ν [erg/cm3/s] , (2.20)

where subscript i denotes the type of neutrino, νi = νe, ν̄e, and j is for nucleon. The
expression of Q+

νi
can be rewritten by using luminosity Lνi , average neutrino energy ⟨ϵ2νi⟩

and averaged flux factor ⟨µνi⟩;

Q+
νi

=
3g2A + g2V

4
σ0 nj

⟨ϵ2νi⟩
(mec2)2

Lνi

4πr2⟨µνi⟩
[erg/cm3/s] , (2.21)

where np and nn are proton and neutron number densities, respectively, or

q+νi =
3g2A + g2V

4
σ0 Yj

⟨ϵ2νi⟩
(mec2)2

Lνi

4πr2⟨µνi⟩
[MeV/nuc/s] , (2.22)

Thus the total heating rate q+ν = q+νe + q+ν̄e is

q+ν ≈ 110

(
Lνe, 52

r27⟨µνe⟩
⟨ϵ2νe, 15⟩Yn +

Lν̄e, 52

r27⟨µν̄e⟩
⟨ϵ2ν̄e, 15⟩Yp

)
[MeV/nuc/s] . (2.23)

On the other hand, the cooling rate at each radius is given as follows;

Q−
ν =

3g2A+g2V
8

σ0 c

(mec2)2

∞∫

0

dϵ ϵ3
(
np

dne−

dϵ
+ nn

dne+

dϵ

)
, (2.24)

= (3g2A+g2V )
π σ0 c (kT )6

(hc)3(mec2)2
ρ

mu

× [YpF5(ηe) + YnF5(−ηe)] (2.25)

where the distributions of relativistic electrons and positrons are given by

dne±

dϵ
=

8π

(hc)3
ϵ2

1 + exp(ϵ/kT − ηe±)
. (2.26)

and T = T (r) is the local gas temperature and ηe± the degeneracy parameter of electrons or
positrons, defined as the ratio of the chemical potential to the temperature. Equation (2.25)
can be rewritten as

q−ν ≈ 145
ρ

mu

(
kT

2 MeV

)6

[MeV/nuc/s] (2.27)

hence, q−ν is proportion to T 6 which is equivalent to q−ν ∝ r−6.
Much simpler interpretation is possible for the cooling rate as function of radius [27].

Assuming isotropic black body radiation, energy exchange between matter consisted of Nb

number of nucleon and neutrino can be expressed as q ∼ σeFbb/Nb MeV per nucleon per
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sec, where Fbb is the expected radiation flux of neutrino and cross section σe is interpreted
as the probability of conversion from matter to neutrino. Using this relation, one can obtain

σe ∝ ϵ2 ∝ T 2 (2.28)

q−ν ∼ σeacT
4 1

Nb

∝ T 6 (2.29)

Since temperature profile holds following relation: T ∝ r−1, one obtains the same radius
scaling relation for the cooling rates.

Hence, eq. (2.23) and (2.27) represent that the cooling rate has much steeper power-law
profile than the heating rate. As a result, there is a gain radius where the neutrino heating
overcomes the cooling below the shock front [195].

The temperature near the PNS surface where pressure is matter dominant keeps rela-
tively high value whereas those near the shock is sufficiently low due to the radiation dom-
inant state so that there is a certain transition point where the net heating rate changes
from negatiave to positive value. From this evidence, the neutrino heating mechanism has
been thought to be one of the most promising candidate to revive the stagnent shock and
produce the canonical explosion.

Equation (2.23) is really convenient to understand the essential part of neutrino heating
process. First, the heating rate q+ν drops by r−2 because of simple neutrino flux conservation
with modification of inverse flux factor 1/⟨µν⟩. The other point of view is that equation
(2.23) visualize three important component, namely, the luminosities Lν , flux factor ⟨µν⟩
and rms energy ⟨ϵ2ν⟩.

Most of researchers who engage in developing the neutrino solver are looking forward to
achieving the correct picture of neutrino interactions for CCSNe modeling. They pay atten-
tion to how these physics alter from the simple description such as leakage and light bulb
approximation and which ingredients in eq. (2.23) provides the advantage of explosion when
the dimension is extended. Moreover, the different solvers often encounter contradictions
with each other (see appendix B) so that further numerical studies are also necessary.

2.2.4 The discoveries after the realistic 1D calculations

As shown in the previous section, the main problem of neutrino heating mechanism is the
competition between mass accretion and neutrino heating effeciency from the PNS which
is drawn in the schematic picture of the situation in Fig. 2.8. The failures under spherical
symmetry have shown that the neutrino heating efficiency is not sufficient to overcome
the strong ram pressure, i.e. high mass accretion rate Ṁ , at any time after core bounce.
As a matter of fact, the open question is now turned out to be whether neutrino heating
mechanism is the most likely candidate or not. If still so, it is crucial to evaluate how much
heating rate is required to reactivate the stalled shock.

An one great insight is provided by Burrows & Goshy (1993) [52] who performed the
parametric research of the mass accretion rate Ṁ and the neutrino luminosity Lν .
Assuming simplified spherical steady shock flow between the shock face and PNS surface,

the basic equations are simplied in the series of ODE. They found that in Ṁ -Lν plane, there
is a certain boundary curve which isolates parameter spaces where the solution is present
from absent. This curve is so called neutrino critical luminosity curve, or only critical curve
(see the left panel of Fig. 2.9). It should be noted carefully that the non-solution region
corresponds to explosion since those neutrino luminosity is present above critical curve.
Hence, it is natural to assume that the stagnent shock revives if the parameters pair (Ṁ ,
Lν) once lie above this peculiar curve.
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The studies concerned with critical curve yield the expectation of success in shock
revival via neutrino heating mechanism since CCSNe nature seem to require only slight
enhancement of neutrino luminosity, several times 10% (see O’Connor et al.2011 [321] for
instance), or reduction of flux factor in the same extent.

The further studies are performed via linear analysis for both radial and non-radial per-
turbations [481, 121, 344, 108]. These studies have infered that the perturbations induce
hydrodynamical instabilities such as convection or the new shock instability, standing ac-
cretion shock instability (SASI), which is discovered by Blondin et al.(2003) [30] and reduce
the value of critical curves, thus support the shock revival [325, 291, 193, 131, 77, 152].
The reason why the multi-dimensional flow is preferred can be explained by the simple
discussion about the ratio of advection time scale, τadv, and heating time scale, τheat, in
the gain region, thus τheat/τadv ≲ 1. The multi-dimensional flow patterns could enhance
the residual time scale inside the gain region and the failure in spherical symmetry is at-
tribute to short advection time scale. The instabilities lead to high entropy bubble and
may expedite pushing shock outward. If one adopt relatively light progenitor mass, there
are simulations which showed shock revival but much smaller explosion energy (Eexp ∼ 1049

erg) [266, 412, 426]. It is interesting that, although SASI and/or convection help matter
heating compared with 1D, there are some discrepancy between 2D and 3D in outcomes
[317, 153]. Furthermore, the presence of SASI is also doubted by some recent numerical
results (see more detailed discussion in appendix C).

In terms of mechanism, however, the question about which instability is dominant
for the revival is still in the debate (see the detailed discussion in appendix C and also
section. 2.5).

It should be stressed that these semi-analytical researches are based on not realistic
transport but simpler neutrino treatment, for instance, the light bulb approximation which
usually assume Fermi-Dirac neutrino distribution and free streaming propagation [325, 193,
291, 153, 108, 75, 152]. The simple heating and cooling rate as functions of radius which
is derived in the previous section, is also handful method in the investigation of instability
characters. These methodology not only save the computational resource but also can
control the way of heating which can isolate the influence from other complicated physical
ingredients. The light bulb approximation or other analytical neutrino heating and cooling
formula , hence, are suitable for studying this generic trends of critical curve.

For the luminosity enhancement there are several ideas suggested by previous studies;
the presence of accretion luminosity which is a contribution from accretion matter on
neutrino sphere, PNS surface convection which dredges up the hotter interior matter, GR
effect which makes gravitational potential well deeper.

Furthermore, the realistic calculations in 1D demonstrate important insights for the
individual effect of neutrino process. In addition to the reaction of nucleon absorption and
emission, one of the important process in supernova modeling is inelastic scattering with free
electron and positrons [282]. Both electron type neutrino and anti-neutrino obtain energy
from e±, so that the total cooling rate increases which is unfavorable for the explosion.

In contrast, nucleon bremsstrahlung [415, 57, 155] and flavor changing reactions [45, 48]
slightly enhance neutrino luminosity as well as nucleon-neutrino scattering, though not
suffecient for the shock revival. According to Yamada et al.(1999) [480], nucleon correlation
[376, 187, 357, 358, 209, 199], nucleon recoil and blocking [379] and nuclear interaction
effects in neutrino process [354, 364] also reduce opacities.

Some neutrino processes and their impact are summarized in table 2.4. One can easily
see that each process has competed and the net effect is quite unpredicable. In addition, the
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active electron capture on heavy elements reduce the total lepton number inside the core.
This phenomena makes the size of inner core smaller which are unfavorable for obtaining
successful explosion.

2.2.5 Short summary for neutrino heating mechanism

Here the short summary is presented for the stalled shock phase. After the rejection of
prompt mechanism the neutrino driven mechanism turns out to be the most promising
scenario for CCSNe explosion. In early 00’s sophisticated numerical simulations has been
carried out in order to carefully examine the physical ingredient, such as neutrino transport
and reaction processes, supra-nuclear density EoS and also the effect of general relativity
in spherical geometry.

Further extension of spacial dimensions also has exposed the new hydrodynamical in-
stability, though there are few cases which succeed in explosion without any artifact in
neutrino transport.

At the same time, the runaway condition has been investigated by semi-analytical ap-
proach and critical curve has been utilized as good indicator of explosion. The accurate
physical condition for shock revival, however, is still challenging issue. Among recent stud-
ies there are other possibilities of criterion for run away condition ([344, 292]; see also
section. 2.5).

There may be three improvement from 1D case;

1. enhancing the duration of heating time

2. larger efficiency of heating rate

3. stronger and more energetic initial shock wave for the less additional internal energy
to relaunch the stalled shock

Fortunately, the first idea has been confirmed from the many experimental researches that
the critical luminosity is reduced by multi-dimensional fluid motion. The reason of this
reduction is mainly owing to non-radial motion increasing residual time in the gain region.
However, there are two typical instabilities in CCSNe and which instability dominantly aids
the explosion has still remained uncertain. Further discussion is illustrated in appendix C.

If one recalls eq. (2.23), the second idea is identical to enhancement of luminosity or/and
average energy ϵν or reduction of flux factor µν . Since EoS impacts the proto-neutron star
evolution, it is frequently reported that soft EoS produce rather strong heating. This
property is attributed to higher Lν and ⟨ϵν⟩ than those in stiffer EoS (see more discussion
in section 2.3).

The importance of multi-dimensional effect orignates from more complex dynamical
flow patterns and this aspherical morophology should also affect neutrino emissions so far.
Furthermore, convection under PNS surface may produce non-uniform distribution of neu-
trino properties in angular direction which require the dimensional extension. This is why
the current numerical development of neutrino transport is quite active. It is noteworthy
that, in accordance with Melson et al.(2015), the modification of coupling constants for
nucleon-neutrino scattering increase both Lν and ⟨ϵν⟩.

Finally, the concept of the third idea is to obtain the more energetic shock at the be-
ginning of stalled state for relaxing the amount of necessary neutrino heating contribution.
There may be two ways to achieve above objective; one is enhancing the initial shock en-
ergy at the bounce time by deeper gravitational potential well while the other is reducing

29



Table 2.4: Lists of neutrino reaction process incorporated in state-of-the-art simulations (see [196, 56] for more details). N means either
n or p, ν = νe, ν̄e, νµ, ν̄µ, ντ , ν̄τ , and νx = νµ, ν̄µ, ντ , ν̄τ .

Process References favorable (⃝) or
unfavorable (×)

Beta-Processes
νe + n ⇌ e− + p Burrows et al.(1998) [57]† (-)
ν̄e + p ⇌ e+ + n Burrows et al.(1998) [57]† (-)

νe + (A,Z) ⇌ e− + (A,Z + 1) Langanke et al.(2003) [232] × (smaller Ye)
Scattering Reactions

ν + (A,Z) ⇌ ν ′ + (A,Z) Horwitz et al.(1997) [184] (ion-ion correlations) ×
Langanke et al.(2003) [232] (inelastic contribution) ×

ν +N ⇌ ν ′ +N Burrows et al.(1998) [57]† ⃝
ν + e± ⇌ ν ′ + e± Mezzacappa et al.(1993) [282] ×

(“Thermal”) Pair Production
ν + ν̄ ⇌ e− + e+ Bruenn et al.(1985), Pons et al.(1998)[37, 350] ⃝

Nucleon-Nucleon Bremsstrahlung
ν + ν̄ +N +N ⇌ N +N Hannestad et al.(1998) [155] ⃝

Reactions between Neutrinos
νµ,τ + ν̄µ,τ ⇌ νe + ν̄e Buras et al.(2003)[47] ⃝ (Lν electron and

anti-electron type enhance)
νx + {νe, ν̄e} ⇌ ν ′x + {ν ′e, ν̄ ′e} Buras et a.(2003) [47] ⃝
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the outer core mass in order to avoid the amount of photodissociation. Both are tightly
associated with nuclear density equation of state (EoS) and pre-supernova structure which
have large uncertainty. The recent development for high density EoS is mentioned in sec-
tion 2.3. In addition, the brief description of problems in stellear evolution calculations is
pointed out in section 2.4.

2.2.6 Shock expansion epoch

In right bottom panel of Fig. 2.7, the last picture of senario, the successful shock revival
yield not only bright electro-magnetic signals but also extremely heavy nuclei. As shown
in section. 2.1, the blast wave carries a large amount of energy, typically 1051erg, and
engulfs the statically bound envelopes. During the propagation through massive star, the
conversion from the huge internal energy to kinetic energy mainly starts from the passage
of C/He interface and gradually proceed even after shock breakout.

Although it has been repeated that the neutrino driven mechanism has yet produced
the roburst explosion, there are several reports which obtained the shock revival without
any apparent artifact owing to the currect high perfomance computational resources. These
reports are, however, still under debate since the result from one group are contradictory
to those from other (see section 2.5 for concrete comparision). Moreover, it is too time
consuming for the realisitic simulations to follow the whole shock evolution until the shock
breakout due to strict CFL conditions. Those numerical restriction is caused by extremly
short timescale of proto-neutron star so that the simulations are usually limited at most
one second after bounce.

As a matter of fact, there are several alternative way to follow subsequent shock evo-
lutions and one of the most standard ways are known as piston model and thermal bomb
which are both spherical hydrodynamics and solve nuclear evolution. These approachs start
from presupernova stage and induce the artificial explosions by either strong mechanical
force or internal energy injection instead of solving core-collapse and neutrino heating.

Thanks to this simplicity, nucleosynthesis has been calculated for wide initial parameter
spaces, e.g. progenitor mass, metalicity, rotation period, mass loss rate and so on, as well
as explosion properties such as kinetic energy, eject mass, shock velocity and the location of
mass cut. These methods succeed in reproducing EM signals and understanding qualitative
explosion characters for both type I and II . These simplified calculations are, however, not
triggered by realistic way, i.e. neutrino heating, and very few calculation take into acount
the formation of PNS. Moreover, the computations are mainly carried out in 1D so that
they cannot reproduce observed aspherical moropholgy observed.

In contrast, there are multi-dimension simulations which are reflecting the neturino
driven mechanism. These calculations employ grey neutrino transfer with calibrating neu-
trino luminosity at the inner boundary so that one can rather easily obtain various explo-
sions as well as light bulb approximation or anlytical heating source [378]. In this sense, the
results are multi-dimension based on neutrino heating and demonstrate various morophol-
ogy patterns which is sensitive to initial perturbation and even resolutions. It is well known
that when shock penetrate contact discontunities, the interface where chemical distribution
change sharply, Rayleigh-Taylor (RT) instability take place so that the spatial distribution
of nucleosynthesis yields is similar to that in in SN1987A. It should be noted that H/He
layer interface is most likely site for RT instability since the density profile steeply declines
[213, 126, 150, 472].

It is noteworthy that CCSNe has been expected to be the candidate of heavy nuclei
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factory which produces the 2nd and 3rd peak elements probed in solar abundance and play
key role in galactic chemical evolution [78, 106, 224, 225, 314, 355, 395, 460]. As illustrated
in the last panel of Fig. 2.7, The hot neutron-rich matters in PNS are expected to be ejected
by the rarefaction wave and acceralated by neutrino interaction. This phenomena is called
neutrino driven wind and traditionally considered as one of the candidate of rapid neutron
capture process sites which is well known as r-process and create metal whose mass number
is larger than 100 [122, 123, 229, 278, 326, 356, 424, 429, 432, 433, 459, 458, 477, 486, 11,
55, 107, 126, 198, 336, 11, 55, 107, 126, 198, 336]. From “waiting point” approximation the
favorable condition of r-process are either small ratio of Fe-group seed to free neutron, hot
high entropy ejecta or long time wind duration. Since many studies have exhibited slight
neutron-rich, rather low entropy and short expansion time scale, current CCSNe theory have
failed in explaining either the second or third peak heavy nuclei whereas compact binary
mergers have demonstrated suitable enviroments for r-process. Nevertheless, according to
Roberts (2012) [366], the CCSNe site has not been completely ruled out yet [457]. See
Thielemann et al.(2011) [431] for short review.

Since the discussions about explosion energy and nickel mass yield are our main purpose
of this thesis, they are described in section 2.5.
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Figure 2.7: Schematic picture of the neutrino heating scenario taken from Janka et
al.(2007). The sequence pictures illustrate 1. the onset of collapse (top left), 2. neu-
trino trapping (top right), 3. bounce and shock formation (middle left), 4. shock energy
loss during propagation through the outer core (middle right), 5. stalled and revived shock
due to neutrino driven mechanism (bottom left) and 6. evolution after onset of the explo-
sion (bottom right), respectively. The solid arrows illustrate the fluid particle motion while
wavy arrows denote the free streaming neutrino emisson in the overall stages.
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Figure 2.8: The balance of mass accretion and neutrino heating during the stalled shock
phase.

Figure 2.9: Critical curve in Ṁ -Lν map taken from Burrows & Goshy (1993) [52] (left) and
Murphy et al.(2008) [291] (right).
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2.3 Equations of State

CCSNe theory requires extremely wide range of density (from 10−8 to 1015.5 g cm−3) in
order to treat simulations correctly from core collapse to a shock breakout take place. The
different EoS in high density regime significantly affect the location of bounce. Furthermore,
the dynamical CCSNe calculation is in need of extension in EoS to finite temperature
because the peak temperature increase Tc ≳ 30MeV after bounce. The difficulty of making
finite temperature EoS is attributed to the presence of excited states and modification in
distribution function. EoS is also responsible for time evolution of neutrino luminosity and
neutrino average energies and neutrino opacity as well as core contraction dynamics and
strength of shock. In addition, the properties of EoS around nuclear density dramatically
influence not only dynamics in supernova but also black hole formation and neutrino signals
[307, 305, 410].

However, physical properties in such an extremely high density regime still remains
outstanding problem and it is not easy to probe it only by the earth experiments. Therefore,
the observation of compact objects, especially neutron stars, are mandatory to assess the
correctness of the present nuclear theories. Demorest et al.(2010) [79] updated mass-radius
relation of neutron stars from observing Shapiro delay and reported the new record of
maximum neutron star mass 1.97M⊙ which strongly restrict the EoS modeling. Bayesian
analysis of six NS observation also give mass-radius relation constraint [399]. From these
observations, equations of state are starting to be restricted. Nevertheless, due to its
complicated background knowledge, it is quite difficult to follow what kind of equations
of state are present, what is the difference between those modelings and what part of
properties are updated from previous studies. This section is consisted of brief current EoS
development and its application. Naive physical interpretations of nuclear matter equations
of state are displayed in appendix D.

It should be warned that the whole discussion does not stepped into the detail of nuclear
physics. For further reviews one should see, for instance, Lattimer (2012) [240].

2.3.1 Recent development

The equation of state also crucially depends on the appearence of the exotic matters which
is commpletely neglected in the two widely used EoSs. The additional components modify
the stiffness and the chemical mixture which would affect shock dynamics and also neutrino
emission properties. The exotic matters usually emerge when the chemical potential of
nucleon or electron exceeds the rest mass of them which may likely take place in hot dense
PNS interior.

It is noteworthy that Sagert et al.(2009)[372] found that the transition from hadron
matter to quark matter trigger the second blast wave after bounce and yield successful
shock revival. Furthermore, according to Melson et al.(2015) [275], the modification of axial
coupling constant by strange-quark contribution ([185]) also produce the crucial supprot
for 3D successful explosion. There are a number of EoS research with extremely high
density region which include kaon, quark, muon, hyperon and/or meson. For instance,
Nakazato et al. (2008) and Ishizuka et al.(2008) [308, 192] take into account thermal pion
and adopt MIT bag models. They demonstrated that the generation of pion and quark
and soften EoS when the bag constant is given as particulerly small values. Moreover, the
presence of hyperon at relatively high density drastically makes the EoS soft. Hence, for
the inclusion of hyperons additional strong repulsive potentials such as three body effect
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or YN interactions, are required to explain the maximum mass of neutron star.
Meanwhile, Oertel and coauthers [323, 324] extended LS EoS with including pions and

hyperons at finite tempearture. They performed numerical simulations of the collapse from
NS to BH for T = 0MeV and confirmed that pressure, internal energy and sound speed are
affected by the additional bosons as well as STOS.

It should be noted that the transition from hadron phase to exotic matter phase does not
suddenly happen [354]. There are two types of phase transition conditions, one is Maxwell
construction [435, 354] and the other is Gibbs rules [140, 141, 351, 352]. Maxwell construc-
tion is based on a single chemical potential for one phase and local charge neutrality, e.g.
the 1st order transition of water, produces sharp transition while Gibbs rule utilize different
chemical potentials for transition phase regime and imposes global charge neutrality. As a
consequence, the Gibbs rule usually provides more continous transition in coexistent phase
and rather smaller surface tension (see more details in [7, 332, ?, 463, 484]).

Furthermore, not only supra-saturation density regime, there is room for further im-
provement sub-nuclear density compositions. The two classical EoSs assume a single nuclei
approximation, which is regarded as ensemble of alpha particles, and neglect shell effects
which characterize the magic number. There are several EoSs which have improved multi-
component heavy elements in inhomogeneous nuclear matter. Hempel et al.(2010) [167]
(hereafter HS) have constructed RMF uniform nuclear matter with ”TMA” parameter and
extended to multi-component, the mixture of nuclei and interacting nucleons, under NSE
condition for inhomogeneous nuclear matter. All nuclei are treated as separate particle
species based on the experimental mass tables. This means that shell effects are incor-
porated and not only heavy nuclei but also light nuclei are taken into account which is
important to estimate nucleon abundance more accurately. Moreover, nuclei are assumed
as hard uniform sphere so that unbound nucleons only appear outside the nuclei. This ex-
cluded volume effect enable to make smooth transition to uniform nuclear matter. Thanks
to including multi-component nuclei, HS connects NSE with non-NSE states in better
way. Furthermore, Hempel et al.(2012) [166] has provided other various nuclear parameter
sets, e.g. TM1, TMA and FSUgold, for homogeneous RMF nuclear matter and performed
spherical GR CCSNe simulations in order to carry out systematic comparisions with LS
and STOS in neutrino signals. During the collapse, the evolution of Ye in the inner core
is lower than STOS since they give smaller average heavy nuclei than STOS. They also
found that HS causes less electron capture in the lower number fraction of free proton
and cautioned the importance of the nuclear composition in dynamics. In addition, the
mass difference of nucleon also reduce the electron capture. After bounce, the difference
of non-uniform matter produces more compact PNS compared to STOS since the presence
of light nuclei and smaller heavy nuclei is responsible for lower Ye. Hence, the neutrino
luminosities and mean energies are also larger than STOS. However, the difference from
LS180 is larger than that from STOS. It is noteworthy that shock energy is also affected
by the new treatment of inhomogeneous matter but hardly distinguishable after the shock
halt.

There are more comparisons of various RMF parameters in Mattias Hempel’s own
homepage and the part of them is reproduced in table 2.5. The table also depict the
solution of TOV equation for cold neutron star (T = 0MeV). It is apparent that high values
of K and L produce larger maximum mass and radius which is qualitatively important and
discussed in also appendix D. Moreover, the M − R relations for these RMF parameters
are shown with the observation data in Fig. 2.10.

At the almost same time, Furusawa et al.(2011; FYSS) [133] constructed their own
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Figure 2.10: Mass - Radius relation of cold NS with various nuclear matter parameter sets.
The figure is taken from Fischer et al.(2014) [114].

tabular EoS based on RMF with TM1 parameter for nuclear matter and applied liquid
drop model for inhomogenous matters. While STOS discards nuclear shell effect in their
Thomas-Fermi approximation, FYSS uses the mass formula based on experimetal data
which contain the nuclear shell effect. As a consequence, their approach make a continous
transition to the EOS for supranuclear density. According to previous studies [375, 433],
the rate of coherent scatterings of neutrinos on nuclei is propotional to A2 as long as the
wavelength of neutrino is much larger than the nuclear size. Thus, it is expected that
the coherant scattering rate will be reduced in core-collapse simulations if required heavy
nuclei is absent. From this point of view, FYSS includes extremely heavy nuclei for ρ ≳ 1013

[g/cm3] which are neglected in HS.
They also updated their EoS [132] as follows:

1. to avoid unphysical jumps in the isotope distributions between the nuclei with and
without experimental data,

2. bulk energies become temperature dependent,

3. nuclear shell effect is extended to nuclei whose experimental mass data is absent by
adopting an empirical formula,

4. the appropriate modifications have an impact on the electron capture rate and co-
herent scattering on nuclei,
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Table 2.5: Properties of nuclear matter with diffrent parameters.

n
(0)
b BE/A K K

′

J L m∗
n/mn m∗

p/mp R1.4 Mmax

[fm −3] [MeV] [MeV] [MeV · fm−3] [MeV] [MeV · fm−3] [km] [M⊙]
TM1 0.1455 -16.31 281.6 -286.5 36.95 110.99 0.6343 0.6338 14.47 2.21
TMA 0.1472 -16.03 318.2 -572.2 30.66 90.14 0.6352 0.6347 13.85 2.02

FSUgold 0.1482 -16.27 229.5 -523.9 32.56 60.43 0.6107 0.6102 12.55 1.74
NL3 0.1482 -16.24 271.5 202.6 37.39 118.49 0.5954 0.5949 14.77 2.79
DD2 0.1491 -16.02 242.7 168.7 31.67 55.03 0.5628 0.5622 13.22 2.42

LS180 0.1550 -16.00 180.0 -450.7 28.61 73.82 1 1 12.16 1.84
LS220 0.1550 -16.00 220.0 -411.2 28.61 73.82 1 1 12.67 2.06

The table is taken from Hempel’s personal homepage http://phys-
merger.physik.unibas.ch/ hempel/eos.html.
Listed are the saturation density n0

B, binding energy BE/A, incompressibility K, skewness
coefficient K ′, symmetry energy J, symmetry energy slope coefficient L, the neutron and
proton effective masses m∗

n,p, the radius of a 1.4 M⊙ neutron star R1.4 and the maximum
mass Mmax of a cold neutron star.
See the details in his homepage and also reference [114, 400].

5. Pauli- and self-energy shift are taken into account for light nuclei, A < 6, which affect
nucleon abundance inside gain region in the CCSNe simulation.

Estimation of density and temperature dependence from the mass data is extracted by
using following relations,

Ebulk = Mdata − [ES]vac − [EC ]vac (2.30)

where [ES]vac and [EC ]vac are the surface and Coulomb energy with the absence of free
nucleon and leptons. In order to take into the account the temperature and density de-
pendence of ES and EC on the binding energy, the two corrections will be represented as
∆ES = ES − [ES]vac and ∆EC = EC − [EC ]vac. By so doing, they obtain more accurate
properties especially in the light nuclei.

The impact of the light nuclei, e.g. deuteron, on the shock heating dynamics is non-
negligble when the shock expand sufficiently large radii (∼ rsh = 400km), although this
situation is only satisfied near the threshold of critical luminosity value.

Even FYSS and HS are based on the same RMF parameter set and employing multi-
nuclei, there are some differences between the two EoS at following points; Coulomb energy
effect is added and modification of Pauli repulsive force and self-energy shift are also in-
corporated in light nuclei while the shell effect and nuclear pasta phase [363, 330, 306] are
taken into acount even for very heavy nuclei (Z ≳ 100). Note that the shell effect is in need
of reproducing the magic number and the nuclear pasta shape is usually determined by the
balance between surface energy and Coulomb energy in sub-nuclear density. For clearer
and more detailed comparison, the difference between multi- and single- nuclei equations
of state is summarized in table 2.6.

G. Shen also has made two alternative tabular equations of state, NL3 [230] and FSUgold
[438], which have fine grids assuring the first law of thermodynamics. NL3 is reltaively stiff
RMF interaction which provides cold NS with (Mmax [M⊙], RNS [km]) = (2.77, 13.3) while
FSUgold whose maximum neutron star mass is only 1.7M⊙ is compatable with experimental
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Table 2.6: The EoS comparision of multi-component nuclei with single approximation
nuclei.

Modelers FYSS HS LS STOS
interaction RMF a RMF Skyrme RMF

heavy nuclei multi (Z < 100), multi (Z < 100), Single, Single,
mass data b + LDM c mass data LDM TF d

light nuclei multi multi α α
Quantum mass data only only

Shell effect ⃝ ⃝ × ×
Nuclear Shape Droplet Droplet Droplet Droplet

↔e bubble only +bubble only
Ebulk(ρ, T ), Esurf(ρ, T ) ⃝ × ⃝ ⃝
a Relativistic mean field theory.
b Atomic mass data.
c Liquid drop model.
d Thomas-Fermi method.
e ↔ illustrates a smooth interpolation between two phase.

constraints, e.g. large scattering length and heavy ion collision. For FSUgold they modified
the extra-density dependent term so as to support the compact star up to 2.1M⊙ [384, 383].

In low density regime they applied virial expansion of the grand partition function for
dilute gas consisted of nucleon, α and thousands heavy nuclei components: for example,
neutron matter number density is represented as follows

n =
2

λ3(z + 2z2b(2) + 3z3b(3) +O(z4))
, (2.31)

where z is fugacity z = e
µ

kBT and λ is thermal wave length. The second order term in
eq.2.31 is related to the two-body scattering phase shift [186] and those coeffecients in each
particles are determined by the scattering theory. This treatment possess advantages in
taking into account not only bound states but also scattering resonances. It should be
stressed that the equation is valid when no phase transition occur.

Recent studies have highlighted an impact of symmetry energy which is associated
with the mixture of compositions [39]. As one may have seen in eq. (D.3) and eq. (D.5),
symmetry energy J is defined by the deviation of bulk energy from between asymetric
and symetric matter at the saturation point and slop parameter L is directly related to
pressure, thus stiffness. As a consequence, symmetry energy crucially influence neutron star
radii. Lattimer et al.(2012) [240] have inferred that the symmetry energy constraints from
convergence of observation, experiment and theory also exclude the classical parameter
sets, e.g. ”TM1”, ”TMA” and ”NL3” [403, 441, 230] as well as soft EoSs. According to
their investigation “DD2”, proposed by [447] and constructed by the density dependent
coupling constants, is feasible to account for the NS observation (see their discussion and
reference).

Fischer et al.(2014) [114] compared DD2 with the two classical EoS, LS220 and STOS.
This new EoS has shown intermediate behavior between the two classical EoS in time
evolution of electron type neutrino and anti-neutrino luminosities, density, temperature
and Ye. They also found that symmetry energy is related to deleptonization during core
collapse. After neutrino trapping lepton number fraction Yl changes no longer and the
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amount of Ye strongly depends on symmetry energy. If J is large Ye becomes large. Heavy
nuclei compositions of DD2 are more similar to LS220, thus Yl and Ye distribution inside
the core take closer values in the soft EoS than those in STOS. In contrast, symmetry
energy is less important in post bounce evolution since asymmetric part of baryon pressure
is dominated only at near saturation points.

In fact, these EoSs are based on the effective parameters, e.g. mass and coupling
constant of virtual mesons, so that it is called ”phenomenological” nuclear models. One
may already notice that there is also ab initio theory which adopt the “bare” NN interaction
potential and physical values which explain experimental scattering cross section.

For instance, Togashi [439, 440] has constructed his original EoS from bare nuclear force
and carried out cluster variational method for 2 body nuclear potential (Argonne v18; AV18
[6]) and 3 body nuclear potential (Urbana IX; UIX potential [467]). Their EoS demonstrate
that its application to cold NS strucure well explain the NS observation restriction in M−R
relation. The presence of condensed matter, however, yield contradiction to the observation
[440]. They also performed spherical core-collapse calculation and found that the results are
similar to LS rather than STOS which indicate soft EoS which result in the larger initial
shock energy than STOS. Their EoS also showed that similiar lepten number fraction
Yl with STOS but smaller Ye in the hot central core. This is attributed to the smaller
symmetry energy.

Alternative ways have been developed, e.g. relativistic Dirac Bruckner Hartree-Fock
(DBHF) and chiral effective field theory (EFT). DBHF incorporates Lambda hyperon effect
while EFT takes into account all pion exchange but whose application is limited up to
n ≲ 2× n0. See further discussions in [332, 160, 398, 181, 442, ?, 310, 182, 102, 373].

2.3.2 Application of tabular EoS to numerical simulation

In the last part of this section I want to comment few words about practical application
of EoS. Thanks to great effort, there are several open sources; EoS provided by LS, STOS,
Hempel, G.Shen, Typel and Sagart are available and displayed in either tabular or subrou-
tine style (see the web site“https://stellarcollapse.org”). As a consequence, nuclear field
and astrophysics researchers have frequently carried out many cooperations and discussion,
the EoS studies for CCSN simulation have become more and more activated in recent 10
years. In terms of EoS usage, especially tabulated case, however, one should be aware of
some particular issues which may emerge in practical numerical computations. EoS table is
usually first constructed by taking ρ, T and Yp as independent variables and has more than
hundred mega-byte due to the necessarity of covering wide physical ranges in CCSNe na-
ture. It should be noted that CCSNe modelers have designed EoS tables by converting the
independent variable from T to e, the internal energy density,for the numerical convienece;
the hydrodynamical simulation often evloves not temperature itself but the internal energy
density.

One of the important issues for the practical application is how to interpolate data
points in EoS table because all possible states in CCSNe cannot be covered only by a finite
number of grid point. The way of this interpolation result in different outcomes even the
same EoS are employed. The coarse table often induces numerical errors especially in the
phase transition regime so that finer resolution should be prepared instead.

Unless some kind of remedy is attempted to the lower resolution table, this coarse-
ness seriously affects construction of neutrino distribution function computed by transport
solver and also artificial wave produciton in fluid dynamics. Furthermore, one of the most
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serious problem is generation of entropy by the artifact since CCSNe simulation needs the
highnumerical accuracy to obtain the plausible explosion energy. Hence, especially for GR,
collapse calculation in a single grid should be good check for confirming whether computa-
tion working correctly or not. Furthermore, the importance of the constrained parameters
from NS probe is quite uncertain for CCSNe since the system of CCSNe is rather sym-
metric matter. The quantitative impact of K, J , L and other EoS parameters on CCSNe
are, therfore, not straight forward as it seems to be and further EoS studies should be
continued.
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2.4 Stellar evolution

The results from stellar evolution are widely used in astrophysical fields. There is no doubt
that the structure in pre-supernova stage plays crucial role in CCSNe modeling and these
outcomes are yielded by 1D stellar evolution calculations. Furthermore, as mentioned in
section. 2.1, the products of stellar evolution are commonly utilized to determine progenitor
mass, explosion energies and nucleosynthesis yield and compared with observations. Inspite
of its difficulty, many groups have done great effort and provided the last buring stage of
massive stars. As a matter of fact, there are several discrepancies between each group
even simulations start with the same simple initial conditions, such as same zero-age main-
sequence mass, MZAMS, zero metallicity and no rotation. This fact is owing to not only
the difference in physical process, e.g. convection, but also numerical treatment and many
researchers wish to know how and how much these factor influence pre-supernova stages.

The main purpose of this section is to understand what kind of uncertaintities exist,
what kind of calculations are applied to the major steller evolution codes, how the physics
ingredients affect the interior structure of last buring stage. A further introduction of the
effort toward the multi-dimension calculations is addressed in section 2.5.

It may be useful to see the brief review of assumptions adopted in stellar evolutions.
As well as physical assumptions, the difference in numerical treatment is also addressed in
this paper. To understand these difference clearly, the basic equation, mixing length theory
(MLT) and fundamental numerical technique, so called Henyey method, are described in
appendix A.

2.4.1 The generic features of one dimensional convections

Convection will give crucial impact on where the opacity is high, especially Kramers opacity
and ratio of L/Mr is high which are often seen in CNO cycle and also other concentrated
energy release in massive stars. The main difficulty is how to include the effect of the
mixing between different layers inside the stellar structure. Because of the large gap of time
scale between time scale of convection overturn and nuclear burning, the time evolution
of chemical abundances would be treated as diffusion process. The diffusion coefficient
Dmix is based on MLT and show large divergence in different stellar evolution groups.
Furthermore, Dmix is corrected by the presence of semi-convection, overshooting and other
mixing process.

Semiconvection

When the part of stellar interior is unstable for Schwarzschild criterion but stable for
Ledoux criterion, the mixing is suppressed by the difference of chemical components (see
section A.2) and the diffusion coeffcient Dsemi tend to be given smaller value than that
for Schwardschild. (see the choice of Dsemi in [474] and references therein). However,
if the timescale of mixing is longer than the thermal timescale, the difference between
Schwarzschild and Ledoux is quite small, e.g. the massive H core evolution during main-
sequence [235]. The effect of semiconvection is important for stellar objects, such as low-
mass stars and AGB phase [180, 189, 190]. In this paper, however, I mainly fouse on the
massive stars in further discussions.

Usually being very slow convection process, semiconvection does not influence the energy
transport but the chemical elements mixing. For massive star, it takes place in (1) outside
of He core after the hydrogen depletion, (2) convective He core and (3) Si burning phase. In
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the first case, the early epoch mixing makes the gravitaional potential deeper which leads
to less mixing and lower temperature, i.e. redder giant star. This impacts the appearence
of blue loops and the population rate of BSG to RSG [235].

During the convective He core phase, the treatment of semiconvection is complicated
due to a numerical instability which originates from atomic weight barrier at the edge of core
where Schwarzshild criterion is satisfied. If there is no mixing the fresh fuels are not supplied
to the hot core so that C/O core tends to be smaller. The size of C/O core correlate with
that of iron core which is definitely crucial to CCSNe theory. WHW2002 found that taking
larger diffusion coffecient, thus faster semiconvection, evades the numerical instability. As
a result, their massive stellar models tend to hold larger C/O core [339, 201].

Similar to the other advanced stage, pair and plasma neutrino process are dominant in
the silicon burning stage, and carry the energy outside the core so that entropy tend to
be minimum value at the center. This implies that the entropy is monotonic function of
radius, thus dS/dr < 0. On the other hand, electron capture on heavy nuclei also starts to
play important role and produce a Ye discontinuity whose gradient become mostly positive
at the edge of convective zone. Under this situation, employing Ledoux critreion restrict
the mixing inside the convective shell which interrupt with growing Fe core size.

Overshooting

Owing to non-zero velocity at the edge of covectively unstable zone, overshooting is the
type of mixing which penetrates the convectively stable region, therefore it takes place
between convective and radiative region. As a result, the width of convective region is
expected to be spread and the extent of expansion relies on the convective velocity, the
entropy and chemical inhomogenity barriers. This additional mixing process brings the
unburned material to the active shell burning layer or core so that the size of convection
regions becomes larger if it is taken into account. As a result, overshooting yields higher
luminosities after leaving MS, produces larger helium cores and makes its lifetime longer.
Determining how much overshooting occurs is also one of the important problems and only
a few implication is given by the observation, e.g. the presence of blue loops requires not too
large degree of overshooting in hydrogen and helium burning stages. Roxburgh (1978;1989)
[369, 370] suggested that this mixing process is completely global phenomena and the range
of convetice zone can be represented by the simple integral form called ”Roxburgh criterion”
which is only valid under a negligible viscous dissipation. Vandenberg et al.(2006) [453]
developed this integration formula by using observation calibration. However, the most of
the stellar evolution calculations for massive star neglect this overshooting or take it into
acount as the modification of diffusion coeffecient considering the scale height (see [70] and
reference therin).

There are another problem that the remaining inertial behavior of overshooting turn
out to be turbulent motion which is usually omitted in current 1D stellar evolution code.
Recently there have been several multi-dimension hydrodynamical simulations which may
give the clue to this problem. The current development is illustrated in section 2.5.2.

Thermohaline

Thermohaline mixing, which is also well known as salt finger instability or doubly dif-
fusive instability, occurs when stellar interior is unstable to Ledoux criterion but stable
to Schwarzchild criterion such that heavier chemical element attempt to drive instability.
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Thermohaline convection rarely happens in single massive stars because heavy elements are
produced by nuclear burning at the center or deeper part of shells in general. Therefore, the
molecular weight usually stabilize the thermohaline convection. When it comes to a mas-
sive star among a binary system, the helium rich matter from the secondary star accreted
onto the primary star so that thermohalne mixing is likely to happen during Roche-Lobe
overflow.

Note that thermohaline mixing is also expected in the context of proto-neutron star
convection for CCSNe theory, which is called neutron finger instead, if ,lepton number
gradient becomes negative. The condition of unstable convection eq. (A.7) is modified in
the following way

(
∂ρ

∂S

)

P,Yl

dS

dr
+

(
∂ρ

∂Yl

)

P,S

dYl
dr

> 0, (2.32)

due to the presence of leptons which is responsible for dynamics rather than ions. Inside the
proto neutron star dS

dr
tend to be positive or almost 0 so that the neturon finger convection

take place if dYl

dr
< 0.

Wilson & Mayle(1988) suggested the neutron finger instability is likely to drive higher
neutrino luminosity and/or mean energy. Several researches [168, 208, 40, 42] reported
that no matter whether Schwarzchild criterion is stable or not, the unstable large overturn
convection may bring the hot inner matter and lepton outter region and reach the PNS
surface, i.e. enhance the neutrino luminosity. Dessart et al.(2006) [84], however, carried out
two dimensional simulations and has found no doubly diffusive instability around neutrino
sphere surface whereas the convection overturns are present inside PNS which is located
too deep to penetrate the neutrino sphere. Hence, no νe luminosity shows increase while
slight enhancement appears in ν̄e and νx by 10-15%. These outcomes agree with other
simulation results, e.g. [48].

From above brief review, the various convective conditions result from MLT which
directly influence the evolution of stars. There are, however, several different ways in for-
mulation, assumption and hidden parameters between different stellar codes, and it is not
obvious to evaluate appropriate physics of convection by just comparing the mixing length
parameter. Furthermore, there are fundamental deficits in MLT; first it is local theory so
that no overshooting from convective boundaries, ignores presence of chemical gradients,
thus semi-convection (slow mixing on diffusive timescale), applies time independent instan-
taneous adjustment which become serious problem if other time scales (pulsation, nuclear
burning) get short and takes into acount only one length scale which discards spectrum of
turbulance eddies.

To carry out computation of convective region carefully in massive star, one has to
make sure that interior matters are highly turbulent, three dimensional and global motion
in compressible medium on dynamical timescales. The multi-dimensional calculations are
limited to illustrative cases and dynamical models are too complicated for stellar evolutions
so that operations such as proper averages and/or simplifications are still highly required.
In spite of these difficulties, some current progresses have been done by several studies
which is mentioned in chapter 2.5.

2.4.2 Other physical uncertainties

There are also uncertainties in other physics as well as convection which are relevant to
evolve massive stars. Firstly, rotation is one of the most essential ingredient since it deform
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stellar structure due to additional centrifugal force and also induce meridional circulation
motion because of angular momentum transport.

In CCSNe the important factor named ”compactness parameter” [321] is tightly relavant
to the size of CO core [407] which is mentioned in section 2.5. Next several uncertain nuclear
reaction rates and reaction process itself, e.g. α processes, produce the large difference in
outcomes of the last burning stage. In addition, since neutrino emission becomes dominant
instead of radiation, weak interaction process is rather important in advanced burning stage.
Meanwhile, mass loss rate is also crucial to the evolution of massive stars. This ingredient is
also well known as highly uncertain component since it demonstrate considerable sensitivity
to rotation period, metallicity value and whether stellar system is single or multiple.

Rotation

In general observations have shown that massive stars, such as OB stars, rotate rapidly and
this rapid rotation also affect the interior structure and chemical distribution of massive
stars. The rapid rotation is likely to generate strong mass loss and produce Wolf-Rayet
stars which are strong progenitor candidate of SNIb/c.

Centrifugal force in rotating star leads to a reduction of the stellar luminosity and
central temperature. Moreover, since the centrifugal force distore the spherical geometry,
the rapid rotators are brighter and hotter at their poles while dimmer and cooler at their
equators.

The presence of rotation also induces meridional circulation (Eddington-Sweet circula-
tion) due to the local angular momentum conservation which takes place in both radiative
and convective region. This motion carries angular momentum and increase the gradient
of angular velocity which drive the shear instability. In addition, it also smoothens temper-
ature distribution and drives global chemical mixing. As a consequence, the structure of
rapid rotating star is completely different from that for non-rotating star, e.g. it produces
the larger He core, thus the more massive C/O core, in general. Interestingly, Eddington-
Sweet circulation as well as convection tends to enforce rigid rotation on main sequence so
that the initial angular moment distribution is not much important.

For shellular (differential) rotation, stellar structure can be regarded as baroclinic in-
stead of barotropic. In this case, Solberg-Hoiland instability is related to Coriolis force and
shear instabilities also play important roles in the evolution of stars. Fortunetly, these ad-
ditional instabilities remedy the difference between the Schwartzchild and Ledoux criterion
[333].

In terms of numerical simulations, there are mainly two ways to incorporate the ro-
tational effects in 1D stellar evolution codes, one is proposed by Endal & Sofia(1978)
[100, 346] and the other by Zahn et al.(1992) [491, 263, 269]. The first one regards the
rotation effect as diffusion process which means that all the instabilities are taken into
account as diffusion coeffecient in angluar momentum and chemical evolution equations.
This treatment is much easier to implement in computation, however, neglect the advection
term of Eddington-Sweet circulation. The methodology is employed by KEPLER, STERN,
Padova, MESA , Modified Paczynski [163, 485, ?, 340, 80].

On contrary, the treatment of angular momentum transport incorporates meridional
flow advection, internal gravity wave and diffusion process in the second family; Geneva,
STAREVOL, FRANEC [95, 334, 67] follow this method. Although the computation is more
complicated, the formalism seems to be less artificial. Hence, the treatment of advective
property of meridional flow is different while both method give only slight difference when
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the turbulent instabilities ruled the angular momentum transport. Note that in both
approach the rigid-body rotation is assumed for the convective zone.

Compared to observations, 1D rotational stellar evolution models succeed to explain
several astrophysical phenomena such as the surface chemical abundance of Wolf-Rayet
stars. There are, however, certain problem of angular momentum transport for massive
stars such that central core reachs rotation threshold where the centrifugal force balances
with gravitational force during the formation iron core. This implies that the meridional
circulation and the shear instability does not carry sufficient angular momentum to outside
the core. Several researchs [263, 163, 176] infer that the effect of mean molecular weight
barrier enhances the angular momentum transport, nevertheless, it is still too large to
explain the slow spin young neutron stars an white dwarfs. Therefore, additional angu-
lar momentum transport mechanisms are needed, e.g. magnetic torques. The numerical
treatment of rotation still remains as challenging problem (see more details in [333] and
reference therin)

Chemical reactions during advanced burning stages

The entropy at all stages show correlation with progenitor mass as well as the core size
and the most amount of entropy contained inside the core is lost during carbon burning in
general. Hence, the structure of C/O core, e.g. its mass and the abundance ratio of carbon
to oxygen, is indispensible to the iron core mass [176, 450, 407]. Moreover, according to
Sukhbold et al.(2014) [407], the size of C/O core also seriously affect the compactness
parameter, the indicator of explodabilty [321].

Firstly, C/O ratio is highly influenced by the reaction rate of 12C(α, γ)16O, however,
there are large uncertainty left for this reaction rate and competition with triple α reaction
determines C/O abundance ratio, thus change final iron core masses [44, 473]. This reaction
process is relevant to temperature and the amount of α so that the high entropy, thus the
high progenitor mass, reduce the C/O ratio and the presence of overshooting also give
same effect for the central core. It is noteworthy that these uncertainty of reaction rates
influences also nucleosynthesis [445, 464]. In addition, the implementation of some alpha-
chain reactions, e.g. 22Ne→25, 26 Mg, produce non-negligible effect on nucleosynthesis (see
[361]). Furthermore, the presence of those chain reactions also change temporal structure
evolutions which results in the difference in C/O core size (also refer [201] for instance).

Therefore, the C/O core mass is sensitive to the mixing process. A Slow inefficient
mixing which originate from Ledoux criterion [234] inhibits the growth of the core size
wheras a fast mixing due to Schwarzshild criterion [262] bring the larger CO mass [201]. It is
interesting that even one employs Ledoux criterion, fast semiconvection produce also larger
core mass which leads to stellar evolution theory more subtle [474]. Turning attention to
weak interaction process, neutrino pair creation (and also plasmon) process also affect C/O
size. The neutrino cooling process becomes more significant than the radiative transport
in the advanced nuclear burning stages (see appendix A). The neutrino carries not only
energy but also entropy which generate the large discontinuities between one shell and
another. Since entropy is almost increase function of radius, this discontinuity impedes
the overshooting to adjacent radiative layers and/or convection zone. Furthermore, during
the oxygen and silicon burning, the nuclear reaction timescales become comparable to
the convection timescale, thus the mixing process is hardly expressed by MLT and multi-
dimension or, strictly speaking, 3D simulations are demanded for the handling of accurate
energy and chemical transport [16].
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As a result, a smaller C/O abundance ratio inside the core results in less neutrino loss
and thus stronger convective C burning after He burning stage which makes the entropy
inside iron core larger as well as mass [450, 449]. Even after the end of Si burning, neu-
trino play a key role in collapse period. The electron capture rates on heavy nuclei in Fe
core have been improved by [233, 177] They taken into acount Gamow-Teller transition
of N > 40 which is ignored in Fuller et al.(1980) (FFN;[130]). However, this results pro-
duce an unpleasant fate in the supernova theory. The increment of the electron capture
rates decreases the lepton number inside the core, thus inner core turns out to be smaller
and shock wave ends up with stagnant discontinuity because of large energy drain during
propagation inside the outer core (see also section 2.3).

Mass loss and interactions

Mass loss takes place in the relatively massive rotating star (MZAMS ≳ 30M⊙) [?]. The
gravitational energy loss alters the life time and luminosity, thus evolutionary path, so that
the strong mass loss seriously affects the final stage of structure. More than 20M⊙ stars
dramatically change those C/O and final core masses. Since the large opacity obtain more
momentum from the radiation, it is apparent that stellar mass transformation is sensitive
to metallicity. In the theoretical point of view, however, the treatment of mass loss is the
challenging matter due to complex non-LTE multi-line absorptions and scattering process
[66, 456, 227] in case of continous wind and also sudden non-negligible eruption events
(Ṁ ≳ 10−3M⊙/yrs), e.g. Type-IIn and LBV. The problem has still remained unsolved.
For single massive stars, the major choice of Ṁ has only three types, i.e.

1. mass-loss rate based on observations from Teff ≲ 15, 000K [309],

2. theoretical wind driven model for OB star with Teff ≳ 15, 000K [226],

3. empirical mass-loss rate adjusted to WR star [149].

Energy generation and initial H/He abundance are influenced as well as opacities by metal-
licity.

Furthermore, it should be stressed that all the discussions above are based on single star
evolution. Most of massive stars such as OB stars, however, usually form binary system
[374] so that serious mass transfers occur between parent and donor stars as one may easily
imagine. Recalling the discussion of convection, Ledoux criterion support the mass transfer
due to its liklihood of forming RSG whose envelope expand larger than BSG. Podsiadlowski
et al.(1992) [348] suggest that mass transfer occurs when donor star is in main sequence
(Case.A), He core burning (Case.B) and after He depletion (Case.C). In fact, most binary
massive stars have gone through Case.B and .C without forming the common envelope so
that their fates tend to be SNeIb or SNeII with very low hydrogen mass. SN1993J, one
of best known supernovae, is categorized as Case.C (or .B) and the rapid mass transfer
commence not during late C burning by Roche-Lobe overflow but during early He burning
by wind. Owing to the large mass loss of hydrogen envelope, He core of donor is inhibited
to grow large and ends up with small convective core. This influence the supplement of
fresh α in shell layers to the central core so that the reaction process 12C(α, γ)12O rarely
take place. Hence, the binary interaction causes the high ratio of C/O which results in low
iron core and is likely to leave nacent neutron star after explosion.

For binary system theory, there are more interesting and less understood phenomena ,
e.g. angular momentum transport and particulerly common envelope.
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In contrast to steady mass transfer events, Smith (2015) [392] reviewed the episodic
eruption and especially paid attention to SNIIn eruptive mass loss which should also be
explained in the steller evolution theory.

2.4.3 Comparison of methodology

In general, stellar evolution codes assume 1D spherical symmetry for simplicity and solve
their basic equations by implicit scheme because of the unaffordable timescale difference
between each physical process. Therefore, there are several differences in numerical tech-
niques between stellar evolution modelers. First of all, Kepler code, which is developed
and improved by Woosley and his co-authors [461, 476, 474, 163, 473], should be intro-
duced since their results are the most commonly used for the initial condition of countless
supernova simulations. Their code is based on the implicit hydrodynamical scheme which
is quite different from other stellar evolution groups. One of the great advantage of their
code is that all equations are treated in time dependent forms so that they can handle
with the acceralation and discontinuities more easily than other groups. Hence, they can
calculate massive star evolutions until collapse and also nucleosynthesis yielded by explo-
sive burnings. The chemical abundances are mixed not by the flow advection. Instead,
they assume that the secular mixing effect is approximated as diffusive process during
the evolution. The code can handle even magnetic field as well as rotation which mod-
ifies the dimension of basic equations from 1 to “1.5”. Meanwhile, turning attention to
the Tokyo group [312, 487, 450, 423] and Geneva group (GENEREC; [281, 176, 95]), nu-
merical methods of the two groups is similiar to the traditional Henyey method. Slightly
different approach is, however, employed by Tokyo group in the advanced burning stages.
Both groups solve structure, burning and diffusive mixing separately and for GENEREC
the mixing is assumed to take place instantaneously up to Oxygen. The two groups also
can handle the rapid rotations by applying the different approachs; one is Zahn’s method
adopted by Tokyo and the other is Endal’s method by Geneva. Moreover, the accelaration
term is included at the very beginning of collapse in Tokyo group while GENEREC code
does not.

Turning attention to Bonn group [237, 236, 162], their STERN code included the nu-
clear burning effect into the Henyey method, i.e. the nuclear abundances are added to
the independent variables so that the nuclear burning energy and composition change are
simulataneously taken into account. In addition, they applied their Heney method to the
atmosphere of stars where other groups usually solved by Runge-Kutta method [238].

FRANEC code, which is developed by Limongi and his co-authors [68, 252, 253], also
employed the combination of nuclear evolution with Henyey method and the convection
treatment is assumed as instantenous mixing in every time steps instead of the usual
diffusive process. They use a tabular EoS and electron fraction is treated as function of
density and temperature in their calculation. Their group recently increase the size of
nuclear network from 100 to 300 species and it is only this group who afford to treat such
a considerable size of matrix.

On the other hand, thanks to great talent and considerable effort of Bill Paxton, the
new open source called MESA has been developed. Not only low, medium and high mass
single stars which other groups also can handle, the code is applicable to large variety of
astrophysical stellar evolution such as pre main-sequence, compact remnants, such as WD
and NS, and even planet evolutions. Furthermore, mass transfer event, i.e. either mass loss
or accretion, and also binary interactions are implemented as well as rotation and many
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types of convective mixing can be chosen as an option. MESA are based on following codes:
EV [96], EVOL [169], EZ [338], FLASH-the-tortoise [246], GARSTEC [462], NOVA [397],
TITAN [136], and TYCHO [488]. It employs Henyey style method as well as many groups
but additionally incorporates automatic mesh refinement, analytic Jacobians, and coupled
solution of the structure and composition equations. It is surprising that the code is neither
splitting the large matrix into small section nor decoupling space part and time part. See
more details in [339, 340, 341]

Recently some detailed difference in numerical treatments are summarized in Martines
et al.(2013) and Jones et al.(2015). The senesitivity to mass loss rate and the resolution
are yet discussed as well as the presence of rotation and binary interactions in those work
which are often well known for the origins of stochastic trends in stellar evolution structure.
Furthermore, no verification has been done for the treatment of numerics in 1D steller
evolutions, e.g. the selection of β’s (eq. (A.36)) as well as those of convection criterion
and mixing parameters. What is still more complicated is that the non-trivial modification
is conducted in the original numerical scheme so that uncertainties is present even in the
same group.

Although many success are provided by these calculation, it should be emphasized that
none of them extend their calculation to the multi-dimension. This extension should be
necessary to handle “realistic” convection, rotation, mass transfer and other important
physics which would be indispensible to the massive star evolution.
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2.5 Current status & Motivation of this work

2.5.1 Recent discoveries in CCSNe

Thanks to progress of computational resource, multi-dimension calculations up to three
dimension has started to be available. It is well known that Nordhaus et al.(2010) [317] show
the lower critical luminosity in 3D than 2D while Hanke et al.(2012) [153] obtain completely
opposite results (see also appendix C). This conflict is based on the presence of large scale
buoyant bubbles which appear in [317] but dissipated to much smaller scales in [153]. In
addition several simulations cannot affirm the sloshing mode of SASI in 3D [193, 50, 77, 194]
and doubted that this mode is produced by artificial restriction in geometry [49]. Hence,
whether SASI plays key role in explosion or not is the current open question.

As mentioned in section. 2.2 (and also appendixand C), the runaway condition for
neutrino-driven explosion is one of the most challenging issues for CCSNe modelers. It
is well known that critical luminosity curve and time scales ratio, τadv/τheat are the most
successful indicators to quickly understand the qualitative aspect of shock revival. There
are, however, still in debate for their quantitativity and only few discussion about relations
between one and the other.

Pejcha & Thompson (2012) [344] proposed that not the time scales ratio but other
physical condition, so called “antesonic condition”, should be rather precise. In their paper
the simple Bondi accretion flow is first discussed in order to show that there is certain
transition point where solutions change from accretion shock flow to wind shock flow. This
transition happens when isothermal sound speed, cT satisfies the antesonic condition, which
c2T/v

2
esc is larger than 3/16 where vesc is the escape velocity. They solved 1D steady stalled

shock solution as well as Yamasaki & Yamada(2005) [481], but modified the condition by
replacing cT on cS and checked whether this condition is valid. The main difference in
methodolgy from [481] is the treatment of neutrino transport, i.e. they take into account
the accretion luminosity by solving gray neutrino transport. The accretion luminosity
support by about 30% at shock radius. They concluded that this antesonic condition,
c2s/v

2
esc > 0.19, yield no steady solution and is even more appropriate than the time scale

comparison. Meanwhile, the multi-dimension calculation demonstarted that although the
condition worked well in spherical symmetry the threshold value should change from 0.19
to about 0.30 [289, 90]. Furthermore, this condition is determined only after the onset of
explosion happen as well as the time scale ratio case and seems to be unadequate to be
used in the prediction. They have improved the Burrows’ work incorporating the accretion
luminosity and associated the critical luminosity L

(c)
ν with the other physical values, e.g.

Ṁ , MPNS, rν ,

L(c)
ν ∝M1.23Ṁ0.482r−0.41

ν (2.33)

which is compatible with previous researches [196, 288].
These semi-analytical studies suggested that the spherical simulations failed because the

Ṁ -Lν trajectories for all models have never touched the critical curves and only passed un-
der them. Therefore, it has been urgent to explore what kind of physics would decrease the
critical luminosity and how the multi-dimensionality contributes to the CCSNe simulation.

Revisiting these runaway conditions, Murphy & Dolence (2015) proposed the new in-
tegral condition. Instead of providing the traditional steady ”stalled”-shock solution, they
search family of steady shock solutions by changing the shock radius. By so doing, impos-
ing the simple condition, vsh > 0 where vsh denotes shock velocity, they explored that a
single dimensionless quantity Ψ which is associated with the integraded value of not the
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energy but momentum equation from PNS surface to shock seems to be the plausible can-
didate of the explosion assessment. They confirmed that the dynamical simulation based
on Murphy et al.(2013) [293] produce the shock revival when Ψ become positive value and
discover that the explosion happen when the minimum value of Ψ, Ψmin, among the all
shock radius fulfill Ψmin > 0 which infers that all steady solutions have vsh > 0.

There are several advantages of employing this new conditions rather than other con-
ditions. Fixing other quantities, Rν , MPNS and Tν , they can easily reproduce the same
critical curve with Burrows & Goshy(1993) [52] which means the condition are more gen-
eral. Moreover, the criterion Ψmin > 0 is more accurate than other previous conditions
and more useful since the integral condition predict either success or failure in explosion.
The other previous conditions have shortage of this aspect. The validity of this integral
condition is, however, still uncertain as well as Pejcha & Thompson(2012) [344] when the
system break spherical symmetry and further studies are awaited.

Recently, there is also great discovery of bridging progenitor structure and explosion.
O’Connor & Ott (2011) [321] found the useful tool for the explosion named compactness
parameter:

ξMR
=

MR

R1,000km

where MR is enclosed mass at the radius R and R1,000km is the normalized value of R by
1,000km. This new value is estimated at the bounce. They developed and performed GR
1D hydrodynamic calculation (O’Connor et al. 2010 [320]) incorporating various EoS and
employing artficial enhancement in heating effeciency since the spherical symmetry disfa-
vors the shock revival. They have explored that ξ2.5 is valid to diagnose the fate of massive
star and the progenitors with higher compactness possess larger iron cores which tends to
form BH. It is interesting that this tendecy holds for almost all progenitor models with
regardless of which stellar evolution group privide. Therfore the compactness parameter is
regarded as powerful measurment for the prediction of CCSNe remnants.

For more than 100 single evoluted progenitors, Ugliano et al.(2012) [448] performed 1D
simulation with grey transport and subsequent shock evolutions after revival until fall back
is completed and demonstrated a wide range of blast energies (0.1−2.0×1051 ) by adjusting
their simulation setups, e.g. neutrino luminosities at the inner boundary, to obtain the
comparable explosion features to SN1987A with 19.8M⊙. Imposing this calibration, they
found that the explosion properties and remnant mass are highly non-monotonic feature in
progentior mass. NS and BH mass gap [25] are also seen in their calculation.

Further study is performed by Ertl et al.(2016) [105] They extended number of progeni-
tior models to more than 600; not only solar but also other metallicity models with different
convection and much finer mass resolution and also including Nomoto models which is also
used for one of the additinal calibration. The absence of 16M⊙ ≲ M ≲ 25M⊙ progenitor
for SNeIIP in observation [219, 390] seem to be consistent with this compactness argu-
ment (see also discussions in [183]). Confirming the validity of compactness, they insisted
that non-monotonic varitation of compact star formations have yet explained by any sin-
gle structure parameter. Therefore, they attempt to reveal what kind of multi-parameters
enable to classify the families of fate by introducing MS=4 and µS=4 which denote enclosed
mass where entropy per nucleon is equal to 4 and the mass deratives around the same
point, respectively. They suggested that the combinaiton of two parameters, x=µS=4 and
y=µS=4MS=4, is directly linked to mass accretion rate, Ṁ , and accretion luminosity, i.e.
critical curve. As a consequence, the fate of progenitors can be discussed in this two param-
eters map and they find the presence of similar boundary ‘lines‘ which are quite accurate to
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separate explosion and non-explosion regime for the same calibration explosions. There are
several outliers among 621 progentiors, 1−3%, which reflect the different composition-shell
structure in Si-O layers. This new proposal seems to be also good alternative indicator for
the prediction of compact remnant formation. There are, however, several questions in
their quantitativity; how much dependence on the way of calibration there is, why the
boarders can be described as lines and how µS=4MS=4 and the true luminosity are related
quantitatively. The further discussion should be waited carefully. Covering also nucleosyn-
thesis and light curve profiles, Sukhbold et al.(2015)[406] also performed similiar systematic
study but more complete sets of progenitor.

Turning attention to “the first principle calculation”, the situations become still more
confusing since every research groups who perform multi-dimensional simulation obtain
their own results which is frequently incompative with the others even the same initial
condition, for instance, state-of-the-art simulations frequently have yielded no explosion or
weaken explosion by more than an order while some studies show large explosion energy in
realtively heavy progenitor masses.

At first one of the earliest stat-of-the-art simulation, Marek & Janka (2009) [266] showed
a weaker explosion (∼ 1049− 3× 1050erg) by calculating two-dimensional newtonian calcu-
lation with variable Eddington factor scheme in neutrino solver (see appendix B). Similar
results are explored by [289] who incorprated general relativity effect and employed 8.1 and
27M⊙. They terminate their simulation few hundred milliseconds after shock revival in
which explosion energy is still small but showing sharp increase. They expect the neutrino
driven wind may remarkably increase the explosion energy and overcome the strong gravita-
tional binding. However, this is quite optimistic [337] and longer simulations are necessary
to confirm exact termination time and total internal energy contribution of neutrino wind.

Müller et al.(2015) [288] revisted 11M⊙ with PROMETHEUS-VERTEX code in two
and three dimensions and found that the higher dimension can trigger faster shock revival
and stronger explosion comparable to tpb ∼ 400ms. Although some of the calculations are
followed for more than seconds which is surprisingly long, the explosion almost converged
at most 3× 1050erg in 2D.

As mentioned in section. 2.3, using the same code, Melson et al.(2015) [275] carried
out three dimension simulations with 20M⊙ progenitor mass and found that changing 10%
level of axial coupling constant of strangeness contribution in nucleon-neutrino scattering
turn from failure to succesful explosion. This is due to the reduction of opacity of neutral-
current scattering process for neutron so that luminosity and mean energies for all species
are enhanced sufficiently.

Suwa et al.(2016) [414] investigated the mass accretion rate histories and the explosion
energies in a wide range of progenitor masses and suggested that plotting trajectories in
mass accretion rate - luminosity plane will be useful way to comprehend different groups
outcomes. They obtained some explosions with light progenitors in 2D with IDSA neutrino
solver which indicated only 0.1 Bethe, where Bethe is identified as 1051erg.

Nakamura et al.(2015) [303] demonstrated two-dimensional hydrodynamic calculation
which incorporate isotropic diffusion source approximation (IDSA) for neutrino transfer
scheme using 101 progentitors and obtained few explosion models. It is interesting that
large compactness ξ2.5 ≳ 0.35 indicated relatively large explosion energies (more than 0.4
Bethe). However, these explosions leave more than 2.0M⊙ remnant which seem to be
large compared with observation and in their overall explosions, average explosion energy
is about ∼ 0.3Bethe.

Takiwaki et al.(2012) [426] who conducted the first realistic simulation in 3D confirmed
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that the light progenitor (M = 11.2M⊙) with relatively soft EoS (LS [241]; K=180 MeV)
produce weaker explosion in 3D than in 2D. In this case, the higher dimension makes the
situation worse. Takiwaki et al.(2014) [427] also warned that lower resolutions delay the
onset of blast.

On the contrary, Bruenn et al.(2014) [41] reported surprising outcomes. They carried
out two-dimensional calculation with multi group flux limited diffusion (MGFLD) approx-
imation and obtained viable explosion energies and nickel masses comparing with obser-
vations [151], though their nickel amount seems to be slightly overproduced in relatively
weak explosion models. Furthermore, Pan et al.(2016) [335] carried out 2D FLASH hy-
drodynamic simulation which implement IDSA transport and employs two EoS, i.e. DD2
and LS220. They obtained fast (tpb ∼ 100 − 300ms) and strong diagnostic explosion
(0.1 < Eexp < 0.5) which are measured at texp ∼ 300ms. Among these results, 20M⊙ pre-
supernova progenitor showed explosions which is incompatible with [304]. The reason why
there are so many explosion models in their calculation is that multi-dimensional extension
is implemented in IDSA instead of ray-by-ray. Their neutrino treatment generate prompt
convection above PNS and supports faster shock expansion. They also found that DD2
yields faster shock expansion than LS220.

Even though there are some grateful results, we have to be careful to rush into conclusion
that theory has been completed because many CCSNe groups failed in explaining the
canonical explosion with the same progenitor models, for instance 15, 20, 25 and/or 27M⊙

progenitors in [474]. Many problems still remain unsolved and it is urgent to explore the lack
of canonical energy as long as the explosion is guaranteed by neutrino driven mechanisms.

The recent simulations have demonstrated that the physics in supernova is not evident.
One improvement show favorable aspects by several percents whereas another bring same
degree of disadvantages.

The observations [151, 314, 451] are indicating that something crucial maybe still miss-
ing in our comprehension. Many failure of the first principle simulations suggest that
further improvement in extending dimension for neutrino transport scheme, more realistic
treatment in either supra- and sub-nuclear density for equations of state and more accurate
GR hydrodynamic solver. It seems that there is no “most” important piece; every single
physical element plays significant role in either positive or negative effect for producing
explosion.

Turning attention to another aspect, however, it may be more likely that the initial
condition is prior to the other problems because crude approximations and numerical ar-
tifacts are included so as to save compuational resources (see the previous section) which
may be also responsible for the failure of shock revival. Furthermore, the weak explosion
energies obtained by some studies are caused by remarkably low mass accretion rate on the
stagnant shock owing to presupernova structure, one of the main conclusion of this paper,
which is demonstrated in section. 5. Although there are long history in the stellar evolution
fields, the distinctive difference in timescales hinder carrying out the evolution in adequate
way so that many simplification is applied. In fact, there is no way to verify those physical
and numerical approximations and this leads to wide variations in stellar evolution code
development.

In the last part of this section, the recent status of stellar evolution is briefly summarized
and the whole introduction is closed.
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2.5.2 Progresses in stellar evolution

As seen in the previous section, the CCSNe issue still keep on providing troubles to theo-
retical modelers. What kind of realism is left for the next?

As mentioned before, it is well known that even in same masses and metallicities there
are large divergence due to different physical input and numerical method , e.g. MESA
code [339] , KEPLER code [461, 476, 474, 163, 473] , Tokyo group code [312, 487, 423] ,
GENEREC (Geneva) code [261, 95, 97] , FRANEC code [69, 252, 253]. For instance, the
iron core masses vary in the range of 1.3 ≲MFe ≲ 1.5 which result from 15M⊙ progenitor
models perfomed by 5 different codes (see Table.13 in [339]). The results also change even
in same group by modest difference in input physics. As a consequence, mass accretion
and luminosity histories are completely affected by subtle difference of stellar evolution
[46, 414]. Hence, it is important to understand why the difference appear and how different
between each group and which structure properties play key roles in CCSNe thoery.

Thanks to the great invention, MESA code would accelerate the much more qualitative
systematic studies for the dependence of traditional parameter options such as convection
type and parameter values and spatial resolution check. Recent studies have attempted to
reveal the outcome difference by comparing raditation properties and precollapse structures.
Martins et al.(2013) [268] investigate surface properties of stars from plots in HR diagrams
for three different stellar evolution codes until the He depletion. They find that after
main sequence (MS) overshooting makes the difference in MS width between low and high
mass star in Hertzsprung-Russell (HR) diagram. Sukhbold et al.(2014) [407] performed
a systematic study of compactness for 15-65M⊙ provided by both KEPLER and MESA.
They confirmed that carbon-oxygen core reflects the core structure better than ZAMS mass
though there is still open question which is also discussion in Hirschi et al.(2004) [176]. The
range of bare C/O core mass from 3 to 12M⊙ roughly correspond to those of main sequence
mass from 15-30M⊙ and observed similar non-monotonic compactness distribution even
with different convective parameter choices. The variation of compactness is attributed to
that of carbon and oxygen shell burning, e.g, CO core mass and they confirmed not only the
treatment of convection but also the reaction rate of 12C(α, γ)16O process is important for
the size of CO core. They infered that this feature indicate the robustness of explodability
which is apparently seen in 8-20M⊙ and 25-30M⊙ which is compatible with other compact
remenant studies. It is noteworthy that the location of the compactness peaks and valleys
are sensitive to semi-convection and overshooting treatment. In addition, since the net
binding energy outside of iron core almost monotonicaly increase along with compactness
values, higher compactness also impede explosion also for higher net binding energy outside
of iron core.

Furthermore, Jones et al.(2015) [201] conduct detailed comparison of three stellar evo-
lution codes with different input physics. They evolved the same ZAMS masses until the
end of helium burning and investigated C+O cores. They found the key physics for core
size and life time are the types of convection criterion and selection of overshooting or
semiconvection. C/O ratio is also affected by the choice of nuclear network channels.

On the other hand, as mentioned in section 2.4, the treatment of the convection is
one of the most important ingredient for evolutionary path of massive star. Recently the
importance of 3D turbulence has been confirmed [273] and the research activity of how to
incorporate 3D phenomena to 1D stellar evolution codes has been increased [16, 58, 15].

Usually the stellar evolution code assumes spherically symmetry, so that the mixing
process is approximated by MLT which is first suggested by Böhm-Vitense(1958) [33].
Substituting mixing process for diffusing process is, however, only valid when the convective
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scale is much smaller than scale height which is not true in the stellar object (Daly & Halo
1970). In addition, present 1D stellar evolution codes adopt diffusion process instead of
turbulence process to take into account mixing of chemical elements. Smith & Arnett (2014)
[393] warned that this alternative approach leads to incorrect answers at mathmatical and
physical standpoints. The correct turbulence physics influence the late stages in massive
stars.

Woosley & Weaver (1988) [475] has also shown that the iron core structure is very
sensitive to how mixing is handeled at convective boundaries where turbulence and internal
waves play important role.

Hence, strictly speaking, the calculation should be treated as three dimenosional, global
and highly turbulent. Although 3D simulations are limited to illustrative cases, there are
important implication from state-of-the-art calculation , for instance, performed by Herwig
et al.(2006), Meakin & Arnett (2007), Arnett & Meakin (2011) and Mocak et al.(2011)
[170, 273, 16, 287]. In multi-dimension the wave generation and mass entrainment are
indispensible to the dynamical behavior of stable stratified layers adjacent to the convection
layers. According to Meakin & Arnett (2007) [273], Richardson number, RiB, is represented
as the ratio of braking (buonyoncy) energy to turbulence energy which are measures of the
”stiffness” of the boundary and the strength of turbulance, respectively. If RiB is small (≲
1/4; [280]), the convective region is rapidly expanded because the gravitational force of from
convection motion. Hence, Richardson number is good indicator of convection boundary
penetration. On the contrary, if RiB becomes larger than certain criterion number [206], the
entrainment process ceases and the evolution of convective boundary is ruled by molecular
diffusive process.

Moreover, in later burning stages, convective layer near the core has superadiabatic
profile ∇sim ≲ ∇ad + 10−3 and ∇ad < ∇sim < ∇Led. Note that superadiabatic profile show
large deviation from ∇ad at the boundaries between convective stable and unstable regions
where convective enthalpy flux turn out to be negative [271]. In stable region, g-mode
is induced by velocity fluctuations excited by turbulent motion lying below the stratified
layer. The velocity fluctuations seem to be stronger by a factor 2 in 2D than in 3D. There
are interesting mode trends in velocity fluctuations. Considering Fourier space of the
fluctuations, lower wave number k ≲ 10 corresponds to p-mode (pressure mode), g-mode
(gravity mode) is lower frequency ω ≲ 0.1 and f-mode (surface mode) lies between p- and g-
mode where both k and ω are small values. Inside the convective layer p-mode is suppressed,
whereas g-mode becomes dominant even in stable region above upper boundary layer due
to entrainment process of the turbulent motion. Similar discussion is also inferred in [170]
whose pupose was exploring convective He burning. The physical process of entrainment
phenomena is similar to those of semiconvective mixing but what distinguish these two are
time scales, i.e. dynamical and thermal timescales. The axisymmetry calculation seems
much better than sphrecal cases, however, Arnett et al.(2011) [16] have pointed out that it
is still incomplete since power law spectrum for turbulence is not equivalent to that in 3D.

Moreover, 3D simulation is neccesary because typical flow patterns in 2D are torn apart
and go through the turbulant cascade. This damping may affect the amplitude of velocity
fluctuation by nearly 50% [271] inside convectively unstable layer . Although axisymmetry
simulation give important clue to convection motion patterns, the bridging gap between
three dimension and spherical symmetry is strongly required in developing correct stellar
evolution [13, 16].

As a matter of fact, dynamical modeling are unaffordable for stellar evolutions un-
less one needs to invent appropriate averaging method and simplifications. This is why
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MLT is employed in major stellar evoution groups, although several significant deficits is
contentained in the theory. As repeated many times, MLT is local theory, neglects over-
shooting from convective boundaries and discards chemical gradients, e.g. semiconvection
(see Appendix A). It is also based on the time independent instantaneous adjustment and
only one length scale. The former assumption is seriously violated if other timescales such
as pulsation or nuclear burning get short while the latter may be too crude to handle stel-
lar turbulance which is subjected to Kolmogorov spectrum [59]. So far, there are various
difference in formulation, assumption and hidden parameters between different stellar evo-
lution codes and it is not apparent to evaluate convection properties by just comparing the
mixing length parameter.

Several studies have attempted to take turbulence effect into account for one-dimensional
stellar evolution. For instance, Arnett et al.(2011) [16] found that kinetic turbulence burst
act as fluctuation in Lorentz attractor model of non-linear convective rolls caused by in-
teration between temperature gradient and convection velocity (see also [393]). In order
to distinguish large eddy scale (Lorentz roll) and small dissipative scale (Kolmogrov law),
they proposed the turbulent vortex approximation which compensate the acceralation term
dropped in MLT. However, the time scale problem is not resolved yet in this approach and
numerical breakthrough is needed.

Furthermore, Renolds-averaged Navier-Stokes (RANS) is the one of useful turbulence
representation which decompose velocity into an average part and a flucturation part in
Navier-Stokes equations. The separation of the two quantities is avialable to explore sophis-
cated turbulance physics. However, the additional term forces to introduce higher order
moment which means that the equation is not closed. Canuto et al.(2011) [58] proposed a
third order closure equation called Renolds stress models (RSM) which are usually used in
geophysics field. Considering that MLT only treats the equation of second moments, one
would think that it seems rather suitable for the stellar evolution calculations. Neverthe-
less, RSM has not been widely applied due to its numerical difficulty. Numerical simulation
conducted by [455] confirmed validity of the RANS approach, therefore RSM may also han-
dle improved convection model in stllear evolution [18]. It should be noted that RSM is
inadequate under strong magnetic field because it is based on neutral fluid dynamics Fur-
thermore, multi-dimensional hydrodynamic code, such as anelastic solver ([228]), low-mach
solver ([8], [493], [315], [139], [316]) and time implicit method ([454], [455], [212]), allow to
take 10-100 times larger time interval which is still not applicable to steller evolution.

It is worth while to pointing out that explosive oxygen burning is also induced by
violent turbulent motion. In addition, although silicon burning suppress the explosive
excursion (acoustic pulsation with high frequency) due to alpha and nucleon creation from
endothermic reactions, the turbulence is expected to make burning active and distort the
Si layer [16]. These non-linear spacial distributions may also play key role in support to
triggering supernova explosion (see appendix C).

2.5.3 Motivation of this thesis

As mentioned previously, the remarkable progress in computational resources has enabled
to treat the sophisticated micro and macro physics in numerical simulations in neutrino
heating mechanism, i.e. the first principle calculation.

As a matter of fact, we know that the explosion energy of CCSNe is ∼ 1051erg canoni-
cally but most of these computations were not yet successful to obtain the number ([266,
290, 427, 303, 414] but see also [41]). Ni yields are another important observation, since
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they decay radiatively and brighten the supernova ejecta later.
As discussed in section 2.1, we can infer the mass of synthesized Ni which is typically

≲ 0.1M⊙ [151, 314, 451, 219, 390] from the exponential decay observed in the light curve
over hundreds of days after the initial brightening. It is not clear whether the most advanced
theoretical models can indeed reproduce this quantity, since it takes many seconds for the
mass of Ni in the ejecta to be settled. In fact, most of the successful simulations cited
above were not able to extend their computations much beyond a second because the CPU
time would be simply unaffordable or some physical processes that are important in the
late phase were not incorporated in their models.

In this paper, we are interested in what will happen after the stagnated shock wave
is successfully relaunched by the neutrino heating. In particular we discuss (1) when the
explosion energy is determined, (2) which processes contribute to the explosion in what
proportions, (3) how the explosion energy and neutron star mass are dependent on the
timing of shock revival, and (4) how multi-dimensionality affects all of these issues. For
these purposes, we have done a couple of numerical experiments in 1D (spherical symmetry)
and 2D (axisymmetry). In real massive stars, the trajectory in Ṁ -Lν plane evolves from
large to small accretion rate and hits the critical curve where the shock begins to relaunch
outward. Controlling neutrino luminosities under the light bulb approximation, we have
induced shock revival from different points on the critical curve (the critical luminosity as a
function of the mass accretion rate) and computed the following evolutions of matter flows
outside the proto neutron star long enough for the energy of ejecta to become constant.

In so doing we have chosen first a single 15M⊙ progenitor and taken into account nuclear
reactions in a manner consistent with the EOS employed. The results are illustrated in
chapter 4. The feedback from the reactions to hydrodynamics is fully incorporated. These
consistencies were lacked in previous works [266, 112, 448, 302].

Our another concern is what kind of modification is needed in pre-supernova stage to
obtain the canonical explosion. As the first principle calculations of CCSNe imply the pres-
ence of initial value problem, something important may be missing in current precollapse
structures to explain the canonical explosion unless the neutrino heating mechanism is not
the correct picture of nature. In addition, I also want to confirm the compactness is the
precise measure of explodability. Though there are some excellent success in explaining
observations, we are afraid that relying too much on this indicator may lead to the pos-
sibility of dropping the essential part of massive star evolution. Therefore, this paper is
the first step to reveal dependence of supernova characters on different groups progenitor
model with same ZAMS mass as shown in [414] in experimental way.

In order to study their systematics, i.e., how they depend on, e.g., the progenitor
structure, inner boundary condition, and so on, I adopted multiple progenitor models and
try different boundary conditions at the inner boundary in section 5. It is well known in
fact that the structures of massive progenitors are very sensitive to small differences in
mass as well as the numerical treatment of some physical processes such as convections in
the stellar evolution calculations [474, 473, 235, 407]. It is hence mandatory to see how
robust our findings are when we change progenitors and this is exactly what we aim to
clarify. In so doing, we did not use the progenitor models provided by stellar evolution
calculations. Instead we constructed toy models of progenitors, in which non-rotating,
hydrostatic configurations with an iron core in NSE, a Si+S mantle in QSE as well as
other outer envelopes are calculated by employing parametrized distributions of entropy
and electron fraction as a function of density. By so doing, we can vary the masses of these
different layers rather arbitrarily. We are also able to obtain the abundance of various

57



elements so that we could use them later for the network calculations.
These models are better suited for the systematic studies conducted in this paper than

more realistic models. As mentioned above, the structures of the realistic models change
in a complicated way as a function of mass [407], which makes it difficult to interpret
which features in the progenitor have what consequences. It is not helpful either that the
progenitor models provided by different groups are sometimes very different [252, 97, 339,
487, 201] and the structures of massive stars are likely to be very sensitive intrinsically to
some input physics as well as to numerical resolutions [407]. As shown later, adopting an
appropriate entropy distribution and paying a proper attention to the transition condition
at the layer boundary, we can capture the essential features in the massive progenitors.

Before demonstrating the results, the treatment of EoS and numerical strategies are
presented in the next chapter.
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Chapter 3

Numerical method

3.1 Multi-component EoS

As already discussed in section ??, appropriate chemical element distribution is indispensi-
ble since it affects not only mean molecular weight but also the internal energy magnitude
via the nuclear binding energy release which is usually non-negligible in CCSNe simulation.

After core collapse, it is well known that the iron core can be regarded as nuclear
statistical equilibrium (herafter NSE) state. As a matter of fact, when the central density
reaches sub-nuclear density, strong interaction starts to dominate hamiltonian of nuclei and
affecrt thermodynamic variables as well as the nuclear binding energy. Moreover, all nuclei
become uniform and undistinguishable at the saturation point. As a consequence, one has
to pay attention carfully to the difference between current realisitic and an simple ideal
NSE equation of state in inhomogenous matter case since the binding energy provided by
the experimental data does not take into account either (ρ, T , Ye) dependence or presence
of other nuclei.

As a matter of fact, NSE is only ensured where temperature is sufficiently high, for
instance T ≳ 0.5MeV. The chemical evolution should be taken into account for non-
equilibrium process, e.g. explosion Si burning and recombinaiton chain reactions. Due
to the chain nuclear reactions, the members of nuclei supposed to be selected from conti-
nous series of neutron and/or proton number, especially for neutron-rich nuclei yield, in
the ordinary nuclear reaction network (NRN) calculation. Hence, the large number size
of nuclear set is unavoidable unless one employs physical approximations, quasi-statistical
equilibrium (QSE) and/or steady flow approximation. The application of large number
size of NRN leads to unfeasible computational resources in terms of memory and CPU.

Furthermore, the transition between realisitic and non-NSE EoS is one of the most
difficult but important issue since the binding energy supposed to be given one with ex-
permental values in non-NSE case. In fact, there is almost no study which succeed in
transiting the two different state consistently so far.

The main topic of this section is to address what kind of EoS is employed in this entire
study. At first, the properties of NSE EoS with 297 nuclei are discussed by demonstrating
deviations from other ideal gas cases and FYSS which takes into account multi-species
equation of state in tabular form (see section 2.3). Next, I have suggested which density-
temperature regime is proper to transit from the ideal EoS to FYSS. The suggestion is
applied to the CCSNe simulations in the second study (chapter 5). There is also an illus-
tration about numerical treatment of NRN.
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3.1.1 Chemical elements reaction and equilibrium

The nuclear fusions, e.g. p-p chain, triple-α, CNO cycle, as well as dissociations, are
sensitive to the enviroment states, especially temperature. The balance between thermal
energy and Coulomb barriers determine which reactions dominate and how much daughter
nuclei produced. There are, however, many reaction chains, about ten times larger than
considering nuclei set size, and every chemical element abundance Yi are tightly relied on
several other components. The time evolution of Yi is, therfore, given as follow;

Ẏi = fi (ρ, T, Yk)

=
∑

ra∈R

fra,i (ρ, T, Yk)

=
∑

r1∈R1

λr1Yj +
∑

r2∈R2

Nj,kρNA⟨σr2⟩YjYk

+
∑

r3∈R3

Nj,k,lρ
2N2

A⟨σr3⟩YjYkYl

− (counter terms) (3.1)

where the six sums are reactions which produce (terms linked to ”+”) or destroy (terms
linked to ”-”) a nucleus of species i with j, k, l reactant nuclei, respectively. The labeled
reaction r1, r2 and r3 represent

1. decay or photodissociation r1 :
j → i, j −→ i+ k or j −→ i+ k + l

2. two body fusion or exchange or others r2:
j + k −→ i, j + k −→ i+ l or j + k −→ i+ l +m(+n)

3. three body fusion r2:
j + k + l −→ i or j + k + l −→ i+m

The N s provide for proper accounting of numbers of nuclei which avoid double counting
of the number of reactions when identical particles react with each other (for example in
the 12C + 12C or the triple-α reactions).

On the other hand, NSE state appears in very late stage of burning, namely, after silicon
burning depletion, during collapse or shock dissociation. The reason why the chemical
equilibrium is only fulfilled under these circumstance is because all the nuclear particle
need to overcome the binding energy barrier, mainly Coulomb barrier, thus the system is
required to raise sufficiently high temperature to achieve the balance between creation and
destruction number flux in right hand side of chemical evolutions eq. (3.1). This implies
that all the chemical elements are equlibrium with nucleon so that the following relations
are satisfied:

µi = Zµp +Nµn . (3.2)

where µ is chemical potential including rest mass energy and subscripts p and n denote
proton and neutron, respectively. The element i is composed of Z proton and N = (A−Z)
proton, respectively. Hence, a number fraction of i component, Yi, can be represented as a
following formulation;

Yi =
Gi

2A

(
ρNA

θ

)A−1

A
3
2 exp

(
Bi

kBT

)
Y N
n Y Z

p , (3.3)

θ =
(
mbkBT/2πℏ

2
)
, (3.4)
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where Gi and Bi are partition function and nuclear binding energy of i.
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3.1.2 Comparision of NSE EoS for practical simulation

Nuclear elements dependence

Before carrying out comparison with FYSS, firstly I will investigate the properties of the
ideal EoS carefully. In this paper NRN is the most time-consuming part in the entire
calculation so that 28 nuclei are employed. In order to figure out the generic properties
of the ideal EoS, the comparison is performed between the smaller number set NSE (28
species) which is smoothely connected to netwrok and the larger number one (297 species)
which contains much more neutron-rich nuclei. For convinence, density ρ, temperature T
and electron fraction Ye is chosen as the independent variables for two equation of states
and matter is consisted of free ions, electron, positron and photon. It should be warned
that Coulomb term in Wigner-Zeit approximation is also included for evaluating internal
energy density and pressure, respectively in spite of the word “ideal” in this paper.

Firstly, the deviation of pressure is discussed since it directly influence dynamics in
supernova. The pressure differences, ∆P , for six Ye is depicted as function of denesity,
ρ, and temperature, T , in Fig. 3.1. The discrepancy ∆P is defined as measurment from
the larger number set of nuclei, ∆P = PNnuc=28 − PNnuc=297. Paying attention to top left
parts of all six panels, the differences demonstrate almost 0 since the all nuclei are melted
to nucleon and the elements are safely assumed as identical. The top left panel of the
figure, Ye=0.50, demonstrate less than 0.5% difference in most of the map , however, the
transion region from heavy nuclei to nucleon is not equivalent (see the yellow-red region)
and PNnuc=28 differs by at most 3%. It is worth while to pointing out that the larger number
size model more easily dissociates into α and retains the state longer than 28 nuclei EoS
as well as Y e = 0.48 in smaller number size.

In meantime, when it comes to more neutron-rich cases, not only the transition bound-
aries but also both low ρ and T regimes start to show non-negligible deviations up to 30%
since the most neutron excess nuclei among the smaller set is 54Fe (Z/A = 26/54) and free
neutron starts to remedy the charge neutrality. As a result, the application of 28 nuclei is
limited in Y e ≳ 0.48.

Furthermore, similar trends are seen in Fig. 3.2 which represent the mean molecular
weight difference. It is apparent that the tendency can be understood by the presence of
neutron. Due to less neutron-rich heavy elements, neutron become more responsible for
satisfying charge neutrality in low electron fraction cases. Hence, the average mass numbers
take lower value and pressures enhance rapidly below Ye = 0.48 which is still larger than
those at pre-collapse in the most of iron core. Showing 20-30% deviations in both low ρ
and T , the smaller number size of nuclei leads to serious effect in core collapse dynamics.
This is the main reason why the extended number size is applied for NSE region instead.

Tabular EoS and ideal gas EoS

Next the differences between Nnuc = 297 and FYSS are assessed. As well as the previous
section, the dependence of density, temperature and electron fraction on thermodynamical
variables is discussed and paid particular attention where nuclear chemical transition, e.g.
from iron to α, drastically happens.

Before carrying out the comparison we should define the internal energy density, eint[erg/g],
which is substantial for computing hydrodynamics. The internal energy density is given by
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Figure 3.1: Pressure difference between large(297) and small(28) number NSE EoS in
density-temperature map. The six panels are plots with different Ye: Ye=0.50(top left),
0.48(top middle), 0.46(top right), 0.44(bottom left), 0.42(bottom middle) and 0.40(bottom
right), respectively. Note that the color origins are not always identical with each panels.
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Figure 3.2: Same as Fig. 3.1 but the average mass number, or mean molecular weight in
other words, is represented.
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following form;

eint = eion + eepr,

eion =
∑

i

(
e
(rm)
i + e

(th)
i

)
,

e
(rm)
i = Ai · (Mb −Moff)− Ebind, i

where eepr is total energy density of e−, e+ ([28]) and γ. The contribution of ion, eion is rep-

resented as the sum of rest masses, e
(rm)
i , and thermal energy, e

(th)
i which includes Coulomb

correction effect under Wigner-Seitz approximation; subscript i denotes the label of nuclear
species so that Ai and Ebind, i correspond to mass number and nuclear binding energy for
the i-th nuclei, respectively. In this paper, the baryon rest mass, Mb, and the offset energy
per nucleon, Moff , are chosen as 938.0MeV and 931.49432MeV respectively, which are also
adopted in FYSS. The offset energy is required for assuring the hydrodynamical simulation
accuracy since the thermal energy is different from the rest mass by 2-3 orders. It should
be noted that the ideal eos is constructed under no correction term in experimental binding
energy.

In Fig. 3.3 - 3.5, the deviation of eint between FYSS from 297 NSE EoS, ∆eint (left top),
are investigated as well as ∆P (right top), ∆Xh (left bottom) and ∆Ah (right bottom)
are represented where Xh and Ah are total mass fraction and averaged mass number of
heavy elements, respectiely. All variables are measured from those of FYSS. One should be
careful of a difference in normalization between ∆eint and ∆P . For ∆P the total pressure
is given as a denominator whereas eepr is selected in ∆eint since the nuclear binding energy
frequently leads negative value in fotal energy.

The lines plotted in the figures are the outcomes of spherical core-collapse calcula-
tion incorporated Sn neutrino transport solver and FYSS EoS which is calculated by H.
Nagakura. The line types indicate the different time when the central density reached
1010[g/cm3] (solid line), 1011[g/cm3] (thick dashed line) and 1012[g/cm3] (thin dashed line)
whereas the colors represent the different electron fraction sets, 0.45 ≤ Ye ≤ 0.50 (aqua)
and 0.35 ≤ Ye < 0.45 (green), respectively.

From the top left panels in Fig. 3.3, the most of area in ρ-T map with Ye=0.50 shows
good agreement except for the transition region whose shape is “valley” in the internal
energy density discrepancy (black area in the top left panel) and whose depth is up to 5%.
Paying attention to the other left panels, ∆Xh, in Fig. 3.3 - 3.5, the relatively large dis-
crepancies appear in almost same regime which implies that the energy density differences
originate from the heavy nuceli abundance. The heavy elements state stay more stable in
FYSS than in the ideal EoS. It should be noted that the differences result from not the
number of size whose impact has been already demonstrated in the previous section but
the treatment of nuclear binding energy, especially the bulk energy part.

In the top right panel of the figure, however, the pressure difference is less than the inter-
nal energy. This fact indicates that the leptons are crucial for dynamics in this regime and
the binding energy difference produce the valley strcuture in ρ-T plane. It is interesting that
the trajectries of the simulation on ρ-T map evolve parallel along the EoS valley/mountain
while the aqua lines (relatively larger Ye)), unfortunately, pass nearby this large discrepancy
regime. Similarly, when electron fraction is reduced to 0.45, the good agreement between
two EoS still holds except for the transition region, however, the black valley region in the
top left panel move to the lower density direction. As a result, the paths of core-collapse
simulation lie on the edge of the valley (see Fig. 3.4). There are, however, another large
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Figure 3.3: The physical properties deviation of FYSS from the 297 nuclei eos projected
on density-temperature map. The internal energy density (left top), pressure (right top),
heavy nuclei mass fraction (left bottom) and average heavy nuclei mass number (right
bottom) are illustrated, respectively. Electron fraction Ye is chosen as 0.50. The three line
types depict trajectories of realisitic 1D simulation during core collapse phase when central
densities reach 1010 (solid), 1011 (thick dotted) and 1012[g/cm3] (thin dotted), respectively.
The line colors illustrate different electron fraction set, 0.45 ≤ Ye ≤ 0.50 (aqua) and
0.35 ≤ Ye ≤ 0.45 (green).
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Figure 3.4: Same as Fig. 3.3 but Ye=0.45.
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Figure 3.5: Same as Fig. 3.3 but Ye=0.40.

deviation in the internal energy density where both eos are governed by heavy elements
with almost the same Ah. This yellow colored “mountain” in ∆eint means that FYSS has
larger internal energy than 297 nuclei EoS under the same thermodynamical inputs. The
dynamical evolution paths are partly on this yellow mountain instead of black valley. The
internal deviation problem seems to appear around the chemical transition regions.

In Fig. 3.5, on the contrary, there are large gap between the two EoS so that the tendecy
commonly seen in Y e = 0.50 and 0.45 is violated. The reason of this violation is, however,
quite apparent since the similar phenomena has been already demonstrated in Fig. 3.1-3.2.
It is expected that the difference should be relaxed if one prepare larger size of nuclear sets
which contains adequant numbers of neutron-rich nuclei.

Finally I increase the size of nuclei set up to 683 so as to investigate how the deviation
of two EoS alter. In this case the nuclear set almost cover the same chemical species
with A ≤ 78 in FYSS. Fig. 3.6 - 3.8 demonstrate the difference in internal energy density,
eint[erg/g], pressure, P [erg/cm3], mass fraction of heavy nuclei (Z > 6), Xh and average
mass number of heavy nuclei, Ah, with 3 different Ye, which are exactly same as the previous
comparison.

Comparing Fig. 3.6 and 3.7 with Fig. 3.3 and 3.4, respectively, it is apparent that the
results of Nnuc = 682 show identical features with those of Nnuc = 297 in Ye=0.50 and
0.45. This fact implies that the latter smaller number sets of nuclei is responsible for
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Figure 3.6: Same as Fig. 3.3 but the total number of nuclei is 683, instead.
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∆ eint / eepr [erg/g]Ye = 0.45
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Figure 3.7: Same as Fig. 3.4 but Nnuc = 683.

internal energy density, pressure and other thermal quantities. Increasing the total number
of nuclei does not help to remedy the difference from FYSS so that the alternative approach
is required.

Meanwhile, in Fig. 3.8, i.e. the case of Ye=0.40, Nnuc = 682 EoS provide great improve-
ment to match FYSS due to the additional neutron-rich nuclei. As a consequence, the
common properties are shown in the latest three figures and not only the black “valley”
but also the “yellow“ mountain also move as electron fraction changes. It seems that the
slight difference in Ah leads to about 5% discrepancy in internal energy due to the binding
energy difference. The issue is pinned down to which correction term or terms of binding
energy is important. The modification of nuclear binding energy is investigated in the next
section. In this paper, I choose ρmin ≤ ρ ≤ ρmax for two EoS buffering connection region
where ρmin = 109[g/cm3] and ρmax = 1010[g/cm3] and offset value δMoff = 0.06MeV.

The binding energy correction

As already mentioned in the beginning of the two eos comparisoion, the information of
internal energy density plays crucial role for dynamical calculations. The less deviation
in eint is preferred for two different equation of states connenction. From Fig. 3.6 to 3.8
the postive and negative discrepancies seems to rely on electron fraction so that nuclear
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Figure 3.8: Same as Fig. 3.5 but Nnuc = 683.
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Figure 3.9: The difference in internal energy density in MeV per nucleon unit between
FYSS and the ideal EoS. The Coulomb term in nuclear binding energies derived from
Wigner-Zeit approximation is neglected in the left panels while it is incorporated in the
right panels.
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interactions associated with asymmetry or charge may be responsible. Being incorporated
in pressure and internal energy density, the effect is not taken into account for chemical
potential. For this reason, the nuclear binding energies is modified by adding Coulomb
correction term, E

(C)
bind, to confirm how much the deviation of eint is relaxed. As well as in

internal energy density, the formulation of Coulomb energy between an ion and electron is
given as following relation;

E
(C)
bind = −3

5

Z2e2

rA

(
3

2

rA
rWS

− 1

2

(
rA
rWS

)3
)

where A, Z, rA = (4πn0/3A)−1/3 and rWS = (4πne/3Z)−1/3 are mass number, proton
number, radius of nucleus and Wigner-Zeit cell, respectively (see also [242, 167, 134]).

Figure 3.9 illustrates ∆eint in MeV per nucleon unit for no correction cases (left panels)
and correction included cases (the right panels). Thanks to the modification of nuclear
binding energy, the range of errors turn out to be smaller value and only the mountain
structures emerge where eint of FYSS is larger in ρ-T plane. This is because the chemical
phase transition take place almost simultaneously so that the valley structure vanish from
the map. In terms of physics, this can be interpreted that the Coulomb effect usually
increase binding energy so that it tends to prefer the state with heavy elements to those
with nucleon. Recalling that the binding energy per nuclon for heavy elements is about
8.8MeV, the deviations are suppressed in the extent of only 1-2% for the Coulomb correction
and the remarkable agreement is shown in Ye =0.50.

Although the corrected binding energy of Nnuc = 682 seem to converge to the FYSS
binding energy better, the magnitude of ∆eint still remain non-neglegible compared with
eepr especially when Ye <0.50, the asymmetry matter cases. This fact may be suggesting
that the treatment of symmetry energy which is one of the bulk energy term should be
another origin of difference between the two equation of states. The further study is,
however, beyond this work and will be done in the forthcoming paper.
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3.1.3 Nuclear reaction network

Nuclear reaction network (NRN) is utilized in wide astrophysical fields where temperature is
not considerably high and chemical elements evolution is substantial, e.g. steller evolution
and nucleosynthesis. In this paper I compute NRN to investigate nuclear recombinations,
the explosive Si/O burning and α-rich freeze-out so as to understand how these reactions
contribute to explosion energy and nickel mass. Since NSE EoSs tend to overestimate the
heavy nuclei abundance and recombination energy, NRN is necessary for these explosion
properties study. In this chapter, EoS and non-NSE are both important ingredients so that
physics, numerical treatments and implementation to hydrodynamics are discussed.

Numerical treatment

It is helpful for readers to follow previous studies, e.g. [178], [436], and the excellent
lecture notes provided by Frank Timmes (cococubed.asu.edu/) together with this section.
Since independent variables are only chemical potentials of nucleon, NSE can easily (but
carefully) computed under mass and charge constraints by Newton-Raphson method.

On the other hand, NRN is more complicated. The nuclear timescale for each i-th
nuclear element is evaluated as

τnuc, i ≡
Yi

Ẏi
(3.5)

and usually different by several order of magnitude. Hence, the ODEs of nuclear reaction
network are ”stiff ” which implies numerical instability and requires extremely small time
steps to evolve safely. In such a case, it is more favorable to choose implicit method to
time evolution of nuclear elements.

Adopting implicit method, the discretization of eq. (3.1) is given by

Y
(n+1)
i − Y (n)

i

∆t
= fi

(
ρ, T, Y

(n+1)
k

)
(3.6)

where superscript (n) denote the n-th time steps and the right hand side of Yi take the next
time step values. However, the set of Y (n+1) is still unknown, eq. (3.6) should be linearized
and expressed as

(
δij
∆t
− ∂fk
∂Yj

)
·∆Ỹ (it)

j = fi

(
ρ, T, Ỹ

(it)
k

)
− Ỹ

(it)
i − Y (n)

i

∆t
(3.7)

Y
(n+1)
i = Ỹ

(it)
i + ∆Ỹ

(it)
i (3.8)

where chemical abundance guess Ỹ
(it)
i and the number of iteration (it) are introduced.

Solving ∆Ỹ
(it)
i , the next guess is obtained by

Ỹ
(it+1)
i = Ỹ

(it)
i + ∆Ỹ

(it)
i (3.9)

and iterations last until ∆Ỹi ∼ 0. In my calculation, the nuclear calculation is assumed to

be converged if ∆Ỹi

Ỹi
< 10−6 for all dominant abundance of nuclei. The time interval relies

on the accuracy of nuclei abundance. It should be noted that it is usually difficult to give
∆t as hydrodynamic time step in eulerian based code since Y

(n)
i is temporary affected by

advection flow. Therefore, time interval values, i.e. Y
(int)
i and ∆t(int), are prepared in order

to obtain Y
(n+1)
i during dynamical computation.
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It should be noted that the main computational cost in this implicit method is solving

the inverse matrix of Aij =
δij
∆t
−
(
∂f

∂Y

)

ij

, thus sensitively depend on the size of the matrix

Aij. Moreover, usually the matrix is ”sparse” which means the most of its elements are 0
and holds no symmetry in its structure. Timmes (1999) [436] demonstrates how the matrix
solver subroutines are time consuming and which solvers are the most efficent. They also
propose semi-implicit method for retaining accuracy with larger time intervals.

Due to using an Eulerian hydrodynamical code, the compositions in each grids are
altered by advection flow from their adjacent grids. This cause numerically unstable be-
havior at the first several subsize time-step of nuclear network calculations. I employed
semi-implicit method for the first two substeps in order to avoid wasteful computation
above T9 > 3.0. Semi-implicit method is also utilized for all steps when temperature T9 are
between 3.0 and 1.5.

We deploy 28 nuclei: n, p, D, T, 3He, 4He and 12 α-nuclei, i.e., 12C, 16O, 20Ne, 24Mg,
28Si, 32S, 36Ar, 40Ca, 44Ti, 48Cr, 52Fe, 56Ni, and 9 their neutron-rich neighbors, or 27Al, 31P,
35Cl, 39K, 43Sc, 47V, 51Mn, 53Fe, and 55Co. We take into account emissions of a nucleon
and α particle as one-body interactions as well as three-body reactions such as 3α → C
in addition to the main reactions: (α, γ), (α, p), (p, γ) and their inverses. The reaction
rates are taken from REACLIB [362] as well as nuclear binding energies, spin values and
partition functions. As demonstrated later, the employment of this rather small network
is validated by the re-computations of nuclear yields with a larger network including 463
nuclei, from n, p, and α up to 94Kr (Fujimoto et al.2004) for the densities and temperatures
obtained by the simulations as a post-process.

3.2 Implement of hydrodynamics simulaiton

To implement the accurate chemical abundance evolution, I designed EoS programs so as
to combine it with hydrodynamical simulations. The bulk fluid is consisted of ion gas, e±

and photon. The estimation of electron and positron contributions is based on Blinnikov
et al.(1996) [28]. In addition to the ideal part, Coulomb correction is also calculated for ion
gases under either Wigner-Zeit approximation or fitting formula from Ichimaru et al.(1982)
[191]. The strategy is shown in Fig. 3.10. I classify three temperature region as freeze-out
(T9 ≤ 1.5), NRN (1.5 ≤ T9 < 7.0) and NSE (7.0 ≤ T9). For the computations, one needs
to prepare ρ, eint, Ye and T (0), the initial guess of temeprature, for all three divisions and
carried out Newton-Raphson or bi-section method to obtain the given internal energy eint.
Firstly, in case of freeze-out, the nuclear time scale is rather larger than dynamical one so
that Yk is unchanged from the input. Secondly, NRN is computed to determine the correct
T under evolving Yk, i.e. the variation of em. If T is sufficiently high, chemical elements are
in NSE. Since NSE region contains the high density region where strong interaction should
be take into account, I connect my ‘ideal‘ EoS to FYSS carefully where the two EoS show
smaller difference in 0.45 ≤ Ye ≤ 0.50. From the previous section, the density range from
108[g/cm3] to 1010[g/cm3]seems to be preferable and it would be safe to employ ρ between
ρmin = 109 g cm−3 and ρmax = 1010 g cm−3 for the buffer region where two EoS are blended

75



Figure 3.10: Numerical procedure of determining EoS together with hydrodynamical code.

in following way:

(
∂eint
∂T

)

ρ,Ye

= X

(
∂e

(FYSS)
int

∂T

)

ρ,Ye

+ (1−X)

(
∂e

(id)
int

∂T

)

ρ,Ye

(3.10)

X =
ln ρ− ln ρmin

ln ρmax − ln ρmin

. (3.11)

3.3 Steady shock solution

As mentioned in section 2.2, the propagation of shock launched from inner core is halted by
serious photo-dissociation and neutrino emission. If dynamical timescale is much shorter
than the typical evolution timescale inside the shock front, e.g. PNS mass, the system may
be safely represented by steady shock solution. Due to supersonic flow velocity, the pre-
shock region is independent of inner boundary condition and relies on only the history of
outside the shock. If one impose steady flow under spherical symmetry, the upstream flow
state corresponds to the past history of downflow state. The physical variables, e.g. density,
velocity, internal energy and pressure, behind shock are associated with the preshock region
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Figure 3.11: An illustration of numerical treatment for steady shock solution.

and satisfy Rankin-Hugoniot jump conditions;

ρpostvpost = ρprevpre (3.12)

ρpostv
2
post + Ppost = ρprev

2
pre + Ppre (3.13)

vpost

(
ρpost

v2post
2

+ hpost

)
= vpre

(
ρpre

v2pre
2

+ hpre

)
(3.14)

where ρ, v, P and h are density, radial velocity, pressure and enthalpy, respectively while
the suffixes “post” and “pre” indicate the position of variables. Here, the shock velocity is
identified as 0 since it is assumed as stalled shock.

In order to construct the steady shock solution, we assume mass accretion rate Ṁ and
neutrino luminosity Lν as two parameters and have first started compuatation from outer
boundary region (radius, r ∼ 500 − 1, 000km) where the mass accretion rate is given and
are almost constant up to neutrino sphere. The equations are given as following relations
(see [482]);

4πr2ρvr = Ṁ, (3.15)

dMr

dr
= 4πr2ρ, (3.16)

vr
dvr
dr

+
1

ρ

dp

dr
+
GM

r2
= 0, (3.17)

vrρT
dS

dr
= q̇, (3.18)

vrn
dYe
dr

= λ, (3.19)

vr
dYi
dr

= fi(ρ, T, Yk) (3.20)

where r, vr, ρ, P , S, Ye and n denote the radius, radial velocity, density, pressure, entropy
per unit mass, electron fraction and baryon number density, respectively; Ṁ , G and Mr are
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the mass accretion rate, gravitational constant and mass enclosed in the sphere of radius r,
respectively; q̇ and λ are the heating and reaction rates due to the reactions with neutrinos,
respectively.

If r ≤ rsh, the heating and reaction number rates can be decomposed accordingly as

q̇ = q̇ep − q̇νn + q̇e+n − q̇ν̄p, (3.21)

λ = −λep + λνn + λe+n − λν̄p. (3.22)

otherwise q and λ are zero. The subscripts represent the left hand side of neutrino-nucleon
reactions (see the next section). The neutrino is emitted from the inner boundary where
PNS surface is located and the condition ρ = 1011g/cc is imposed. The subscripts denote
parent elements of weak interaction reaction.

The basic equations from eq. (3.15) to (3.20) correspond to mass, momentum and energy
conservations, electron fraction and nuclear abundance evolutions, respectively. One of our
improvment from previous research [481] is the proper treatment of chemical component,
the last line of above equation set, above the stalled shock front. The abundances change
gradually until they reach r ∼ 200− 300km and suddenly transform to iron or 4He which
has been already seen in our core collapse calculaitons. It should be noted that the neutrino
reactions are turned off in this pre-shock region due to the absence of nucleon.

After solving the super sonic regime, the physical properties right behind the shock front
is determined by Rankin-Hugoniot equations (see eq. 3.12-3.14) and, because of its high
tempearature (T ≳ 1010K), nuclear reaction are completely chemical equilibrium, i.e. NSE
approximation is assured. The basic equations are slightly changed in energy conservation
(eq. 3.14) due to the presence of neutrino heating and cooling and chemical abundance
evolutions are neglected.

The electron and anti-electron type neutrino sphere radius, rνe, ν̄e and temperature,
Tνe, ν̄e are given as parameters and choosen to reproduce those obtained from realisitic
simulation [411, 304]. As a result, the evolution of neutrino sphere properties, rν and Tν ,
is related to Ṁ since we characterized the mass accretion rate as function of post bounce
time.

To obtain the steady shock solution for the given parameter set (Ṁ , Lν), we first give

the initial guess of shock radius, r
(i)
sh , and carry out the computations until density at the

inner boundary satisfies ρ = 1011 g/cm3.
The procedure of steady shock solution construction is drawn in Fig. 3.11. First, set

nuclear properties such as mass, charge and neutron number, binding energy, spin and
partition function for selected species. Next, choose luminosity, Lν , and post bounce time,
tpb, as well as initial guess of shock radius r

(0)
sh which is usually given as 100km. The

collapse profile for selected progenitor models at tpb provide density, velocity, entropy,
electron fraction and chemical abundances at r = 500km. Since the flow is steady, mass
accretion rate is easily calculated from ρ and vr. In order to solve the ODEs, three steps
are carried out. Starting from rout = 500km, initial values are known so that the basic
equaitons are immediately solved toward the shock position under no neutrino interaction,
i.e. entropy and Ye are unchanged during this upstream flow, since there are neither proton
nor neutron outside the stagnent shock. It should be noted that self-gravity is included in
gravitational field. When the radius reached r = rsh, one has to obtain the discontinuous
values, e.g. ρpost, Spost and Ye,post from Rankin-Jugoniot relation (eq. 3.12-3.14). Already
knowing the complete preshock states, vsh = 0 and

vpost =
ρpre
ρpost

vpre, (3.23)

78



one only need to solve ρpost and Spost. The two postshock variables are updated until the
mometum and energy conservation are accurately fulfilled. After solving Rankin-Jugoniot,
same procedure as those in preshock region carried out except for the presence of neutrino
interaction. The postion and temperature (mean energy) of neutrino are function of post
bounce time.

ODEs are solved until density reaches ρ(r) = 3.0 × 1011g/cm3. If the neutrino sphere
density is not matched accurately with the condition, rsh is updated to

r
(n+1)
sh = r

(n)
sh +

drsh
dρin

∆ρin (3.24)

and repeat the calculation until they converge.

3.4 Light bulb approximation for neutrino heating

The realistic treatment of neutrino is extremely delicate (as one may has already seen
in appendix B) and apparently uncontrolable. Furthermore, since other physics are also
tightly entangled, the neutrino transportsolver doesn’t suit for carrying out experimental
researchs of physical properties in some cases. By alternative approaches, the light bulb
approximation or analytic neutrino source terms, q+ ∝ r−2 and q+ ∝ r−6, are rather simple
and convienent so that shock revival can easily obtained [481, 121, 325, 291, 193, 344, 108,
131, 77, 152].

In this paper, I employed the light bulb approximation which is established on the
assumptions that neutrino obeys Fermi-Dirac distribution and travels through matters as
free streaming emisson from PNS. In this case, the average neutrino energy and flux factor
are given by hand. As for the neutrino reactions, we take into account only the emission
and absorption on free nucleons;

p+ e− ⇌ νe + n, (3.25)

n+ e+ ⇌ ν̄e + p. (3.26)

The chemical potentials are assumed to be zero for simplicity. In evaluating the heat-
ing and cooling of matter by neutrino absorptions and emissions, we employ the local
distribution function of neutrino given by the following expression:

f(r, ε) =
C(r)

1 + exp(ϵ/kBTν)
, (3.27)

where kB is the Boltzmann’s constant and the normalization factor, C(r), is determined so
that the local number density of neutrino, nν(r), is given by the following relation:

Lν = 4πr2 nν(r) · ⟨εν⟩ · ⟨µ(r)⟩, (3.28)

where the last factor, ⟨µ(r)⟩, is the flux factor that accounts for how quickly the angular
distribution becomes forward-peaked. We again employ the fitting formula given in [378]
for the radial dependence of the flux factor.

The neutrino reaction rates are calculated in almost same way in Ohnishi et al.(2006)
[325] but the flux factor, µ(r), is modified in the way proposed by Scheck et al.(2006) [378].
We should also stress that the effect of neutrino sphere evolution is considered in this paper
and fitted by the formulae described in [199, 195] (see the next two chapters for detailed
expressions).
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3.5 Dynamical calculation using ZEUS2D

Figure 3.12: The strategy of calculating hydrodynamics via ZEUS2D [402].

Throughout this paper I replace the time evolution inner boundary instead of solving
PNS interior and employ Newtonian equations of motion (see the later chapters). Not only
for the post-relaunch evolutions but also for the preparations of the initial conditions we
solve the following equations:

Dρ

Dt
+ ρ∇ · v = 0, (3.29)

ρ
Dv

Dt
= −∇P − ρ∇(Φ + Φc), (3.30)

ρ
D

Dt

(e
ρ

)
= −P∇ · v + q̇, (3.31)

DYe
Dt

=
λ

ρNA

, (3.32)

DYi
Dt

= fi (ρ, e, {Yk}), (3.33)

where ρ, P , v, e, Ye, Yi and NA are mass density, pressure fluid velocity, energy density,
electron fraction, number fraction of nucleus i and Avogadro’s number, respectively. We
denote the Lagrange derivative asD/Dt. Note that the energy density in Eq. (3.31) includes
the rest mass energy and the energy production by nuclear reactions are thus taken into
account.

In Eq. (3.30), it is expressed explicitly that the gravitational potential has two contri-
butions, Φ from the accreting matter and Φc from a central object, whose mass, Min, is
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a function of time and calculated by the integration of mass accretion rates at the inner
boundary of computational domain. They satisfy the following equations:

△Φ = 4πGρ, (3.34)

and

Φc = −GMin

r
, (3.35)

where G is the gravitational constant.
To handle these equations, an open source code called ZEUS2D [402, 159] is utlized

for calculating hydrodynamical calculations which employ staggered grids and the operetar
splitting method, i.e. the source term and advection term is decoupled. Since the precise
methodology is written in the original papers, I only highlight the modification from the
original code in this study. The flow chart of numerical treatment is illustrated in Fig. 3.12.
Firstly, MICCG method is employed Poission solver which is developed by H. Nagakura
[301]. Next, neutrino contribution is added as well as calculating pressure work and viscosty
in the source term so as to evolve eint and Ye. The advection of electron fraction and
chemical abundances are also taken into account. Finally, nuclear burning is implicitly
included in EoS and calculated in the last part of each intermediate time evolutions. The
way of EoS computation is addressed in section 3.1.3.
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3.6 Presupernova model construction

Figure 3.13: The precedures of constructing “toy” pre-supernova.
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Figure 3.14: The masses of Fe core and Si+S layer for the pre-supernova models with
11−40M⊙ by WHW2002. The left panel displays the Fe core masses, Mc, which have non-
monotonic changes between 1.2M⊙ and 1.7M⊙, whereas the right panel gives the masses of
Si+S layer, MSiS, which also show large fluctuations between 0M⊙ and 0.25M⊙.

As highlighted in chapter 2.4 and 2.5, progenitor dependence turns out to be one of
the most crucial ingredient in CCSNe theory. Numerical resolution also provide the wide
variations of progenitor fate in practical stellar evolution computation as well as physical
uncertainties. For instance, it is well known that the masses of Fe core and Si+S layer
are critically important for shock revival [46, 414] because both of them affect one way or
another the neutrino luminosity and mass accretion rate, the main controlling parameters
of the stagnant shock wave. They are notoriously stochastic as a function of the stellar
mass, though. Fig. 3.14 illustrates this, showing the masses of Fe core and Si+S layer for
various pre-supernova models with 11− 40M⊙ taken from Woosley et al.(2002) [474] (here
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after WHW2002). It is evident that neither the iron core mass, Mc, nor the Si+S mass,
MSiS, is a monotonic function of the progenitor mass.

If we pay attention, however, to the entropy, S, and electron fraction, Ye as a function of
density inside the Fe core, which is defined hereafter to be the central region in NSE, those
apparently diverse progenitors can be nicely categorized into three groups as demonstrated
for the same pre-supernova models in Fig. 3.15. The first group is characterized by the
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Figure 3.15: The entropy and electron fraction inside the core as density functions for 11-40
M⊙ pre-supernova stages from WHW2002 models. The left panel shows the low entropy
group (only 2 progenitor) labeled ”L”. Here kB is the Boltzmann’s constant. On the other
hand, the right panel shows the high entropy group (8 progenitor) labeled ”R”. The rest of
the progenitors are labeled as medium entropy group, ”M”. The color contour illustrates
the zero-age main sequence mass of each model.

relatively low entropies, i.e., S < 1.75kB at the edge of the Fe core and is plotted in the
left panel with the label ”L”. Here kB is the Boltzmann’s constant. On the other hand,
the right panel shows the models, which have rather high entropies, 2.3kB < S at the edge
and are referred to the label ”H”. In between fall most of the pre-supernova models as
demonstrated in the middle panel labeled with ”M”. They are conveniently characterized
by the moderate entropies of 1.75kB ≤ S ≤ 2.3kB at the edge of Fe core. The important
thing is that the members of each group seem to obey approximately the same ρ− S and
ρ− Ye relations irrespective of their Fe core masses. One may complain that the boundary
between groups ”M” and ”H” is rather blurred as long as the value of the entropy at the
edge of Fe core is concerned. Note, however, the different locations of the jump in the
entropy distributions between the two groups: it occurs at a lower density for group ”H”
than for group ”M”. It is also mentioned that the members of group ”H” have larger
compactness ξ2.5 [321, 407] and may form a black hole instead of a neutron star.

It is found from Fig. 3.15 that S and Ye as functions of ρ have some features in common
among these groups: plotted as in the figure, they are almost linearly increasing from the
central point of star corresponding to the right ends of lines until a certain point, where
the S and Ye jump nearly discontinuously; the positions of the latter points are different
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among the three groups as mentioned already and mark the locations, at which the shell
Si burning once took place. It induced violent convection outside the shell and produced
almost homogeneous entropy and Ye distributions there, which were later bent downwards
at smaller radii by electron captures on nuclei during the subsequent phase. The resultant
distributions of S and Ye are approximated by parabolic functions quite well. Inside the Si-
burning shell, on the other hand, matter stratification is stable against convection mainly
due to efficient neutrino cooling in the central region. As a result the linear distributions
just mentioned are obtained there for S and Ye. These functional relations are later used
to build the toy model.
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Figure 3.16: The central density distribution among the various core masses in 11-40 M⊙.
Although there are several scatters, the strong correlation is shown in the relation between
the two, The color contour represents zero-age main sequence (ZAMS) mass. The black
dotted line represents the central density as the function of iron core mass employed in this
paper (see eq. 5.1).

We also point out the correlation between the central density and the mass of Fe core
as shown in Fig. 3.16 although there are some scatters: massive cores tend to have smaller
central densities just prior to collapse. This is mainly because of the generic trend that
the more massive the core is, the higher the entropy becomes due to the shorter life time
and, as a consequence, the less efficient neutrino cooling. We will use this correlation in
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the following when we construct the toy model.
It is stressed again that the purpose of the toy model is to reproduce key features

commonly observed in the massive star structures just prior to collapse, simultaneously
leaving some degree of freedom to modify them rather arbitrarily for systematic studies.
We might thus be able to suggest a feature or features that may be essential to robust
shock revival but may have somehow eluded the current stellar evolution theory. In this
series of papers, we will study the effects on shock revival of various features in the massive
star structures reproduced by the toy model one after another. In this first paper, we
pay particular attention to the masses of the iron core, Mc, and of the Si+S layer, MSiS,
which certainly play major roles in the neutrino heating mechanism, dictating the neutrino
luminosity and accretion rate, the two key parameters in the mechanism. Other features
may be equally or more important and will be investigated in the forthcoming paper.

Among three groups we focus on group M in this paper, since it is the largest group, to
which most of the progenitor models we show in Fig. 3.15 belong, and it is hence supposed
to represent the canonical progenitor of CCSNe. We then use the following parametrization
for the entropy S and electron fraction Ye as functions of ρ:

S(ρ) =





(S1 − S0)

(log ρ1 − log ρ0)
· (log ρ− log ρ0) + S0 (ρ ≥ ρ1),

(S2 − S3)

(log ρ2 − log ρ3)2
· (log ρ− log ρ3)

2 + S3 (ρ ≤ ρ2),

(3.36)

Ye(ρ) =





(Ye1 − Ye0)
(log ρ1 − log ρ0)

· (log ρ− log ρ0) + Ye0 (ρ ≥ ρ1),

(Ye2 − Ye3)
(log ρ2 − log ρ3)2

· (log ρ− log ρ3)
2 + Ye3 (ρ ≤ ρ2),

(3.37)

in which ρ1 = 108.5g/cm3 and ρ2 = 108.4g/cm3 specify the region, where the jump occurs,
whereas other parameters determine the shapes of the functions and their values are set
to ρ0 = 109.8g/cm3, ρ3 = 107.1g/cm3, S0 = 0.70kB, S1 = 1.50kB, S2 = 2.00kB, S3 = 2.30kB

and Ye0 = 0.435, Ye1 = 0.467, Ye2 = 0.465, Ye3 = 0.482. In the transition region between
ρ1 and ρ2, S and Ye are interpolated linearly in log ρ. Fig. 3.17 displays the resultant
relations (black dotted lines) between S and ρ in the left panel and between Ye and ρ in
the right panel together with the 30 pre-supernova models from WHW2002 (colored solid
line), which consist of group ”M”. It is clear that the essential features of the group are
well reproduced.

Next we shift our attention to outer layers. We begin with the Si+S layer that neighbors
the Fe core. The important feature of this layer is that nuclei are no longer in NSE but
the temperature is still high enough to maintain the so-called quasi-statistical equilibrium
(QSE) [178], in which the Fe group, Si group and another group of lighter elements sep-
arately establish chemical equilibrium among the elements belonging to each group. We
hence have the following relations among the chemical potentials of various elements:

µiFe = µNi + (NiFe − 28)µn + (ZiFe − 28)µp, (3.38)

µjSi = µSi + (NjSi − 14)µn + (ZjSi − 14)µp, (3.39)

µkL = NkL µn + ZkL µp, (3.40)

where µ, N , Z denote the chemical potential, neutron number and proton number of the
nuclei specified by the subscript: iFe, jSi and kL specify the member of the Fe, Si and
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Figure 3.17: Same as Fig.3.15 but selecting only the group ”M” adding our model profiles.
The black dashed lines in two panels are analytical functions employed in the current paper
(see eq.3.36, 3.37 and details in the text).

light-element groups, respectively, whereas p and n stand for the free proton and neutron,
respectively. Note that only the chemical potentials of 56Ni, 28Si, neutron and proton
are independent, which is analogous to NSE, in which the chemical potentials of nucleons
are sufficient to give the entire chemical abundance. These four independent chemical
potentials are determined by specifying the baryon density, total proton proton fraction as
well as the mass fraction of the silicon group, XSi−G, and the proton fraction in the silicon
group, which is set to 0.5 as a good approximation. In this paper XSi−G is assumed to be
expressed as a simple linear function of temperature as follows:

XSi−G =





ϵ0 (4.5 ≤ T9),

1− ϵ0 − (1− 2ϵ0) · (T9 − 3.5) (3.5 ≤ T9 ≤ 4.5),

1− ϵ0 (T9 ≤ 3.5),

(3.41)

where T9 = T/109K and ϵ0 = 2.0× 10−3. We also assume that the charge fraction in each
group is 0.5. We adopt constant entropy and electron fraction distributions in this layer
for simplicity.

The treatment of other outer envelopes, in which no chemical equilibrium is established
even approximately, are simplified further: homogeneous distributions of entropy, electron
fraction and chemical abundance are assumed in each of these layers. This is not so bad an
approximation, though, since convection once prevailed in most of these layers, making the
entropy and chemical abundance uniform there. We take the typical values from WHW2002
(see Table 3.1).

As explained shortly, since we solve the hydrostatic equations to build the toy models,
we assume the continuity of pressure at their boundaries. The parameter values we choose
are further constrained if one were to calculate the evolutions of chemical abundances
later, since the time scale of nuclear reactions, τnuc = max

k
Yk/Ẏk, should be longer than the

86



dynamical time scale, τff =
√
r3/GMr in every layer. Note that τnuc may be shorter than

the typical time for the consumption of nuclear fuel owing to the rises of density by core
contraction, especially in silicon and oxygen-neon-magnesium layers.

As already mentioned repeatedly, the toy models are obtained by solving the hydrostatic
equations for non-rotating, spherically symmetric stars. We do not solve the equation for
energy generation and transport, which normally determines the temperature profile in the
stellar interior. Instead the functional relations described above are employed in the Fe core
and the constant S and Ye distributions are adopted in the outer layers. As for the chemical
abundances, NSE and QSE are assumed in the Fe core and Si+S layer, respectively. Further
outside, uniform distributions of various elements are assumed. Then the basic equations
for the NSE core are given as

dr

dMr

=
1

4πr2ρ
, (3.42)

dρ

dMr

= −(1− fP ) · GMr

4πr4
/ ((

∂P

∂ρ

)

S,Ye

+

(
∂P

∂S

)

ρ,Ye

dS

dρ
+

(
∂P

∂Ye

)

ρ,S

dYe
dρ

)
, (3.43)

where r, Mr, P are radius, mass coordinate, pressure, respectively. fP is a parameter to
allow for some deviation from the complete hydrostatic equilibrium, which is commonly
the case for realistic progenitor models provided by stellar evolution calculations, in which
gravitational contraction has already sets in. It is assumed to be given by the following
form

fP = 0.05 exp
(
−0.5 (log(ρ)− 7.2)2

)
, (3.44)

which is found to fit the realistic progenitor models of different masses that have entered
the collapse phase. As for the outer envelopes, the basic equations are essentially the same
except the piecewise constant S, Ye and element distributions as well as fp = 0. Since the
layer boundaries are contact surfaces, pressure is assumed to be continuous there.
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Table 3.1: Parameter sets used in toy presupernova stage construction.

core QSE Si+S+O O+Mg+Si O+Ne+Mg C+O C+O+He He

M [M⊙] Mc MSiS 0.36-MSiS 0.09 2.21-Mc 0.15 ≳ 0.10 ≲1.10
S [kB/nuc] eq.3.36 3.3 4.0 5.0 5.9 6.5 7.6 12.0
chemical XSi = 0.45, XO = 0.80, XO = 0.70, XC = 0.20, XC = 0.30, XHe = 1.00

abundance NSE QSE XS = 0.35, XMg = 0.15, XNe = 0.25, XO = 0.80 XO = 0.60,
Xk XO=0.20 XSi = 0.05 XMg = 0.05 XHe = 0.10

Note: In this paper we pay attention mainly to the core mass, Mc = 1.3, 1.4, 1.5M⊙ and Si+S layer mass, MSiS = 0.09, 0.18M⊙.
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Chapter 4

Post-shock-revival evolutions in the
neutrino-heating mechanism of
core-collapse supernovae

4.1 Setup

4.1.1 Outline

Before going into the details of our model building, we give a brief description of what we
are going to do, emphasizing the underlying ideas.

We are interested in what happens after the relaunch of the stalled shock wave. The
investigations in this paper are of experimental nature. We assume that the neutrino
heating mechanism works successfully, which implies that the neutrino luminosity and
accretion rate should be located on the critical curve just at the shock revival. Exactly at
which point on the curve the shock is relaunched is still uncertain as mentioned earlier,
however. We hence take the neutrino luminosity (or equivalently the accretion rate) at the
shock revival as a free parameter and vary it arbitrarily to see how the ensuing physical
processes are affected. We prepare a couple of initial conditions, which correspond to
the points for different neutrino luminosities on the critical curve. We then solve the
hydrodynamical equations together with nuclear reactions in 1D (spherical symmetry) and
2D (axial symmetry) to obtain the ensuing evolutions. See Section 4.1.3 for more details
on how to trigger the shock revival.

We do not solve the evolution of the central high-density region, in which a proto-
neutron star sits, but replace it by appropriate inner boundary conditions. The temporal
variation of mass accretion rate is obtained by the computation of the infall of a realistic
stellar envelope after the loss of pressure support at the inner boundary and is employed for
the preparation of the initial states and subsequent hydrodynamical simulations. This also
enables us to use the mass accretion rate as a clock. We follow the post-revival evolutions
long enough so that the so-called diagnostic explosion energy is settled to the terminal
value. Integrating the heating rates both by neutrino absorptions and nuclear reactions,
we also obtain each contribution to the explosion energy. The nuclear reactions are divided
into the recombinations of free nucleons to heavy nuclei and the explosive nuclear burnings
and we estimate their contributions separately. We further distinguish the recombinations
that occur in the nuclear statistical equilibrium (NSE) and those out of equilibrium. By
so doing, we can pin down what contributes to the explosion energy in what proportions.
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We can also find the dependence of the results on the timing of shock relaunch as well as
the dimensionality of dynamics.

In the following we give the details of our modeling. The basic equations, input physics
and numerical methods are described first. Then the preparation of the initial conditions,
which requires multiple steps to avoid full computations of the collapse to bounce to shock
stagnations, will then be presented in detail.
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As already mentioned, in this entire paper we concentrate on this canonical model.
The dependence of the results on the progenitor structures and the details of our modeling
will be reported elsewhere. Note that according to the recent observations [391, 388, 394]
of core-collapse supernovae as well as their progenitors, the 15M⊙ star may be a typical
progenitor of Type-II supernovae. Hence, we first adopt a 15M⊙ progenitor model computed
by Woosley & Heger(2007) [473]. The profile just prior to collapse is shown in Fig. 4.1.
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Figure 4.1: The initial profile of the 15M⊙ progenitor with the iron core of MFe = 1.4M⊙.
The density (red solid line) and temperature (green solid line) as well as mass fractions of
some representative nuclei (solid dotted lines) are shown.
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4.1.2 Step 1: 1D simulation of the infall of envelope

We now proceed to the description of the first step in the preparation of initial models.
The aim of this step is to sample the mass accretion rates as a function of time together
with the changes in the structure and composition of the envelope. For this purpose we
perform a 1D simulation of the spherically symmetric implosion of the stellar envelope.
We excise the interior of r = 60km and replace it with the inner boundary, at which we
impose the free inflow condition. Since no bounce occurs in this simulation, no shock wave
emerges. Note that what we need is the accretion rate and the structure outside the stalled
shock wave, which would be produced and stalled somewhere inside the core in reality and
that they are unaffected by what happens inside the shock wave, since they are causally
disconnected. The location of the inner boundary is chosen so that they would always
reside inside the shock wave.

We deploy 500 grid points to cover the region extending up to r = 2× 105km. This is
large enough to ensure that matter outside the outer boundary does not move essentially
for ∼ a second during this stage. The weak interactions are turned off for this computa-
tion, since the they are indeed negligible in the infalling envelope. Note again that the
computational results for the region that would be engulfed by the shock wave in reality
are irrelevant and do not have any consequence on the results outside. Hence the neglect
of neutrino heating and cooling is completely justified. The nuclear reactions for the 28
nuclei, on the other hand, are computed for the region with T < 7 × 109K to follow the
change in chemical composition and take account of its influence on the hydrodynamics
during the implosion. The NSE composition is calculated for higher temperatures.

We show the results in Fig. 4.2. In the upper panel we show the mass accretion rate,
Ṁ = 4πr2ρvr, as a function of radius for different te, which is the elapsed time from the
beginning of collapse. It is seen that the rarefaction wave generated by the inflow at the
inner boundary propagates outward, triggering the infall of matter at large radii. After
te ∼ 300ms the accretion rates at r ≲ 500km become independent of radius. This implies
that the flows in this region can be approximated by steady accretions. The region is
actually expanded outward gradually. The lower panel shows the accretion rates at three
different radii as a function of time. As pointed out right now, they coincide with each
other after te ∼ 300ms. Before this time, on the other hand, the accretion rate is higher
at smaller radii. There appears a peak at te ∼ 180ms , which is rather insensitive to the
radius. From a comparison with realistic simulations [198], we find that this time roughly
corresponds to the core bounce. We hence refer to as the time elapsed from this point
as the post-bounce time hereafter, i.e, tpb ≡ te − te(p), where te(p) denotes as the time of
peak accretion rate. In the same panel we also show the mass that has flown into the
inner boundary by the given time, to which we refer as the proto-neutron star (PNS) mass
(MPNS). In the bottom panel we present the time evolution in the plain of mass accretion
rate and PNS mass.

The evolutions of the chemical composition together with the density, velocity and
temperature are displayed in Fig. 4.3. In the left column the density and velocity are
shown for three different post-bounce times (tpb). As the time passes, the density at a
fixed radius decreases monotonically whereas the inflow velocity gets larger. The outward
propagation of the rarefaction wave is also recognized in the figure, which is exactly how
the implosion of envelope proceeds. In the right column, the chemical composition and
temperature are presented for the same tpb. The temperature at a fixed radius is in general
a decreasing function of time. It is observed that heavy elements are advected inward. In
addition, the changes in composition by nuclear burnings are also taken into account in
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this figure.
We employ these results not only at the next step in the preparation of initial conditions,

which we will describe in the next section, but also for the simulations of the post-relaunch
evolutions, the results of which will be presented in § 5.3.
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profiles of Ṁ for different elapsed times, te. The lower panel displays the time evolutions
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Figure 4.3: The evolutions of the chemical composition as well as density, velocity and tem-
perature. In the left column the density (red line) and velocity (green line) are displayed for
three different times, tpb = 200, 400 and 700ms, respectively. In the right column, the abun-
dances of some representative nuclei (solid dotted lines) are shown with the temperature
(solid line) for the same three times.
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4.1.3 Step 2: search of critical luminosities

The aim of this step is to construct the critical steady accretion flows with a standing
shock wave for the mass accretion rates obtained in step 1. It is important here to define
unambiguously the critical point for a given accretion rate, since in this paper it is not meant
for the flow with the luminosity, above which no steady accretion flow exists [52]. Instead
we define it to be the flow, in which the stalled shock wave is actually relaunched within a
certain time. This is because the shock revival normally occurs owing to hydrodynamical
instabilities even in 1D before the luminosity, above which no steady accretion is possible, is
reached. Hence we determine the critical point hydrodynamically by following the growths
of the instabilities for initially spherically symmetric and steady accretion flows.

We hence adopt a two-step procedure. In the first step, we construct a sequence of
spherically symmetric and steady accretion flows with a standing shock wave for a given
mass accretion rate. We solve Eqs. (3.29)-(3.33) in 1D, dropping the Eulerian time deriva-
tives. At the shock wave, we impose the Rankine-Hugoniot jump conditions. The nuclear
reactions and weak interactions that are described in chapter 3 are fully taken into account.
The outer boundary of the computational domain is set to 500km and the values of various
quantities are taken from the results of Step 1 at the times that correspond to the given
mass accretion rates (see the bottom panel of Fig. 4.2). As already mentioned in section
8.4, we impose the two condition for inner boundary which is regarded as neutrino sphere
surface; one is that the density fulfill ρ = 1011g/cm3 and the other is the location of sphere
contract toward center. Therefore, the radius of neutrino sphere is a function of time and
is assumed in this paper to be given as follows [378]:

Rν(t) =
Rν,i

1 + (1− exp(−t/tc))(Rν,i/Rν,f − 1)
, (4.1)

where Rν,i and Rν,f are the initial and final values, respectively, and tc is the character-
istic time scale. They are set to be Rν,i = 58km for νe, 52km for ν̄e, Rν,f = 15km and
tc = 800ms. The temperatures, Tν , in the Fermi-Dirac distributions for the electron-type
neutrino and anti-neutrino are chosen so that their average energies would be ⟨ενe⟩ =
20− 8.0× (1/2)t/200msMeV and ⟨εν̄e⟩ = 23− 8.0× (1/2)t/200msMeV [411].

We cover the computational region with 300 grid points. As the neutrino luminosity is
increased, the location of the standing shock wave is shifted outwards and at some point the
steady solution ceases to exist. As mentioned already, however, we do not need to search
that point, since the shock revival occurs earlier owing to the hydrodynamical instabilities.
We do need to identify this point, to which we refer the critical point in this paper, in the
second step.

The hydrodynamical simulations are performed both in 1D and in 2D in the second
step. As mentioned just now, these computations are used to judge whether the spherically
symmetric, steady accretion flows, which are obtained in the first step, induce shock revival
by the hydrodynamical instabilities. The nature of the instabilities are different between 1D
and 2D: in 1D radial oscillations become over-stabilized at some luminosity, which is lower
than the one, at which the steady flow ceases to exist [325, 108]; in 2D, on the other hand,
the non-radial instability called SASI occurs even earlier on [483]. Hence in reality the
latter will be more important. We think that 1D models are still useful to understand the
physical processes that occur after the shock relaunch as well as to elucidate the differences
caused by the dimensionality of hydrodynamics.

We solve numerically Eqs. (3.29) - (3.33) with all the time derivatives turned on. Both
the input physics and radial grid are identical to those employed in the first step, in which
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Figure 4.4: The critical neutrino luminosities in 1D and 2D as a function of the post-bounce
time.

the steady accretion flows are calculated. In 2D simulations we deploy 60 grid points in
the θ−direction to cover 180◦ and add random 1% perturbations to the radial velocity to
induce SASI. In these simulations we fix both the outer and inner boundary conditions and
follow the evolution for 200ms. If the shock wave reaches the outer boundary located at
r = 500km within this period, we judge that the shock is successfully revived. The reason
why we fix the boundary conditions is that if the shock revival occurs at a certain time,
the instabilities should have reached the nonlinear stage by that time but the growth of
the instabilities takes some time. For each mass accretion rate we determine the minimum
luminosity for the successful shock revival within a few percent and refer to it as the critical
luminosity. In 1D the shock relaunch is preceded by the growth of radial oscillations (not
shown in the figure) whereas the non-radial modes with ℓ = 1, 2 are followed by the shock
revival in 2D. Here ℓ stands for the index of spherical harmonics in the expansion of unstable
modes. In Fig. 4.4 the critical luminosities are presented both for 1D and 2D as a function
of mass accretion rate. It is evident that the critical luminosity is decreasing function of
mass accretion rate and it is reduced in 2D, both of which are well known [325, 291].
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4.1.4 Step 3: computations of post-relaunch evolutions

In this section we give some details of the 1D and 2D hydrodynamical simulations of post-
shock-revival evolutions. We continue the computations of step 2 for the models with
the critical luminosities. We first map the results to a larger mesh that covers the region
extending from the neutrino sphere to the radius of r = 2 × 105km. In all 1D models
we computed the post-revival evolutions for ∼ 2s, which is found to be long enough to
estimate the explosion energy. In fact, we follow the evolutions for two 1D models until the
shock reaches the stellar surface, which is located at r = 5×108km. In those simulations we
expand the mesh twice as the shock propagates outward. The inner boundary is also shifted
to larger radii, to r = 103km for the first re-griding and to 104km for the second expansion,
so that we could avoid too severe CFL conditions on the time step. We confirmed that these
shift of the inner boundary do not violate the energy conservation in ejecta by more than
0.1%. We also performed long simulations in the similar way (see section 4.2.4) for three 2D
models in order to determine the asymptotic ejecta mass accurately. In all simulations we
employ non-uniform 650 radial grid points in 1D and 500 points in 2D. In 2D simulations,
60 grid points are distributed uniformly in the θ−direction to cover the entire meridian
section.

The outer boundary condition poses no problem this time, since it is located at a very
large radius. We just impose the free in-flow/out-flow condition there. The inner boundary
conditions are a bit more difficult. We assume the time evolution of neutrino luminosity is
given by

Lν(texp) = Lν,c · exp(−texp/800ms), (4.2)

where texp is the time elapsed from the shock relaunch and Lν,c is the critical luminosity
obtained in Step 2. We fix the density, pressure and velocity at the ghost mesh point at
the inner boundary when matter is flowing inward. When matter begins to flow outward,
i.e. the transition to the neutrino wind phase occurs, those quantities are extrapolated
from the innermost active mesh point to the ghost mesh point except when the entropy per
baryon tends to be too high, in which case we put the upper bound of s = 100kB to the
entropy per baryon and the density is adjusted. These prescriptions are applied to each
angular grid point at the inner boundary for 2D simulations.

We investigate seven 1D models, for which the stalled shock is relaunched at tpb = 200,
300, 400, 500, 600, 700 and 800ms. Note that tpb has a one to one correspondence with
the mass accretion rate, which is shown in Fig. 4.2. Five 2D simulations are performed, in
which the shock revival is assumed to occur at tpb = 200, 300, 400, 500 and 600ms. See
Fig. 4.4 for the critical luminosities in these models. The input physics, such as nuclear
and weak interactions, are the same as those employed in the second step of Step 2. The
results of all the computations in this step will be presented in the next section first for
the 1D models and then for the 2D cases.
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Figure 4.5: The density (red solid line), temperature (green solid line) and mass fractions
of representative nuclei (solid dotted lines) for the 1D fiducial model as a function of radius
at four different post-relaunch times, texp =20, 100, 150 and 500ms, respectively. The last
snapshots show 56Ni production (purple) and α-rich freeze-out (blue). One can also see in
the last panel the 28Si production (dark green) by the O-burning (magenda).

4.2 Results

4.2.1 Spherically symmetric 1D models

The evolution of the fiducial model

We first describe in detail the evolution of the 1D model, in which the shock relaunch
is assumed to occur at tpb = 400ms. This corresponds to the time, at which the mass
accretion rate is 0.53M⊙/s. The critical luminosity in 1D is 5× 1052erg/s.

In Fig. 4.5 we show the density, temperature and mass fractions of representative nuclei
as a function of radius for four different times. In the upper left panel the profile at texp =
20ms after the shock relaunch is displayed. The shock is still located around r = 500km.
The post-shock temperature is T ≳ 1MeV, so high that the nuclei, mainly 28Si, flowing
into the shock are decomposed to α particles, which are further disintegrated into nucleons
immediately. The post shock composition is perfectly described by NSE. At texp = 100ms
the shock reaches r ∼ 2, 000km but is still inside the Si layer as seen in the upper right panel.
The post-shock matter is mainly composed of α particles, which are not disintegrated any
more owing to the lower temperature, T ∼ 7× 109K. Another 50ms later, the shock enters
the Oxygen layer (see the lower left panel). Now 56Ni emerges just behind the shock wave.
This is mainly due to the recombination of α particles, which will be evident shortly. The
post-shock temperature is T ∼ 5× 109K and matter is beginning to be out of NSE. In the
lower right panel we present the profile at texp = 500ms. At this time, the temperature is
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T ∼ 2× 109K and matter is completely out of NSE and the nuclear reactions yield mainly
28Si. Much behind the shock wave some α particles are recombined to 56Ni. Slightly later
all nuclear reactions are terminated behind the shock wave, since the temperature does not
rise to high enough values by shock heating.
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Figure 4.6: The ejecta masses of proton (dark red line) , neutron (purple line), α (red line)
, 28Si (green line) and 56Ni (blue line) integrated over the post-shock region are displayed
as a function of the elapsed time, texp, for the 1D fiducial model. No fall back occurs and
the masses of 56Ni and 28Si are determined as early as texp ∼ 500ms.

In Fig. 4.6 we show the masses of proton, neutron, α, 28Si and 56Ni integrated over
the region inside the shock wave as a function of texp for the 1D fiducial model. In accord
with the description in the previous paragraph, α particles are the main yield of nuclear
reactions up to texp ∼ 100ms. The depletion of neutrons after texp ∼ 50ms implies that
the nucleons are recombined to α particles during this period. From texp ∼ 100ms to
texp ∼ 150ms, on the other hand, α particles are diminished while 56Ni is increase, which
means that the former is recombined to the latter. After texp ∼ 150ms α particles cease
to recombine any more and are frozen, and 56Ni and later 28Si are produced by nuclear
burnings. These results are obtained with the nuclear network with 28 nuclei (see chapter
3). In order to confirm that it is large enough, we conduct a larger network with 463 nuclei
as a post-processing calculation, employing the time evolutions of density, temperature
and electron fraction obtained by the simulation with the original network. The nickel and
silicon masses are 0.140M⊙ and 0.068M⊙ for the larger network, whereas they are 0.151M⊙
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and 0.071M⊙ for the standard case. Further more, the difference in the total mass of heavy
nuclei with A ≥ 48 is only 2.0 × 1.0−3M⊙ and the additional energy release from these
difference is estimated to be less than 1.0× 1049erg. These results imply that the original
network is appropriate.
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Figure 4.7: Total energy release by nuclear reactions as a function of mass coordinates. The
size of mass bin is 1.0× 10−3M⊙. The energy production rate is given by integrating over
the entire evolution. mass bins being taken as Three contributions, i.e., recombinations
in NSE (red line), those in non-NSE (green line) and nuclear burnings (blue line), are
distinguished.

The energy release by these nuclear reactions is presented in Fig. 4.7. We time-integrate
the energy production rate over the entire evolution as a function of mass coordinates. In
so doing, we distinguish the contributions of the recombinations from those of the nuclear
burnings. Moreover, the former is divided into two pieces, one of which comes from the
recombinations in NSE and the other from those in non-NSE. In the interior (≲ 1.75M⊙)
the recombinations start in NSE and end in non-NSE and there are hence two contributions.
In the slightly outer layer up to ∼ 1.8M⊙, on the other hand, the recombinations occur in
non-NSE conditions. Further outside (≳ 1.8M⊙) the nuclear burnings take their places. In
fact, the densities and temperatures that the matter in this region expansions are inside the
O-burning regime (see Fig.1 in Hix & Thielemann(1999) [178]). It is evident that the largest
energy release comes from the recombinations that occur in NSE and the contributions of
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the nuclear burnings are rather minor even after the integrated over the mass coordinate
for this particular model. This is a generic trend as will be shown later. There is a gap
between ∼ 1.75M⊙ and ∼ 1.8M⊙. This is a region, in which energy is not released but
absorbed. The main reaction in this region is the burning of 28Si to 56Ni. Some fractions
of 28Si are disintegrated to α particles, however. Although the latter is minor, the mass
difference between α and 28Si is much greater than that between 28Si and 56Ni. As a results
the energy suck by the decomposition overwhelms the energy release by the burning.

4.2.2 The evolution of diagnostic explosion energy

Understanding the evolutions of density, temperature, chemical composition as well as the
energy generations by nuclear reactions, we now turn our attention to the explosion energy.
Following the conventional practice, we define the diagnostic explosion energy of provisional
ejecta. At each grid point the total energy density, etot, is given by

etot = ekin + eint + egrav, (4.3)

where ekin = 1/2ρv2 is the kinetic energy density, eint denotes the internal energy density
and egrav = ρ(Φ + Φc) stands for the gravitational potential energy density. We judge
that the mass element at a certain grid point will be ejected if the total energy density
is positive, etot > 0, and if the radial velocity is positive (vr > 0) at a given time. Then
the diagnostic explosion energy is defined as a function of time to be the sum of the total
energy density times volume over the ejecta, which is just determined.

The diagnostic explosion energy changes in time indeed. In the early phase of shock
revival, the neutrino heating is the main source of the diagnostic explosion energy. As
the shock propagates outward, the neutrino heating becomes inefficient, since the mat-
ter to be heated is also shifted to larger radii, where the neutrino flux is lower, and the
luminosity itself becomes smaller as the time passes. It is also important that nucleons,
which are mainly responsible for the heating, are depleted as they recombine to α particles
and heavier nuclei as the temperature decreases. After the neutrino heating subsides, the
nuclear reactions are the main energy source. As described in the previous section, the
recombination of nucleons occurs at first and the nuclear burnings take their place later.
After all nuclear reactions are terminated owing to low temperatures, the diagnostic ex-
plosion energy decreases slowly since matter, which is gravitationally bound and hence has
negative specific energy, is swallowed by the shock wave. As the shock wave proceeds out-
wards, this contribution becomes smaller and the diagnostic explosion energy approaches
its asymptotic value, the actual explosion energy.

Figure 4.8 shows the time evolution of the diagnostic explosion energy for the 1D fidu-
cial model, in which the shock is relaunched at tpb = 400ms. The horizontal axis in the
figure is the time elapsed from the shock relaunch, texp. The diagnostic explosion energy
increases for the first ∼ 200ms. Then it decreases gradually and becomes almost constant
at texp ∼ 1s. Also displayed in the figure are the individual contributions to the diagnostic
explosion energy from the neutrino heating and nuclear reactions. As described in the
previous paragraph, the neutrino heating is dominant over the nuclear reactions initially
up to texp ∼ 120ms. Then the nuclear reactions become more important and raise the
diagnostic explosion energy to ∼ 1051erg at by the time texp ∼ 200ms in this particular
case. As indicated by the colored shades in the figure, the nuclear reactions are mainly the
recombinations until texp ∼ 150ms. The nuclear burnings follow until texp ∼ 300ms. The
asymptotic value of the diagnostic explosion energy is approached from above owing to the
engulfing of matter with negative energy by the outgoing shock wave.
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Figure 4.8: The time evolution of diagnostic explosion energy for the 1D fiducial model. The
individual contributions from the neutrino heating (green line) as well as nuclear reactions
(blue line) are also shown.

In order to confirm that the final explosion energy has been already reached in the
above computation, we continue to evolve this model until the shock wave reaches the
stellar surface. We shift both the outer and inner boundaries as mentioned in section 4.1.4
to avoid too severe CFL conditions at the innermost mesh point,. The result is presented in
Fig. 4.9. It is clear that the diagnostic explosion energy is essentially constant for texp ≳ 1s.
Also shown in the figure is the result for another model, in which the shock relaunch is
delayed until tpb = 800ms. The accretion late is ∼ 0.23M⊙/s and the critical luminosity is
∼ 3.3×1052erg/s for this 1D model. As is obvious from the figure, the asymptotic explosion
energy is considerably smaller, ∼ 1.1 × 1050erg, and we have to wait for ∼ 2s before the
diagnostic explosion energy is settled to the asymptotic value. This is a generic trend: as
the shock relaunch is delayed, it takes more time to reach the final explosion energy.

4.2.3 Systematics

In this section, we look into the results of other models and see how generic what we
have found so far for the fiducial model is. In Fig. 4.10 we show the asymptotic values of
diagnostic explosion energy for different models as a function of the shock-relaunch time.
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Figure 4.9: The long-term evolutions of diagnostic explosion energies for the 1D fiducial
model as well as for the model of the latest shock relaunch.

We can clearly see that the explosion energy is a monotonically decreasing function of
the shock-revival time. This is main due to the fact that the mass of accreting matter
gets smaller as the time passes and is nothing unexpected (see e.g. [378]). It is stressed,
however, this is the first clear demonstration of the fact with the nuclear reactions and
EOS being taken into account consistently in sufficiently long computations, in which the
diagnostic explosion energy is confirmed to reach the asymptotic value.

Also shown in the figure are the individual contributions to the diagnostic explosion
energy from the nuclear reactions and neutrino heating. Both of them also decrease as
the shock revival is delayed. It is found, however, that the contribution of the nuclear
reactions diminishes more rapidly. This is simply due to the fact that the temperature
rise by the shock passage is smaller in weaker explosions. Note that the explosion energy
are smaller than the sum of the two contributions, since the accretion of gravitationally
bound matter gives negative contributions to the explosion energy as mentioned already. It
should be also emphasized that the recombination energy is eventually originated from the
neutrino heating because the recombinations are necessarily preceded by the endothermic
dissociations of heavy nuclei that exist prior to collapse and those consumed energies are
replenished by neutrinos. The neutrino heating also plays a vital role to push the post-
bounce configuration to the critical point and further heat up matter until they become
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Figure 4.10: The asymptotic values of diagnostic explosion energy for all 1D models.

gravitationally unbound in the earliest phase of shock revival.
In Fig. 4.11 we further divide the contribution of nuclear reactions into those from the

recombinations in and out of NSE as well as from the nuclear burnings. Roughly speaking,
the re-assemble of nucleons to α particles occurs in the recombination in NSE and the
further recombinations to heavier nuclei proceed in the environment out of NSE. As can be
seen, all the contributions again decline as the shock relaunch is delayed. Regardless the
recombination that occurs in NSE is the greatest contributor. The recombinations, both in
and out of NSE, decline more rapidly than the nuclear burning and the latter contributes
more than the recombination out of NSE for the model, in which the shock revival occurs
at the latest time (tpb = 800ms) and the weakest explosion is obtained. The reason why the
nuclear burning declines more slowly is that the temperatures obtained by shock heating
is roughly proportional to the quarter power of the explosion energy.

Next we turn our attention to the synthesis of 56Ni, one of the most important ob-
servables in the supernova explosion. The synthesized mass of 56Ni is correlated with the
explosion energy [151]: the greater the explosion energy is, the more 56Ni is produced. This
is demonstrated in Fig. 4.12. In the upper panel we again present the asymptotic values of
the diagnostic explosion energy, which we simply refer to as the explosion energy here, as
a function of the mass accretion rate at shock relaunch. The corresponding shock-relaunch
times are given in the figure. In the lower panel, the mass of 56Ni in the ejecta is displayed
also as a function of the mass accretion rate at shock relaunch. The ejecta was defined
earlier to be the collection of the mass elements that have positive total energy density and
radial velocity (see section 4.2.2). The positive correlation between the explosion energy
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Figure 4.11: The individual contributions from the nuclear recombinations in NSE and
those in non-NSE as well as nuclear burnings to the explosion energy.

and the mass of 56Ni in the ejecta are evident.
In fact, 56Ni may be produced too much in these 1D models. The canonical explosion

energy (∼ 1051erg) is attained only by the models that relaunch the stalled shock wave rel-
atively early (tpb ≲ 400ms). On the other hand, the masses in the ejecta of 56Ni synthesized
for all these models are ≳ 0.15M⊙, which is substantially larger than the values estimated
from observations, ≲ 0.1M⊙ [391]. Note that the mass of 56Ni ejected by SN1987A is esti-
mated to be ∼ 0.07M⊙ and corresponds to the shock-relaunch time of tpb ∼ 600ms in our
1D model; this rather late shock revival gives only a weak explosion of ∼ 0.4 × 1051erg,
smaller than the most likely explosion energy (0.9× 1051erg) derived observationally [205]
. It is true that both of the observational estimates and the theoretical predictions pre-
sented here have uncertainties. In fact, the neutrino transport as well as evolutions of
proto-neutron star, which are neglected and roughly mimicked in this paper, are the main
source of uncertainties in the results shown above. We believe, however, that the general
trends would be unchanged even if more sophisticated treatments were adopted. The above
argument hence may be regarded as yet another reason that we do not believe that the 1D
neutrino heating works.

To better understand the origin of the overproduction of 56Ni we have done an ordinary
calculation of explosive nucleosynthesis as a post-process for the densities, temperatures
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Table 4.1: Comparison with an ordinary explosive-nucleosynthesis calculation.

Shock relaunch time Explosion energy Proto-neutron star mass 56Ni mass
[ms] [1051erg] [M⊙] [M⊙]

1D model thermal bomb 1D thermal bomb 1D thermal bomb
300 1.50 1.50 1.60 1.59 0.21 0.15
400 0.95 0 .94 1.67 1.64 0.15 0.086
500 0.50 0.60 1.70 1.73 0.10 0.043

and electron fractions obtained for the models presented above. In so doing, the so-called
thermal bomb method, in which thermal energy is deposited initially in the innermost
region, is employed [158]. The explosion energy and mass cut are chosen so that they agree
with those of the original models. Interestingly the calculation of explosive nucleosynthesis
consistently produces smaller amounts of 56Ni, which is given in Table 4.2.3. In fact, the
fiducial model reproduces the observational estimate for SN1987A much better, which is
just a coincidence though. Figure 4.13 compares the distributions of peak temperature
between the 1D fiducial model and corresponding thermal-bomb model. It is clear that the
fiducial model has a larger amount of mass elements that achieve high enough temperatures
to produce 56Ni. It seems to take the neutrino heating mechanism a greater thermal energy
to unbound the accreting envelope. This result may also be a caution in employing the
thermal bomb method in the explosive nucleosynthesis calculations.

In fact, Young et al.(2007) [489] discussed uncertainty in nucleosynthetic yields with 1D
spherically symmetric explosion models and showed that 56Ni evaluated with the piston-
driven model (Eexp = 1.2 ×1051erg) is larger by a factor of 2-3 than that with the thermal-
bomb model (Eexp = 1.5 ×1051erg) with the same remnant mass. Our 1D neutrino-driven
explosion models may be closer to the piston-driven explosion model than to the thermal-
bomb explosion model.

4.2.4 Axisymmetric 2D models

In the following we focus on the effect of dimension. In section 4.1.3 we already showed
that the critical neutrino luminosity is lowered in the axisymmetric 2D models than in
the spherically symmetric 1D model for the same accretion rate at the shock relaunch.
Performing 2D simulations further in Step 3, we are concerned with how and how much
the results we obtained for 1D models so far are modified in 2D cases.

The input physics for 2D simulations is essentially the same as for the 1D model except
for the perturbations added to the radial velocities with random magnitudes up to 1%
at the beginning of Step 2. We have investigated the models, in which the stalled shock
wave is relaunched at the post-bounce times of tpb = 200, 300, 400, 500 and 600ms. For
the models with tpb = 400, 500 and 600ms, we further extend the domain twice later up
to r = 2 × 107km as already mentioned. This is necessary to determine the mass of the
matter that eventually falls back. It turns out that the model with tpb =600ms fails to
explode, with all the shocked matter starting to falling back before the shock wave reaches
the He-layer. We also tested the numerical convergence in the model with tpb =400ms by
increasing the numbers of radial or angular grid points. We found that the higher ridial
resolution (700 mesh points instead of 500) does not make much difference. Incidentally,
this is also the case in 1D. On the other hand, the finer angular mesh (90 grid points instead

107



of 60) yields the explosion energy and 56Ni that are , respectively, 16% and 10% larger than
those for the standard resolution.

4.2.5 Dynamics of aspherical shock revival

We first look at the post-relaunch dynamics of the tpb = 400ms model, which is a 2D
counterpart to the 1D fiducial model. As shown in Fig. 4.14, which displays the contours
of entropy per baryon and mass fraction of 56Ni, the shock expansion is highly aspherical,
which was also demonstrated in e.g. [214, 325, 378]. The shock front is elongated in
the direction of the symmetry axis. The shock propagates more rapidly in the northern
hemisphere whereas matter attains higher entropy per baryon in the opposite hemisphere.
These features conform with the dominance of ℓ = 1, 2 modes owing to SASI. Here ℓ stands
for the index of Legendre polynomials, which are included in the eigenfunctions of linearly
unstable modes.

As mentioned in section 4.1.3, the shock revival occurs at a lower luminosity in the 2D
model (Lc = 4.2 × 1052erg/s) than in the 1D counterpart (Lc = 5.0 × 1052erg/s). Unlike
the 1D case, some matter continues to accrete, forming down drafts particularly in the
equatorial region, until much late times after the shock revival. As a consequence the
(baryonic) mass of neutron star is larger in the 2D case (∼ 2.1M⊙) than in the 1D case
(∼ 1.65M⊙). This is actually a generic trend as shown later (see Fig. 4.17). Another
interesting feature found in the 2D model is the distribution of maximum temperatures
that each mass element attains, which is obtained from the Lagrangian evolutions of tracer
particles distributed in the ejecta. Figure 4.15 shows the result in a histogram. It is evident
that the mass that reaches T = 5 × 109K is larger in 1D than in 2D. In the same figure
we also show the distribution of electron fraction, Ye(NSE), which is estimated when T
becomes the boundary value of NSE, or 7 × 109K. Note that Ye(NSE) is useful for the
diagnosis of nuclear yields in ejecta. In the 1D case, there exist too massive ejecta with
Ye(NSE) ≤ 0.49, which will produce unacceptable amount of neutron-rich Ni isotopes and
64Zn compared with the solar abundances as shown in Fujimoto et al.(2011) [129]. Their
overproduction of the slightly neutron-rich ejecta with Ye(NSE) ≤ 0.49 in the 1D case
disappears in the 2D case owing to more efficient neutrino interactions. Multi-dimensional
models are therefore preferable in the point of view of the Galactic chemical evolution of
isotopes although they may depend on the treatment of neutrino transfer.

The post-relaunch evolutions are a bet different between the models with the earlier
(tpb = 200 and 300ms) and later (tpb = 500 and 600ms) relaunch. As shown in Fig. 4.16,
SASI is always dominated by the ℓ = 1, 2 modes, making the shock front rather prolate
generically with a marked equatorial asymmetry. In the models with the earlier shock
revival is nearly isotropic, whereas in the models with the later shock relaunch the mat-
ter expansion is highly anisotropic , with large portions of post-shock matter continuing
accretions. The difference seems to have an origin in the difference of the steady states
obtained in Step 2. In the former the shock radii are large and the post-shock flows are
slow. As a consequences the matters in the gain region is heated rather homogenously in
the subsequent evolutions. For the latter, on the other hand, the gain region is narrow and
the post-shock flows are faster, which tends to enhance inhomogenity in the subsequent
heating , leading to the localized expansion.

The accretion continues until long after the shock is relaunched. The resultant mass of
neutron star is larger in 2D than in 1D as pointed out already for the fiducial model and
now shown in Fig. 4.17. As the shock revival is delayed and the critical luminosity gets
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lower with the mass accretion rate beings smaller, the post-relaunch evolution becomes
slower as in 1D. This is even more so for the 2D models, for which the critical luminosity
is smaller than for 1D owing to the hydrodynamical instabilities (see Fig. 4.4). How these
hydrodynamical features affect the explosion energy and nickel mass is our primary concern
and will be addressed in the next section.

4.2.6 Diagnostic explosion energies and masses of 56Ni in the
ejecta

The diagnostic explosion energy is shown in Figure 4.18 as a function of texp for the 2D
fiducial model, in which the stalled shock wave is relaunched at tpb = 300 together with
the model with tpb = 400ms, the counter part to the 1D fiducial model. Also presented are
the individual contributions from the neutrino heating and nuclear reactions. As in the 1D
fiducial model (see Fig. 4.8), the neutrino heating is effectively closed at texp ∼ 100ms. By
this time the shock front has reached the location of r ≳ 2, 000km, which is far enough
from the proto-neutron star for the neutrino flux to become negligibly small. After the
freeze-out of neutrino heating, the diagnostic explosion energy increases via the nuclear
reactions such as the recombination of 4He to heavier nuclei in the early phase and the Si
and O burnings later on as shown in Fig. 4.19, in which the masses of n, p, 4He, and α
particles, 28Si and 56Ni are shown as a function of time.

The diagnostic explosion energies become almost constant at texp ∼ 600ms in these
models and the mass of 56Ni reach their maximum values around texp ∼ 300ms. These
features are essentially the same as what we observed for the 1D counterpart (Figs. 4.6
and 4.8). However, big difference appear after texp = 300ms in the masses of heavy elements
between 1D and 2D: significant fall-backs occur in 2D as can be seen in Fig.19. Incidentally,
the ratio of the kinetic to internal energies in the ejecta is Ekin

Eint
∼ 4 at texp = 1000sec for

all the exploding models.
Figure 4.20 shows the explosion energies for all the 2D models in comparison with

those for the 1D models. It is a general trends that the explosion energy is a monotonically
decreasing function of the shock-relaunch time although the gradient is much steeper in 2D.
It is also interesting that the explosion for a given shock-relaunch time is similar between
1D and 2D provided the shock revival is early enough to give an explosion energy of 1051erg.
This may imply that it is the mass accretion rate that primarily determines the canonical
explosion energy. It should be noted, however, that the critical luminosity for a give mass
accretion rate is smaller in 2D than in 1D (see Fig. 4.4). For a given neutrino luminosity,
the explosion energy is hence larger in 2D except for very weak explosion by the late
shock-relaunch. This is the advantage of non-spherical hydrodynamics that is commonly
mentioned in the literature. For the model with tpb = 500ms, the explosion energy is much
smaller than for the 1D counter part. No explosion obtains in the model with tpb = 600ms
owing to the severe fall-back.

In Fig. 4.21 we present the individual contributions to the explosion energy from the
neutrino heating and nuclear reactions for both 1D and 2D models, which should be com-
pared with Fig. 4.10. It is evident that both contributions from the neutrino heating and
the nuclear reactions drop much more quickly in 2D than in 1D as the shock revival is
delayed; the contribution of the nuclear reactions decreases faster than that of the neutrino
heating and , as a consequence, the former is dominant only for the models with earlier
shock-relaunches (tpb ≲ 300ms). It is also interesting that the decay of the explosion en-
ergy is accelarated once the contribution of the nuclear reactions ceases to be dominant. It
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hence seems that the energy release by the nuclear reactions is an important ingrediant for
robust explosions. The reduction of the contribution from the nuclear reactions is directly
related with the decrease of the mass elements in the ejecta that attain high peak temper-
atures, which we have pointed out already for the fiducial model (see Fig. 4.15) , as well as
with the fall back in the 2D models. These reductions are slightly compensated for by the
reduction in the (negative) contribution from the gravitational energy of accreting matter
that is swallowed in the ejecta. This is another consequence of the fact that the accretion
continues in 2D even after the shock is relaunched and not all the accreting matter is added
to the ejecta.

The reduction of the contribution to the explosion energy from the nuclear reactions is
also reflected in the production of 56Ni, which is demonstrated in Fig. 4.22. It is apparent
that the mass of 56Ni is always smaller in 2D than in 1D as a function of the shock-
relaunch time. It should be reminded that the 1D models tend to over-produce the nickels;
as discussed in §4.2.3, if the typical mass of 56Ni in the ejecta of CCSNe is MNi ≲ 0.1M⊙

as observations seem to indicate [391], the 1D models require that the shock should be
relaunched later than tpb ∼ 500ms ; this implies a rather weak explosion (Eexp ≲ 0.5 ×
1051erg), however; no 1D model hence can give both the explosion energy and nickel mass
in the appropriate range. In the 2D models, on the other hand, this problem is much
relaxed. Indeed the explosion energy is large enough if the shock relaunch occurs earlier
than tpb ∼ 400ms and the nickel is not over-produced if the shock is revived later than
tpb ∼ 300ms. Although it is entirely a different issue whether and how the critical luminosity
is obtained, this range of shock-relaunch time, tpb ∼ 300− 400ms, may be regarded as the
appropriate time for shock revival in fact. It is nice that the 2D models have an ”allowed”
range, since the hydrodynamics is inevitably non-spherical owing to the hydrodynamical
instabilities. Whether three-dimensional hydrodynamics, which is the reality, alters the
result for 2D will be an important issue and will be studied in the future.

Comparison between the abundances in SN ejecta and those in the solar system will
possibly lead to the similar allowed range. Fujimoto et al.(2011) [129] performed detailed
nucleosynthetic calculations for the ejecta of SN explosion from a 15M⊙ progenitor [476].
They were based on simulations of neutrino-driven aspherical explosion, which employed
with a hydrodynamic code, that is similar to the one used in the present study but neglect-
ing the energy generation through nuclear reactions. They showed that the explosions with
tpb ∼ 200 − 300ms give Eexp and M(56Ni) in the allowed range and that the abundances
in the ejecta are similar to those in the solar system. Detailed nucleosynthesis studies
taking into account of the energy generation via nuclear reactions will be interesting, since
the feedback, which elevates entropy in the ejecta, will possibly enhance the amounts of
56Ni and 44Ti, which are slightly and highly underproduced in Fujimoto et al.(2011) [129],
respectively.
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Figure 4.12: The explosion energies and 56Ni masses for all 1D models.
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Figure 4.13: Comparison of the distributions of peak temperature between the 1D fiducial
model and corresponding thermal-bomb model. The total mass of the matter that has the
peak temperature higher than T9 = 5 is 1.89 × 10−1M⊙ for the 1D model whereas it is
1.20× 10−1M⊙ for the themal-bomb model.
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Figure 4.14: Contours of entropy (left panel) and mass fraction of 56Ni (right panel) at
texp = 400ms for the 2D model, in which the stalled shock revives at tpb = 400ms.
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Figure 4.15: Comparison of the distributions of peak temperatures Tpeak (left panel) and
Ye(NSE) (right panel) between the 1D fiducial model and the 2D counterpart. The total
mass of the matter that has the peak temperature higher than T9 = 5 is 1.89× 10−1M⊙ in
1D and 9.62× 10−2M⊙ in 2D.
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Figure 4.16: Post-shock-relaunch distributions of entropy per baryon in the meridian section
for all the 2D models at texp ∼ 0.25s.
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Figure 4.17: Comparison of the masses of proto-neutron stars at the end of computations
between the 1D and 2D models.
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the shock is relaunched at tpb = 300ms (solid line) and tpb = 400ms (solid dotted line).

0

0.02

0.04

0.06

0.08

0.1

0.12

0.14

0.16

0.18

0.2

0.01 0.1 1 10 100

 E
je

c
ta

 m
a
s
s

  
[M

⊙
]

 texp  [s]

4He

pn

56Ni

28Si

tpb = 300ms

0

0.02

0.04

0.06

0.08

0.1

0.12

0.01 0.1 1 10 100 1000

 E
je

c
ta

 m
a
s
s

  
[M

⊙
]

 texp  [s]

4He

p

n

56Ni

28Si

tpb = 400ms
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Figure 4.20: Comparison of the explosion energies between the 1D and 2D models.
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Figure 4.21: The individual contributions of neutrino heating and nuclear reactions to the
explosion energy for all the 1D and 2D models.
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Figure 4.22: Comparison of 56Ni masses in the ejecta between the 1D and 2D models.
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4.3 Discussion

We have investigated by numerical experiments done in 1D and 2D the post-shock-relaunch
evolutions in the neutrino heating mechanism. Taking into account the fact that the shock
revival should occur somewhere on the critical line in the Lν,c−Ṁ diagram but exactly where
is rather uncertain theoretically at present, we have treated the luminosity (or equivalently
the mass accretion rate) at the shock relaunch as a free parameter that we vary rather
arbitrarily. Only the post-bounce phase has been computed and we have discarded the
central region (r ≲ 50km) and replace it with the prescribed boundary conditions. We have
also neglected the neutrino transport entirely and employed the light bulb approximation.
The shock revival is hence induced by giving a critical luminosity at the inner boundary
by hand.

The critical luminosity itself has been determined also by hydrodynamical simulations,
since not the non-existence of steady state but the onset of hydrodynamical instabilities
dictates the shock revival. The mass accretion rate as a function of time is obtained by the
simulation of gravitational implosion of a massive star envelope. We have adopted a realistic
15M⊙ progenitor provided by Woosley & Heger (2007) [473]. In these computations, we
have taken into account the nuclear reactions among 28 nuclei that include 14 α nuclei
as well as their feedback to hydrodynamics consistently. As a result, we have confirmed
that the critical luminosity is a monotonically decreasing function of the shock-relaunch
time (or equivalently a monotonically increasing function of the mass accretion rate) and
that 2D dynamics reduces the critical luminosity compared with 1D dynamics. This is due
to the non-radial hydrodynamical instabilities and the resultant enhancement of neutrino
heating in the former case.

After re-mapping, we have continued the simulations until long after shock revival. In
fact, for some 1D models we have followed the post-shock-relaunch evolutions up to the
shock breakout of the stellar surface, confirming that the diagnostic explosion energy has
approached the asymptotic value much earlier and the shorter computation times for other
models are sufficient indeed. We have employed the same set of input physics as in the
simulations for the setup of initial conditions. Integrating the source terms in the equation
of energy conservation, we have evaluated the individual contributions from the neutrino
heating and nuclear reactions to the explosion energy. In so doing, we further divide the
latter to the contributions from the recombinations in and out of NSE as well as from the
nuclear burnings. The axisymmetric 2D simulations have been performed to elucidate the
effect of multi-dimensionality on the outcome.

What we have found in these model computations are summarized as follows:

1. Immediately after shock relaunch the neutrino heating is the dominant source of the
explosion energy but is terminated before long as the shock propagates outwards.
Then the nuclear reactions take its place, with the recombinations of nucleons to
α particles under the NSE condition occurring first. As the temperature decreases,
the NSE becomes no longer satisfied. The recombinations of α particles to heav-
ier elements proceed mainly in this non-NSE circumstance. When the temperature
lowers further, the nuclear burnings of silicons and oxygens take place in the matter
that flows into the shock wave. Matter that flows into the shock wave contributes
negatively to the explosion energy, since it is gravitational bound.

2. The final explosion energy is a monotonically decreasing function of the shock-relaunch
time (or equivalently an increasing function of the mass accretion rate at shock re-
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launch) irrespective of the dimensionality of hydrodynamics. There is no big difference
between 1D and 2D for the same mass accretion rate at the shock relaunch as long
as it occur earlier tpb ≲ 300ms and the explosion is robust. The late relaunch in 2D
leads to highly anisotropic expansion of matter with a large portion of the post-shock
matter still accreting, which then yield very weak or no explosions. This implies that
the mass accretion rate is the primary factor to determine the canonical explosion
energy. Since the critical neutrino luminosity for a given mass accretion rate is lower
in 2D than in 1D, the explosion energy for a given neutrino luminosity is larger except
for very weak explosion.

3. As the shock relaunch is delayed, it takes longer the diagnostic explosion energy
reaches the asymptotic value. In our 1D fiducial model, in which the stalled shock
is revived at tpb = 400ms and we obtain the explosion energy of Eexp ∼ 1051erg, the
diagnostic explosion energy attains the asymptotic value in texp ∼ 600ms whereas
it takes ∼ 2s for the model, in which the shock relaunch is assumed to occur at
tpb = 800ms and the explosion energy is as low as ∼ 1050erg. The similar trend is
also observed in the 2D models except for the case with tpb = 600ms, in which no
explosion obtains.

4. In 1D the nuclear reactions always overwhelm the neutrino heating. The difference
becomes smaller as shock relaunch is delayed. To the nuclear reactions the recom-
binations of nucleons to α particles that occur mainly under the NSE condition are
the dominant contributor, followed by the recombinations of α particles to heavier
elements in the non-NSE condition. The nuclear burnings provide the smallest contri-
bution except for the weakest explosion, which obtains for the latest shock-relaunch.
In that case, the nuclear burnings beat the recombinations in non-NSE. In 2D, on
the other hand, the neutrino heating and nuclear reactions give comparable contribu-
tions to the explosion energy with the latter being larger in stronger explosions and
vice versa. Note, however, that the rather small contribution of neutrino heating is
deceptive in the sense that it is the ultimate source of the energy obtained from the
nuclear recombinations and that it is crucial to set the stage for shock revival, which
is not accounted for in the diagnostic explosion energy.

5. In the 1D models nickels are overproduced owing mainly to a larges mass that achieves
high peak temperatures compared with the ordinary calculation of explosive nucle-
osynthesis in post-process. In fact there is no 1D model that gives the typical values
to the explosion energy and nickel mass simultaneously. Given observational and
theoretical uncertainties, we are not certain how serious a problem this is for the
moment. One may consider, however, that this is yet another reason to abandon the
1D neutrino heating model. In 2D, on the other hand, this problem is solved, opening
up the allowed region in the shock-relaunch time around tpb ∼ 300 − 400ms , which
produces the explosion energy and nickel mass in the appropriate range. This hap-
pens mainly in 2D because the mass of matter in the ejecta that attain high enough
peak temperatures is smaller and the fall back is significant. This is in turn related
with the fact that the expansion and accretion occur simultaneously in 2D, which
is indeed reflected in the mass of proto-neutron star, which is larger in 2D at any
post-bounce time.

In the present paper we have employed the single 15M⊙ progenitor model, which we
think is one of the most representative to produce the typical Type IIP CCSN. Very recently
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Ugliano et al.(2012) [448] reported a possible stochastic nature in the outcome of the
shock revival in the neutrino heating mechanism based on systematic 1D hydrodynamical
simulations. Although the stochasticity is less remarkable in the low mass end, it is hence
mandatory to extend the current work to other progenitors and see how generic our findings
obtained are in the next chapter. 3D models are also the top priority in the future work,
since we know that 3D SASI is qualitatively different from 2D SASI we have studied in this
paper [193]. It should be also recalled that Nordhaus et al.(2010) [317] claimed that shock
revival is even easier in 3D than in 2D although controversies are still continuing [153].

If the critical luminosity is much lower in 3D than in 2D, the yield of 56Ni may be
reduced further in 3D. The complex flow pattern also have some influences on the nickel
yield. We are particularly concerned about how the allowed region in the shock-relaunch
time that is opened in 2D is modified in 3D. The relative importance of the nuclear reactions
for the explosion energy compared with the neutrino heating is the highest in 1D. We are
certainly interested in what about 3D.

One of the greatest uncertainties in the present study is the effect of the inner bound-
ary condition that is imposed by hand. The artificial treatment employed in this paper
results in the total mass injection from the inner boundary of about 7× 10−3M⊙ in the 1D
fiducial model, which contributes to the explosion energies and the 56Ni masses by 2-3%.
Although this may be a slight underestimate [11], we believe that better treatments will
not change the conclusion of the paper qualitatively. The eventual answer should come
from fully consistent simulations of the entire core, though. It is also true that the simple
light bulb approximation adopted in this paper does not accurately account for accretion
luminosities, in particular their correlations with temporally varing accretion rates as well
as the differences between 1D and 2D. Hence the appropriate treatment of the neutrino
transport, which is neglected completely in this paper, will be critically important. These
caveats notwithstanding we believe that the results obtained in this paper are useful to
understand the post-shock-relaunch evolution in the neutrino heating mechanism, partic-
ularly how the diagnostic explosion energy approaches the final value. One of the goals of
our project is to seek, probably after more systematic investigations suggested above, the
way to estimate the explosion energy from the early stage of post-shock-revival evolution,
since realistic simulations may not be affordable for a few seconds after shock relaunch.
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Chapter 5

Systematic Studies of the
Post-Shock-Revival Evolutions in
Core Collapse Supernovae with
Parametric Progenitor Models

5.1 Introduction

In the last 10 years we have seen a remarkable progress in the theoretical modeling of core
collapse supernovae (CCSNe) ([196, 223, 49] and the references therein) Massive stars of
≳ 10M⊙ end their life as CCSNe and leave behind compact objects such as neutron stars and
black holes. The mechanism of CCSNe has been elusive for more than a half century in spite
of intensive investigations in the intervening years by many researchers. It is now pinned
down to the problem of how to revive a stalled shock wave, though, which is generated by
the core bounce following its gravitational collapse but is stagnated inside the core owing
mainly to nuclear dissociations. The most promising at present is the so-called neutrino
heating mechanism, in which a fraction of neutrinos emitted copiously by a nascent proto
neutron star are re-absorbed by matter between the stalled shock wave and the gain radius,
heating up them to expel the shock wave eventually. After many years of failed attempts,
we have now a large number of numerical models that were successful in shock revival [266,
289, 427, 303, 414, 41]. This is mainly thanks to the ever increasing computational power
as well as the implementation of elaborate numerical schemes, particularly for neutrino
transport, which enabled us to perform long-term simulations in multi-spatial dimensions.
Accompanied sophistications in the treatment of microphysics such as the nuclear equation
of state and weak interactions between neutrinos and matter have also contributed to the
improvement of the theoretical modeling.

It is certainly true that these models are promising candidates of the answer to the long-
standing problem of CCSNe mechanism but one should not forget that the revival of the
stalled shock wave that these simulations have demonstrated is just a necessary condition
for supernova explosion but is not a sufficient condition. As a matter of fact, we know that
the explosion energy of CCSNe is ∼ 1051erg canonically but most of these computations
were not yet successful to obtain the number ([266, 289, 427, 303, 414] but see also [41]).
Ni yields are another important quantities, since they decay radiatively and brighten the
supernova ejecta later. We can infer the mass of synthesized Ni from the exponential decay
observed in the light curve over hundreds of days after the initial brightening. It is typically
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≲ 0.1M⊙ [151, 314, 451, 219, 390] It is not clear whether the most advanced theoretical
models can indeed reproduce this quantity, since it takes many seconds for the mass of Ni
in the ejecta to be settled. In fact, most of the successful simulations cited above were not
able to extend their computations much beyond a second because the CPU time would be
simply unaffordable or some physical processes that are important in the late phase were
not incorporated in their models.

Taking a more phenomenological approach, we studied in the previous chapter how
the explosion energy and Ni yields are determined after shock revival. We constructed
steady, spherically symmetric accretion flows through a standing shock wave onto a proto
neutron star (PNS) for different combinations of neutrino luminosity and mass accretion
rate. Assuming that shock revival occurs somewhere on the critical curve, we ran both
1D and 2D hydrodynamical simulations to compute the evolutions that follow the shock
revival induced by artificially increasing the neutrino luminosity slightly above the critical
value. The central region that includes the PNS was excised and replaced by a time-
dependent inner boundary condition prescribed appropriately. The neutrino transfer was
approximated by the so-called light-bulb approximation. On the other hand, an NSE or
non-NSE equation of state was employed in the region where it is appropriately. The use
of latter in particular was combined with network calculations of nuclear reactions such as
recombinations and fusions so that smooth transitions from one regime to the other should
be guaranteed. The simulations were conducted long enough, for a few seconds normally
but for more than a thousand seconds in some cases after shock revival so that the explosion
energy and the Ni mass could be well settled.

We found in these experimental simulations that the neutrino heating becomes minor
rather soon after shock revival as matter expands to larger radii. The energy of neutrinos
were mainly consumed to lift up matter from the gravitational well and set the stage for
shock revival. Then the recombinations of nucleons to alpha particles to heavier nuclei
become the main contributors to the explosion energy (see also [337]). They proceed
under NSE initially but some nuclear reactions cannot catch up the expansion and are
frozen later. Then we need to employ the non-NSE equation of state together with the
network calculations of nuclear abundances consistently. In the final stage the explosive
nuclear fusions contribute relatively small energies. In the meantime, a fraction of matter
falls back onto the PNS, decreasing the energy included in the ejecta as well as the Ni
mass. The final explosion energy is obtained after the negative gravitational energy of the
envelopes that are engulfed by the forward-propagating shock wave is accounted for. The
time for the explosion energy and the Ni mass in the ejecta to be finally settled depends
on the strength of explosion: it takes longer as the explosion energy gets smaller. It was
also demonstrated, on the other hand, that the earlier the shock revival sets in, the larger
the final explosion energy is. The Ni mass has the same trend. Interestingly, we found that
the 1D models tend either to synthesize too much Ni (≳ 0.1M⊙) or to produce too weak
explosions (≲ 0.5× 1050erg) and a fine tuning in the shock revival time seems necessary to
reproduce the canonical explosion, which we interpreted as another setback for spherically
symmetric explosions. Such a tuning was somewhat relaxed in 2D models.

These findings should certainly be confirmed by more realistic simulations. It is also
important, however, to study their systematics, i.e., how they depend on, e.g., the progen-
itor structure, inner boundary condition, and so on, since we adopted a single progenitor
of 15M⊙ [473] and did not try different boundary conditions at the inner boundary. It is
well known in fact that the structures of massive progenitors are very sensitive to small
differences in mass as well as the numerical treatment of some physical processes such as
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convections in the stellar evolution calculations [474, 473, 235, 407]. It is hence mandatory
to see how robust our findings are when we change progenitors and this is exactly what we
aim to clarify in this paper. In so doing, we did not use the progenitor models provided by
stellar evolution calculations. Instead we constructed toy models of progenitors, in which
non-rotating, hydrostatic configurations with an iron core in NSE, a Si+S mantle in QSE
as well as other outer envelopes are calculated by employing parametrized distributions of
entropy and electron fraction as a function of density. By so doing, we can vary the masses
of these different layers rather arbitrarily. We are also able to obtain the abundance of
various elements so that we could use them later for the network calculations.

These models are better suited for the systematic studies conducted in this paper than
more realistic models. As mentioned above, the structures of the realistic models change
in a complicated way as a function of mass [407] , which makes it difficult to interpret
which features in the progenitor have what consequences. It is not helpful either that the
progenitor models provided by different groups are sometimes very different [252, 97, 339,
487, 201] and the structures of massive stars are likely to be very sensitive intrinsically to
some input physics as well as to numerical resolutions [407]. As shown later, adopting an
appropriate entropy distribution and paying a proper attention to the transition condition
at the layer boundary, we can capture the essential features in the massive progenitors.

The organization of this paper is as follows: the input physics and numerical method
are described in Section2. Special emphasis is put on the construction of the toy models of
progenitors. Section 3 is devoted to the results of 1D and 2D dynamical simulations: we
first compute 1D collapses to obtain the accretion rates as a function of time for all models;
we then construct spherically symmetric, steady shocked accretion flows for the accretion
rates just obtained and a prescribed neutrino luminosity and use them as initial conditions
for 1D and 2D hydrodynamical simulations; the dependence of the explosion energy and
Ni mass on the progenitor structures are described in detail. Finally we summarize our
findings and discuss some implications in Section 4.
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5.2 Models and Numerical Methods

5.2.1 Outline of Methods

The methodology employed in this paper is essentially the same as that in the previous
chapter. One single big difference is, as mentioned in Introduction, that multiple progenitor
models are constructed systematically as described in the next subsection in detail and
study the dependence of the energy and Ni mass in ejecta on the progenitor structure. In
order to evaluate the asymptotic values of these quantities, we take the following four steps:

1. construct the toy models of pre-supernova stars with different masses of iron cores
and Si+S layers.

2. run 1D hydrodynamical simulations of gravitational collapse of the pre-supernova
models obtained in the first step, excising the central part and thus reducing the
pressure support there by hand; this step is needed to obtain the mass accretion
histories for these models, which are used in the following steps.

3. construct spherically symmetric, steady accretion flows through stalled shock waves
for mass accretion rates obtained in the first step and neutrino luminosities, which
are chosen to be close to the critical values for the assumed mass accretion rates.

4. run 1D and 2D hydrodynamical simulations for the accretion flows just constructed;
small perturbations are added in the 2D computations; the matter distributions ob-
tained in the first step are employed outside the shock wave; the neutrino luminosities
change in time in a prescribed way; since the initial configurations are close enough
to the critical states, shock revival takes place soon after the simulations are started;
the ensuing evolutions are followed until the explosion energy is well settled.

It is noted that the third step in this paper is slightly different from the counter part in
our previous paper. In the latter, the critical neutrino luminosities (see [52, 481, 344, 414]
for details) were searched for given mass accretion rates, which was time consuming and
not very important indeed, since the mass accretion rate is allowed to change in time in
the last step. We are hence satisfied in this paper with the neutrino luminosities that are
somewhat sub-critical but more or less close to the critical values. This strategy is similar
to the one that was conceived by Murphy et al.(2008) [291] and is commonly used by others
these days.

It should be also mentioned that the simulations in the final step are terminated when
the energy in the ejecta becomes almost unchanged. In 1D models this also means the
settlement of the Ni mass in the ejecta by that time. This is not the case, however, in 2D
computations unfortunately, since larger fractions of ejecta tend to fall back at later times
and it takes much longer to get the Ni mass settled: in some cases the explosion energy
reaches the final value in ∼ 1 sec whereas the Ni mass has not reached the asymptotic
value yet even after ∼ 10 − 100sec. The simulations are terminated before the Ni mass
is finally settled in those cases, since a further computation would require us to take into
account the outer envelopes such as helium and hydrogen layers, which would not be a
trivial thing. It is also stressed that we are concerned with the influences of the structures
of the stellar central region involving the iron core and Si+S layers on the shck revival and
the dynamics that follows. We hence decide to avoid unnecessary complications in this
paper. The earlier termination of simulations would underestimate the fall back and hence
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overestimate the Ni mass. Then we should regard the numbers given in that case as upper
limits, which would not spoil our arguments anyway.
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5.2.2 Pre-supernova Models: Step 1

As we have mentioned already, we do not use realistic progenitor models that are put in
the public domain by researchers of stellar evolutions [474, 252, 339, 487, 97] but instead
construct toy models on our own. This is mainly because those realistic models have
structures that are sensitive to the stellar mass as well as some physical processes, e.g.,
convections of various kinds, and their numerical implementations [235, 407], which would
make it difficult to decipher what is the consequence of which effect. Since our studies
are of experimental nature, ”realism” is not very important and toy models that capture
the essential features in massive stars’ structures but still have some degrees of freedom to
change key parameters, e.g., the masses of Fe core and Si+S layer rather arbitrarily are
more useful. In this subsection, we present in detail the construction of such toy models.
The details of pre-supernova construction have been already remarked in section 3.6.

In this paper we focus on the masses of the Fe core and Si+S layer. Six different
combinations of three Fe core masses: Mc = 1.3M⊙, 1.4M⊙ and 1.5M⊙, and two Si+S layer
masses: MSiS = 0.09M⊙ and 0.18M⊙ are investigated. Given the Fe core mass, the central
density is given by the following equation,

ρc (Mc) = 6.5× 109 exp [−5 ln 2 (Mc − 1.40)] , (5.1)

which is a fit to the correlation suggested in Fig. 3.16 (see the black dotted line in the
figure). Then the hydrostatic equations are integrated from the center to the specified
masses of the Fe core and Si+S layer to give the corresponding radii. The integration is
actually continued to larger radii, with other outer layers being properly taken into account.

The six solutions are shown in Fig.5.1, which depicts the enclosed masses and entropies
per baryon as functions of radius for the three Fe core masses with the Si+S layer mass of
MSiS = 0.09M⊙ in the left panel and with MSiS = 0.18M⊙in the right panel, respectively.
Note that we adopt different masses of C+O+He and He layers for the models with Mc =
1.30M⊙ and with Mc = 1.40M⊙ in the case of MSiS = 0.09M⊙ in order to avoid unrealistic
He burnings although this has essentially no influence on the explosion energy and Ni mass.

It is evident that rather small differences in the core mass, ∆Mc = 0.10M⊙, and the
Si+S layer mass, ∆MSiS = 0.09M⊙, cause noticeable changes in the R −Mr relations and
hence the density profiles in outer layers (Mr ≳ 2M⊙): the higher MSiS tends to make
the greater differences at large radii for t he same ∆Mc. The compactness introduced by
O’Connor & Ott (2011) [321] also differs considerably among these models. The purpose
of this paper is to study the consequences these differences may have on the shock revival,
explosion energy and Ni mass later in the dynamics of CCSNe.

It is noteworthy that the hierarchy in compactness depends on where it is measured:
heavier Fe-core models have higher compactnesses if they are measured in the silicon layer
whereas the hierarchy is inverted outside the ONeMg layer. This is because the entropy
is higher at Mr ∼ 1.5 − 2M⊙ for lighter Fe-cores, making this layer more bloated. In the
O+Ne+Mg envelope, Mr ∼ 2− 2.7M⊙, on the other hand, all models are assumed to have
the same entropy again. Since the O+Ne+Mg envelope appears at lower densities in the
models with heavier Fe-cores as can be seen in the lower panels of the figure, temperatures
are higher in this layer for these models, which results in the more extended envelopes.

This feature was also reported in Baron (1990) [22] (see their models ”105” and ”107”
in Figure.9), who attempted to construct different toy models, having similar parametric
research in mind. They gave S and Ye as functions of mass coordinate unlike in this paper,
in which they are considered as functions of ρ. It seems that they paid little attention to
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Figure 5.1: Entropies and radii as functions of mass coordinate (upper panels) and the
corresponding density profiles (lower panels). The Si+S layer mass is chosen to be MSiS =
0.09M⊙ in the left panels and MSiS = 0.18M⊙ in the right panels. Colors specify the core
mass: Mc = 1.30M⊙ (red), 1.40M⊙ (green) and 1.50M⊙ (blue), whereas solid and dotted
lines represent the entropy and radius, respectively. The arrows illustrated in the top right
panel depict the inital location of different chemical composition layers for Mc = 1.50M⊙
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the correlation between S and Ye, both of which are influenced by the electron capture
on heavy nuclei in a similar way. Note also that the two masses, Mc and MSiS, can not
be chosen completely arbitrarily with other parameters being fixed, since the resultant
chemical compositions should be stable, i.e., the time scale of nuclear reactions should be
longer than the dynamical time scale. It is found indeed that very high Mc and/or Msis

produce too large low-entropy regions and make it difficult to extend outer envelopes. Since
we perform network calculations to follow the temporal evolution of chemical abundances,
their models are not appropriate for our purpose.
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5.2.3 Hydrodynamics

The numerical method employed in this paper for hydrodynamical computations is essen-
tially the same as that in the previous section. The hydrodynamical evolutions are solved
on the spherical coordinates with the axisymmetric Eulerian code ZEUS-2D [402, 159],
which is extended by the authors so that chemical abundance evolutions could be treated
consistently with a non-NSE EOS. For the 1D collapse computation (step 2 in section 5.2.1),
500 radial grid points are deployed to resolve 100km ≤ r ≤ 20, 000km. For the simulations
of shock revival and the subsequent evolution (steps 3 and 4), we employ 650 radial grid
points in 1D and (nr, nθ) = (600, 76) mesh points in 2D, which covers the domain with
45km ≤ r ≤ 20, 000km and 0 ≤ θ ≤ 2π. The central portion of the core is excised and
replaced by a point mass located at the center, which exerts gravitational forces to the
matter in the computational region. The temporal change in its mass is calculated from
the matter flow going into the inner boundary. The inner boundary condition is essentially
the same as in the previous chapter: all variables but radial velocity are copied from the
innermost active mesh point to the ghost mesh points; the radial velocity is fixed until
outflow occurs, in which case it is treated just in the same way as other variables except
for the upper limit of 108cm/s; the densities on the ghost mesh points are also modified so
that the entropy per baryon should not exceed 100kB. We use the same code both for 1D
and 2D simulations, in the former of which we suppress motions in the θ direction.

We adopt the light bulb approximation instead of solving neutrino transfer and take into
consideration only interactions of electron-type neutrinos and anti-neutrinos with nucleons
when we conduct simulations in steps 3 and 4 for the shock revival and subsequent evolution.
To approximately describe the neutrino-spheric radius, Rν , and temperature, Tν , that
evolve in time due to PNS contractions, we employ the following analytical prescriptions
for Rν :

Rνe(t300) = 31.00 + 16.69 · exp

(
− t300

193

)
km, (5.2)

Rν̄e(t300) = 27.00 + 16.45 · exp

(
− t300

211

)
km, (5.3)

and for Tν :

Tνe(t300) = 6.00− 0.67 · exp

(
−t300

200

)
MeV, (5.4)

Tν̄e(t300) = 7.00− 0.67 · exp

(
−t300

200

)
MeV, (5.5)

where t300 denotes the time in millisecond elapsed from 300ms post bounce. The prescrip-
tions are determined so that they should fit more realistic simulations [303]. The luminosi-
ties of electron-type neutrinos and anti-neutrinos are assumed to be same, Lν = Lνe = Lν̄e ,
gradually decay after the onset of explosion:

Lν(t) =





Lν before explosion,

Lν · exp

(
− t300

800ms

)
after explosion.

(5.6)

Another major improvement from the previous work is the nuclear physics employed.
In order to calculate chemical compositions more precisely, we deploy 297 nuclei (Z ≦ 32)
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Table 5.1: A List of Nuclei considered in NSE.
Element Amin Amax Element Amin Amax

n..... 1 1 Cl.... 31 40
H..... 1 3 Ar.... 33 44
He.... 3 6 K..... 35 46
Li.... 6 8 Ca.... 37 49
Be.... 7 11 Sc.... 40 50
B..... 8 12 Ti.... 42 52
C..... 10 15 V..... 44 54
N..... 12 17 Cr.... 46 56
O..... 14 20 Mn.... 48 58
F..... 17 21 Fe.... 50 62
Ne.... 18 25 Co.... 52 63
Na.... 20 26 Ni.... 54 67
Mg.... 21 28 Cu.... 57 69
Al.... 23 30 Zn.... 59 72
Si.... 25 33 Ga.... 61 74
P..... 27 35 Ge.... 63 78
S..... 29 38

Note: Total number of nuclei is 297 with Z ≦ 32.

instead of 28 to describe NSE at T9 > 7.0 (see the list in Table 5.1). At T < 7 × 109K,
where NSE no longer holds, on the other hand, the number is reduced to 28: n, p, D, T,
3He, 4He and 12 α-nuclei, i.e., 12C, 16O, 20Ne, 24Mg, 28Si, 32S, 36Ar, 40Ca, 44Ti, 48Cr, 52Fe,
56Ni, and 10 of their neutron-rich neighbors, that is, 27Al, 31P, 35Cl, 39K, 43Sc, 47V, 51Mn,
53Fe, 54Fe and 55Co. The other 269 nuclei are represented by a single (imaginary) inert
nucleus in the network calculations.
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Figure 5.2: The time evolutions of the mass accretion rate at 100km for all models. The
upper panels show the results for the models with MSiS = 0.09M⊙ whereas the lower panels
are the counter parts for the models with MSiS = 0.18M⊙. In the left panels the time is
measured from the onset of collapse while in the right panels the origin of time is shifted to
the bounce time, which is defined to be the time, at which the mass accretion rate reaches
maximum. The red, green and blues lines correspond to the core mass of Mc = 1.30, 1.40
and 1.50M⊙, respectively. The arrows in the right panels indicate which layer is passing
through r = 100km at which post bounce time for Mc = 1.50M⊙.

5.3 Results

5.3.1 Accretion Histories: Step 2

We present first the results of 1D computations of the collapse phase, i.e., Step 2 mentioned
in section 5.2.1. The time evolutions of the mass accretion rates, Ṁ , measured at r = 100km
are depicted in Fig. 5.2. After the onset of collapse, Ṁ first rises rapidly, reaching ∼
100M⊙/s at maximum, and then drops rather quickly to ∼ 1M⊙/s. The entire core shrinks
to r ≤ 100km at around the peak time, which roughly corresponds to the core-bounce time
in realistic simulations and hence which we refer to as the bounce time in the following.
The mass accretion rates decay more gradually thereafter with a few discernible steps,
which correspond to the passages of layer boundaries. These behaviors are qualitatively
consistent with Buras et al.(2006) [46] and Suwa et al.(2016) [414] as well as the previous
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section.
It is interesting to point out that if we horizontally shift the curves of Ṁ for the models

with different core masses but with the same Si+S mass so that the bounce times should
coincide with each other, then the entire curves also agree rather well with each other as
demonstrated in the right panels of Fig. 5.2, except that the steps occur at different post-
bounce times. Comparing models with different MSiS but with the same Mc, we find that
the outer boundary of Si+S+O layer reaches r = 100km almost at the same post-bounce
time irrespective of MSiS although the outer edges of Si+S layer arrive at different times.
This is mainly due to the fact that the enclosed mass at the outer boundary of the Si+S+O
layer is common. It is interesting that the difference in MSiS is reflected in the accretion of
the Si+S layer alone, not affecting the infall of outer layers.

Note, in particular, that the mass accretion rates are nearly the same when the Si+S+O
layer falls onto the radius of r = 100km, which occurs during the periods post bounce of
tpb ∼ 200 − 500ms and tpb ∼ 300 − 500ms for the models with MSiS = 0.09M⊙ and with
MSiS = 0.18M⊙, respectively (see the right panels of Fig. 5.2).

This fact can be understood as follows. Since matter is falling nearly freely, i.e., vr ∝
(GMr/r)

1/2, the Lagrangian change in density is given by the mass conservation equation
as

1

ρ

Dρ

Dt
= − 1

r2
∂

∂r

(
r2 vr

)
,

= α
vr
r
, (5.7)

in which α is expressed as

α =

(
∂ lnMr

∂ ln r
− 1.5

)
∼ −1.35. (5.8)

Here we have made use of the following evaluation,

∂ lnMr

∂ ln r
∼ Rc

Mc

MSi

RSi

∼ MSi

Mc

≲ 0.15. (5.9)

(5.10)

Using vr = Dr/Dt, we integrate Eq. (5.7) to obtain

ρ(r) = ρ0

(
r

r0

)α

, (5.11)

where the initial radius and density are denoted by r0 and ρ0, respectively. This equation
describes the Lagrangian variation of the density for a particular fluid element, which is
originally located at r0 with the density ρ0. In principle, the density profile at a give time
is different from this Lagrangian variation with r. The latter approximates the former very
well, though. In fact, the left panel of Fig. 7 shows with colored thick lines the density
profiles of the three models with MSiS at tpb=100ms and 500ms. The progenitor structures
are also displayed with thin lines. The colors specify the progenitors. The dotted line, on
the other hand, indicates the power of -1.35, the approximate value of α in Eq. (16). It
is evident that the density distributions obey the power-law for r ≲ 1000km at tpb=100ms
and the region is extended to ∼ 2000km at tpb=500ms.

The right panel of Fig. 7 shows the Lagrangian changes in the densities and radii of
the mass shells that reach r = 100km at tpb = 100ms and 500ms. It is found from the
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two panels that the inner edge of the Si+S layer reaches r = 100km at tpb=100ms whereas
the outer boundary of the Si+S+O layer, which starts to infall at around the same time,
arrives at r = 100km at tpb=500ms, by which time the rarefaction wave has reached the
O+Ne+Mg layer. It is clear from the right panel that as the infall of the mass shells
proceeds, all the trajectories approach the power-law as expected. As a matter of fact,
they seem to converge in spite of the fact that the density and radii at the start points
are substantially different among different models. This is the reason why we obtain the
very similar mass accretion rates at the same post-bounce time. Note that this is also the
reason why the Eulerian density distribution at a given time is well approximated by the
Lagrangian change for a certain mass shell. Although the former is actually given by the
collection of the endpoints for different Lagrangian evolutions, these Lagrangian evolutions
are close to each other owing to the above convergence property.

Figure 8 shows the temporal evolutions of the densities and radii of the mass shells that
reach r = 100km at tpb=500ms. As can be seen, these quantities do not change very much
initially, and it is for the last 100ms during 700ms of excursions that the free fall is fully
established and the density and radius change rather rapidly according to Eq.(20). Such
a behavior may be the main reason for the convergence we have seen above. No doubt we
need a larger number of models including those from groups L and H to judge how generic
these findings are, since diverse accretion histories have been reported in the literature
[414].

In reality, however, the accretion does not occur steadily and the free fall is a rough
approximation to the actual matter velocities. In addition, α in Eq. (5.7) is not constant
either in space or in time. As a result, the accretion histories are not the same completely
among these models but the agreement is still remarkable and will be useful in analyzing
the influences of the mass accretion history on the shock revival and subsequent evolutions.
Note in particular the difference in the positions of the steps in the mass accretion rate as
a function of time (see Fig. 5.2), which are produced by the passage of boundaries between
different layers. This is a direct consequence of the different masses of Fe core and Si+S
layer. As discussed later, it is reflected in the shape of the critical curve.
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Table 5.2: The list of the steady solution properties at tpb = 300ms in different neutrino
luminosity.

model a Ṁ [M⊙/sec] Mg
b [M⊙] Rg

c [cm] Rsh
d [cm] MPNS

e [M⊙]

1.3S09Lnu2.0 5.20E-01 6.67E-03 8.61E+06 1.38E+07 1.49E+00
1.4S09Lnu2.0 4.94E-01 5.86E-03 8.56E+06 1.36E+07 1.56E+00
1.5S09Lnu2.0 5.13E-01 4.71E-03 8.43E+06 1.28E+07 1.65E+00
1.3S18Lnu2.0 4.47E-01 7.58E-03 8.79E+06 1.50E+07 1.50E+00
1.4S18Lnu2.0 4.50E-01 6.21E-03 8.64E+06 1.42E+07 1.58E+00
1.5S18Lnu2.0 4.71E-01 4.92E-03 8.48E+06 1.33E+07 1.66E+00
1.3S09Lnu2.3 5.20E-01 8.71E-03 8.84E+06 1.51E+07 1.48E+00
1.4S09Lnu2.3 4.94E-01 7.58E-03 8.75E+06 1.48E+07 1.56E+00
1.5S09Lnu2.3 5.13E-01 5.99E-03 8.55E+06 1.38E+07 1.64E+00
1.3S18Lnu2.3 4.47E-01 1.02E-02 9.09E+06 1.68E+07 1.49E+00
1.4S18Lnu2.3 4.50E-01 8.15E-03 8.86E+06 1.56E+07 1.58E+00
1.5S18Lnu2.3 4.71E-01 6.30E-03 8.61E+06 1.44E+07 1.66E+00
1.3S09Lnu2.5 5.20E-01 1.05E-02 9.04E+06 1.62E+07 1.48E+00
1.4S09Lnu2.5 4.94E-01 9.11E-03 8.91E+06 1.59E+07 1.56E+00
1.5S09Lnu2.5 5.13E-01 7.04E-03 8.66E+06 1.46E+07 1.64E+00
1.3S18Lnu2.5 4.47E-01 1.28E-02 9.34E+06 1.84E+07 1.49E+00
1.4S18Lnu2.5 4.50E-01 9.88E-03 9.05E+06 1.68E+07 1.57E+00
1.5S18Lnu2.5 4.71E-01 7.45E-03 8.75E+06 1.52E+07 1.66E+00
aThe model names is consisted of core mass, type of Si+S mass and luminosity in order.
bMass inside the gain region.
cRadius at gain region.
dRadius at shock front.
eThe enclosed mass inside the inner boundary.

5.3.2 Critical Luminosity and Diagnostic Explosion Energy: Steps
3 & 4

To explore the shock revival by neutrino heating and the subsequent evolution with hy-
drodynamical simulations in 1D and 2D, we first construct spherically symmetric, steady,
shocked accretion flows for initial conditions (Step 3 in section 5.2). They are characterized
by three parameters, i.e., the mass accretion rate, neutrino luminosity and mass of PNS.
As for the first and third parameters, we adopt the values obtained in the computations
of the accretion histories in Step 2 at tpb = 300ms. We have three options for the second
parameter, i.e., the neutrino luminosity, on the other hand: Lν = 2.0, 2, 3, 2.5× 1052erg/s,
or Lν,52 = 2.0, 2.3, 2.5, which are applied to each of the 6 progenitor models constructed in
Step 1. The properties of these 18 shocked accretion flows are summarized in Table 5.2.
Fig. 5.5 shows the entropy distributions for some models and illustrates their dependences
on some model parameters such as the masses of Fe core and Si+S layer and neutrino lumi-
nosity. As known well, the stalled shock expands as the neutrino luminosity increases (see
the left panel). It also occurs when the mass accretion rate is reduced as is the case for the
doubled mass of the Si+S layer (see the right panel and the second column in Table 5.2).
For larger core masses, the gravitational attraction gets greater, reducing the shock radius
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(see the central panel). Note that the neutrino spheric radius is not linked to the core mass
in our model, the neutrino luminosity is independent of the Fe core mass.

Using all of these 18 models as initial conditions, we run simulations, assuming spherical
symmetry. We also conduct 2D computations for 8 models, which generate robust explo-
sions in 1D. In these simulations we employ in the region outside the stalled shock wave the
profiles of the accreting envelopes at tpb = 300ms, which were obtained in the calculations
of the accretion histories in Step 2. As a result of this, the mass accretion rate varies in
time. We keep the neutrino luminosity constant in time until shock revival occurs. Once
it occurs, we allow the neutrino luminosity to evolve in time according to Eq. 5.6. The
results are summarized in Table 5.3, which will be used frequently later for discussion. In
this table the mass accretion rates at the shock revival, Ṁrev, are sampled at r = 400km
and are essentially the same as those on the shock front. The diagnostic explosion energy,
which is denoted by Eexp, is defined as

Eexp =
∑

vr>0, etot>0

etot ∆V, (5.12)

in which the total energy density, etot, is given by the sum of kinetic (ekin), internal (eint)
and gravitational (egrav) energy densities as

etot = ekin + eint + egrav; (5.13)

the summation in Eq. (5.12) extends over the grid points with positive radial velocities, vr,
and total energy densities; ∆V stands for the cell volumes for these grid points. Note that
the rest mass energy is not included in the internal energy in the above definition. The
diagnostic energy is also used in judging shock revival: we consider that the stalled shock
wave revives if the diagnostic energy reaches 1048erg.

140



Table 5.3: Summary of the Explosion results in 1D and 2D.

Model Eexp [foe] MNi [M⊙] trev
a [sec] MPNS [M⊙] Ṁrev

b [M⊙/s]

1D
1.3S09Lnu2.0 8.40E-01 8.80E-02 7.40E-01 1.68E+00 3.09E-01
1.4S09Lnu2.0 6.70E-01 7.00E-02 8.30E-01 1.78E+00 2.54E-01
1.5S09Lnu2.0 4.40E-01 4.95E-02 1.00E+00 1.91E+00 2.16E-01
1.3S18Lnu2.0 7.50E-01 7.50E-02 6.00E-01 1.62E+00 2.77E-01
1.4S18Lnu2.0 5.30E-01 5.70E-02 7.00E-01 1.73E+00 2.22E-01
1.5S18Lnu2.0 4.20E-01 4.67E-02 7.90E-01 1.85E+00 1.92E-01
1.3S09Lnu2.3 1.22E+00 1.08E-01 5.70E-01 1.60E+00 3.63E-01
1.4S09Lnu2.3 8.20E-01 9.05E-02 6.40E-01 1.72E+00 3.18E-01
1.5S09Lnu2.3 6.10E-01 7.20E-02 7.80E-01 1.85E+00 2.48E-01
1.3S18Lnu2.3 1.37E+00 1.09E-01 4.30E-01 1.54E+00 4.06E-01
1.4S18Lnu2.3 1.13E+00 9.10E-02 4.70E-01 1.64E+00 3.60E-01
1.5S18Lnu2.3 8.14E-01 7.20E-02 7.00E-01 1.78E+00 3.01E-01
1.3S09Lnu2.5 1.64E+00 1.49E-01 4.40E-01 1.51E+00 4.64E-01
1.4S09Lnu2.5 1.43E+00 1.22E-01 4.80E-01 1.63E+00 4.27E-01
1.5S09Lnu2.5 7.30E-01 8.40E-02 6.70E-01 1.82E+00 3.10E-01
1.3S18Lnu2.5 1.40E+00 1.24E-01 3.70E-01 1.52E+00 4.32E-01
1.4S18Lnu2.5 1.45E+00 9.60E-02 4.30E-01 1.61E+00 3.83E-01
1.5S18Lnu2.5 1.07E+00 9.40E-02 4.70E-01 1.73E+00 3.66E-01

2D
1.3S09Lnu2.0 8.96E-01 3.95E-02 6.16E-01 1.63E+00 3.30E-01
1.4S09Lnu2.0 7.60E-01 6.08E-02 6.40E-01 1.72E+00 3.10E-01
1.3S18Lnu2.0 9.70E-01 3.45E-02 5.34E-01 1.60E+00 3.51E-01
1.4S18Lnu2.0 7.46E-01 4.03E-02 5.25E-01 1.72E+00 3.10E-01
1.3S09Lnu2.3 1.55E+00 1.01E-01 4.07E-01 1.53E+00 4.72E-01
1.4S09Lnu2.3 1.46E+00 1.08E-01 3.95E-01 1.61E+00 4.69E-01
1.3S18Lnu2.3 1.24E+00 7.71E-02 4.40E-01 1.50E+00 4.00E-01
1.4S18Lnu2.3 1.14E+00 6.27E-02 4.71E-01 1.64E+00 3.60E-01
a The shock revival time measured from post bounce.
b The mass accretion rate at trev
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Figure 5.6: Critical luminosity curves and PNS mass evolutions. The left panel shows
Ṁ -Lν relation which is called (the critical luminosity curves). Ṁ is measured at 400km.
The right panels depict Ṁ -MPNS map which imply time evolution of MPNS. The solid
line trajectories are from Lν = 2.0 models and points indicate final masses of MPNS.
The colors used in every model prescribe different core mass models, Mc = 1.30 (red),
Mc = 1.40 (green) and Mc = 1.50 (blue). The symbols also describe different Si+S layer
mass, MSiS = 0.09 (open square) and MSiS = 0.18 (filled square). The lighter MSiS models
are shown in the top panels whereas the higher in the bottom panels.

Critical luminosity

The luminosities, mass accretion rates as well as PNS mass at shock revival are presented
in Fig .5.6 for the 18 spherical models. The upper panels display the results for the models
with MSiS = 0.09M⊙ whereas the lower panels are the counter parts for the models with
MSiS = 0.18M⊙. The left panels exhibit the so-called critical curves, in which the neutrino
luminosity at shock revival is regarded as a function of the mass accretion rate at the same
time, Ṁrev. It is evident that critical luminosity is a monotonically increasing function of
the mass accretion rate, which is consistent with other studies [291, 317, 153, 77, 194]. It is
interesting to point out that the curve is upward convex for the models with MSiS = 0.09M⊙

while it is downward convex for the models with MSiS = 0.18M⊙. This is related with the
locations of layer boundaries, at which the mass accretion rate decreases rapidly, and will
be discussed more in detail shortly below. It is also clear that the larger the core mass is,
the higher the critical luminosity is, since the gravitational binding becomes stronger.

In the right panels of Fig. 5.6, we give the trajectories of the mass accretion rate and PNS
mass for different masses of Fe core and Si+S layer. As the time passes, the mass accretion
rate gets lowered while the PNS mass becomes larger. Note that the mass accretion rates
measured at r = 400km are independent of the neutrino luminosities. The points, at

142



1.6

1.8

2

2.2

2.4

2.6

2.8

0.15 0.2 0.25 0.3 0.35 0.4 0.45 0.5

L
ν(c

)   [
1

0
5

2
 e

rg
/s

]

 M
 ·

rev  [M
⊙

/s]

Mc=1.30 M
⊙

 1D 

MSiS=0.09 M
⊙0.18 M
⊙

0

0.2

0.4

0.6

0.3 0.5 0.7 0.9 1.1

 M ·
  

[M
⊙

/s
]

 tpb  [s]

1.6

1.8

2

2.2

2.4

2.6

2.8

0.3 0.5 0.7 0.9 1.1

L
ν(c

)   [
1

0
5

2
 e

rg
/s

]

 trev  [s]

Figure 5.7: The high resolution Lν outcomes for the two Mc = 1.30M⊙ models. Each

panel demonstrates critical luminosities (left panel), the history of Ṁ (middle) and L
(c)
ν as

a function of trev (right). Open and filled symbols represent MSiS = 0.09 (upper panels)
and 0.18M⊙ (lower panels) models, respectively.

which shock revival occurs for the 18 models, are marked with squares in the figure. As
the luminosity decreases, shock revival is delayed and, as a result, the mass accretion rate
becomes lower. Note that the positions of the squares are slightly off the trajectories. In
fact, we employ the PNS masses at the end of simulations instead of those at shock revival
in plotting these squares. Hence their vertical deviations from the trajectories indicate the
masses gained or lost by PNS owing to the inflow or outflow of matter through the inner
boundary after shock revival. In the 1D case, the mass is always lost, since the outflow is
dominant via neutrino winds. This is not always the case in 2D as shown later, in which
the neutrino-driven wind occurs more strongly.

In order to better understand the differences in the shape of the critical curves, we
conducted additionally nine 1D simulations with Lν,52 = 1.8− 2.6 for the progenitor model
with Mc = 1.3M⊙. Figure 11 shows the critical curves (left panel), the temporal evolutions
of mass accretion rates (middle panel) and the critical luminosities as functions of the shock
revival time (right panel). First of all, it is evident from the left panel that the convexity of
critical curve changes as the shock revival time varies, i.e., each critical curve has portions
that are upward- or downward convex. The comparison between the left and middle panels
makes it clear that a plateau in the critical curve corresponds to a cliff in the curve of mass
accretion rate (see, e.g., the model with Lν,52 = 2.3 for MSiS = 0.09) and vice versa. The
reason why the data points are sparse on the plateau and dense at cliff on the critical curve
is simply because the duration of the plateau phase is shorter. As mentioned earlier, the
mass accretion rate is lower for the model with MSiS = 0.18M⊙ than for the model with
MSiS = 0.09M⊙ (see also the middle panel of Fig. 11). As a result, for a given neutrino
luminosity shock revival tends to occur earlier for the former. Note that the shock radius
is also larger from the beginning for the same model.

We find from the left and middle panels of Fig.11 that some models have almost the
same mass accretion rate but have substantially different critical luminosities: e.g. the
models with Lν,52 = 2.0, 2.1, 2.2 for MSiS = 0.09M⊙. In order to understand this situation,
we plot in Fig. 12 the time evolutions of the width Rsh − Rg (top panel) and the mass
Mg (middle panel) of the gain region as well as the mass accretion rates (bottom panel)
as functions of time for these three models. From the top and middle panels it is apparent
that shock revival occurs as a consequence of the growth of overstabilizing oscillations,
which is consistent with previous papers (Ohnishi et al. and Fernand-Rodriguez). The
instability is triggered by the passage of the boundary between the Si+S+O layer and the
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Figure 5.9: The mass accretion histories for 6 toy presupernova stages. The colors show
the different core types, Mc = 1.30 (red), 1.40 (green) and 1.50M⊙ (blue), whereas the line
types correspond to MSiS = 0.09 (solid) and 0.18M⊙ (dotted), respectively. The symbols
illustrate the different neutrino luminosities at the shock revival time, Lν,52 = 2.5 (filled
circle), 2.3 (open circle) and 2.0 (cross).

O+Mg+Si layer at tpb ∼ 550ms. The important point is that the mass accretion rate
changes by the passage of the layer boundary much more quickly than the shock radius
does by the oscillations. This means that these three models become supercritical and
hence unstable instantaneously by the passage of the layer boundary. It is also apparent
that the difference in the shock revival time simply reflects the difference in the oscillation
periods and growth times, which are longer for smaller neutrino luminosiities as shown by
Yamasaki and Yamada (2007). Since the mass accretion rates change very slowly after the
passage of the layer boundary, these models have almost identical accretion rates at shock
revival.

In Fig. 13 we plot the time evolutions of the mass accretion rates and the shock revival
points for the three core masses: Mc = 1.30M⊙ (left panel), 1.40M⊙ (middle panel) and
1.50M⊙ (right panel). It is evident from these plots that shock revival is delayed for more
massive iron cores. This is simply because of the stronger gravitational attraction. As
mentioned above, the higher mass accretion rates for the model with MSiS = 0.09M⊙

leads to the fact that it obtains shock revival later than the model with MSiS = 0.18M⊙

irrespective of the core mass. It may be interesting to see for the highest luminosity
(Lν,25 = 2.5) case in the model with MSiS = 0.09M⊙ that shock revival occurs before
the passage of the boundary between the Si+S+O layer and the O+Mg+Si layer for the
lighter cores with Mc = 1.30M⊙ and 1.40M⊙ whereas it happens during the passage for
the heaviest core with Mc = 1.50M⊙. As a result, the mass accretion rate at shock revival
becomes smaller in this case than the counter part in the model with MSiS = 0.18M⊙. In
fact, the layer boundary is located at a larger radius in the latter progenitor model and
shock revival occurs before its passage even for the heaviest core mass, which is also the
reason why the critical curve is almost straight in this case.
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Figure 5.10: The time evolution of energies and ejecta masses forMc = 1.40M⊙ with
MSiS = 0.18M⊙. The top panels : The time evolutions of a diagnostic explosion energy
(red line), nuclear source (blue line) and neutrino source (green line). The bottom panels
: The time evolutions of ejecta masses for α (red line), 5656 (blue line), 28Si (green line),
54Fe (purple) and neutron (dark-green). The neutrino luminosities are chosen as Lν =2.5
(left panel), 2.3 (middle panel) and 2.0 (right panel) ×1052erg/s, respectively.

Explosion energy and nickel mass

We turn attention to the explosion energies and Ni yields in the 1D models, which are
summarized in the second and third columns in Table 5.3. For fixed masses of Fe core
and Si+S layer, both the explosion energy and the mass of synthesized Ni monotonically
decrease as the neutrino luminosity is reduced. This is consistent with the findings in the
previous chapter This is a consequence of the delay of shock revival for lower neutrino
luminosities (see the fourth column in the table), which results in turn in smaller mass
accretion rates (the last column of the table).

In Figs. 5.10 - 5.12 presented are the time evolutions of these quantities. We show in
addition the energies gained by neutrino heating, Eν , and produced by recombinations and
nuclear burnings, Enuc, as well as the yields of some major elements as functions of time.
The former two are evaluated, respectively, as

Enuc =
∑

vr>0, etot>0

Q(n)
nuc ∆V ∆t(n), (5.14)

Eν =
∑

vr>0, etot>0

Q(n)
ν ∆V ∆t(n), (5.15)

where ∆t(n) is the time interval of the n-th time step in the simulations and Q
(n)
nuc and Q

(n)
ν

are the local energy production rates via the nuclear reactions and neutrino heating rate,
respectively; the summation runs over the same grid points in Eq. (5.12).

We first compare the results for different neutrino luminosities, which are shown in
Fig. 5.10. In the top panel the temporal changes of the energies given above are displayed for
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Figure 5.11: Same as figure.5.10 but illustrating different Si+S layer masses with Mc =
1.40M⊙ and Lν,52 = 2.3.

the models with the Fe core mass of Mc = 1.40M⊙ and Si+S layer mass of MSiS = 0.18M⊙.
In the bottom panels, on the other hand, the mass yields of 56Ni, 54Fe, 28Si, 4He and free
neutron are presented. It is found from the top panels that lower luminosities delay shock
revival indeed and result in smaller explosion energies. The same is true of the nickel mass
yield, as is also evident from the bottom panels. The diagnostic explosion energy, Eexp,
increases mainly by the nuclear energy releases from the recombinations to 4He and heavier
elements at first and via the nuclear burnings later. The later slow decline in the diagnostic
explosion energy is caused by the engulfing of gravitationally bound envelopes and by some
fall backs. Rather small contributions from neutrino heating are deceptive. It should be
noted in fact that these energies are calculated only after shock revival. Most of the energy
given by neutrino heating is consumed to lift matter up from the gravitational well and
make it ready for expansion, which is not included in the evaluation of Eexp, however.

The productions of 4He followed by 54Fe and then 56Ni are due to the recombinations
while 28Si is mainly synthesized by oxygen burnings. The difference in the final yield of
54Fe contributes considerably to the difference in Enuc. It is also seen that not all 4He is
consumed to assemble heavier elements and the so-called α-rich freeze-out takes place. This
sequence of events are essentially the same as those we found in the previous chapter. It is
mentioned that the wind contribution to Eexp is sometimes non-negligible and is the main
reason why Enuc is asymptotically larger than Eexp in some cases and smaller in others.
We will comeback to this issue in section 5.3.2 and 5.3.3.

It is interesting to point out that the times of shock revival, trev, are not much apart
between the models with Lν = 2.5 × 1052erg and 2.3 × 1052erg but the explosion energies
are substantially different. This corresponds to what we saw in the critical curve for the
models with MSiS = 0.18M⊙ (the lower left panel of Fig. 5.6): the critical luminosities are
different for not-so-different mass accretion rates.

Models with different Si+S layer masses are compared in Fig. 5.11, in which the core
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Figure 5.12: Same as figure.5.10 but illustrating different initial core masses with MSiS =
0.18M⊙ and Lν,52 = 2.3.

mass and neutrino luminosity are fixed toMc = 1.40M⊙ and Lν = 2.3×1052erg, respectively.
The higher MSiS induces an earlier and more energetic explosion since the growth rate of
radial perturbation is larger than the mass accretion rate time scale. The difference in
Enuc reflects the yield of 54Fe as in the previous cases. The synthesized 56Ni are nearly the
same between the two models. The PNS is more massive for MSiS = 0.09M⊙, reflecting the
delay of shock revival in that case. These trends are common to other core mass models
(see Table 5.3). For the lower luminosity case (Lν = 2.0 × 1052erg/s), on the other hand,
shock revival is still delayed for the lighter Si+S layer but the accretion rate at the shock
revival is larger for MSiS = 0.09M⊙ and, as a consequence, the explosion energy and the
nickel yield are both greater for these models than those with MSiS = 0.18M⊙. Note that
the PNS is still more massive for the delayed shock revival. This happens again because
high Ṁrev leads to the canonical explosion energy (see detail discussions in the next section
and section. 5.3.3). In the higher luminosity models (Lν = 2.5 × 1052erg/s), the shock
revival time behaves similarly to the first case (Lν = 2.3 × 1052erg/s): it is delayed for
MSiS = 0.09M⊙. The accretion rates and hence the explosion energies and nickel masses
are non-monotonic with the Si+S layer mass. In fact, they are larger for MSiS = 0.09M⊙

than for MSiS = 0.18M⊙ in the models with Mc = 1.30 and 1.40M⊙ whereas the opposite
is true for Mc = 1.50M⊙ which has already explained in section. 5.3.2.

Models with different core masses are exhibited in Fig. 5.12, in which the neutrino
luminosity and the mass of Si+S layer are set to Lν = 2.3 and MSiS = 0.18M⊙, respectively.
Robust explosions with Eexp ≳ 1.0× 1051erg are obtained for smaller cores (Mc = 1.30 and
1.40M⊙). The yield of 56Ni is also a decreasing function of the core mass. These are common
trends shared by other models (except for the model with Mc = 1.30M⊙, MSiS = 0.18M⊙

and Lν = 2.5 × 1052erg/s, in which shock revival occurs very early on (texp = 0.37s)
but the explosion energy is a little bit smaller than the model with the heavier core of
Mc = 1.40M⊙). This may seem to be simply due to the gravitational attractions by the
central PNS but there is something more here, which we will discuss in section 5.3.2.

Figure 5.13 summarizes the explosion energies and nickel masses thus obtained in the
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Eexp - MNi plane with some observational data taken from Pejcha et al.(2015) [343]. The
upper left panel shows all 18 models, illuminating the clear correlation between them, which
is well fitted by

MNi ∝ E0.70
exp . (5.16)

This is consistent with our previous findings. It is interesting, however, that the correlation
still holds among different Mc and/or MSiS models. The other three panels display the
correlation for different neutrino luminosities separately. It is apparent from these results
that as the neutrino luminosity becomes lower, the location of data points in the plane shifts
roughly from the upper right to the lower left part on the line that expresses the suggested
correlation, which implies that the explosions get weaker and the nickel yield becomes
smaller. Looking into the individual cases more closely, we find that the models with
Lν = 2.0×1052erg/s is more strongly correlated whereas the models with higher luminosities
have larger dispersions. This is mainly due to larger contributions from the neutrino wind
in these models. It is also mentioned that the shock revival for Lν = 2.5× 1052erg/s occurs
around the Si/O interface, where Ṁ changes rapidly.

It has been commonly supposed that the typical explosion of core-collapse supernovae
produces Eexp ≳ 1051erg and MNi ≲ 0.1M⊙ [151, 314, 451, 219, 390]. This corresponds
to the lower right quadrant in each panel. It is evident that not many models, actually
only three of them, fall in this region. Recent observations (for example, papers listed in
Table. 1 in [342]) and their analysis [343] suggest that the explosion energy and the nickel
mass are correlated and occupy the region indicated in the figure. It is clear that

This is also reflected in the fact that the fitted line traverses the region only the upper
part of this. This means that it is difficult in 1D models to obtain the right combination of
explosion energy and 56Ni mass and that 56Ni tends to be overproduced. As demonstrated
later the disagreement is resolved in the 2D models, which may be yet another support for
the claim that multidimensionality is crucial for explosion.
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Figure 5.13: The relation between explosion energy and nickel mass. Each panels corre-
spond to the results of Lν,52 = 2.0, 2.3, 2.5 (top left panel), Lν,52 = 2.5 (top right panel),
Lν,52 = 2.3 (bottom left panel) and Lν,52 = 2.0 (bottom right panel), respectively. The col-
ors used in every model prescribe different core mass models, Mc = 1.30 (red), Mc = 1.40
(green) and Mc = 1.50M⊙ (blue). The least-square line for 18 explosion models is indicated
in all panels and observation data are reproduced from Pejcha et al.(2015) [343]. The sym-
bols also describe different Si+S layer mass, MSiS = 0.09 (open square) and MSiS = 0.18M⊙

(filled square). The dashed lines are indicators of typical observation values.
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Figure 5.14: The explosion energy as function of initial parameters in 1D. The top, middle
and bottom panels show the dependence of Mc, MSiS and Mc + MSiS, respectively. The
three different luminosity results are in order from the left (Lν,52 = 2.5) to the right panels
(Lν,52 = 2.0). It should be noted that in top left panel the green open square symbols is
hidden by the same green filled symbol.

Dependences of explosion energy on model parameters

Now we look into the dependences of the explosion energy on the parameters that charac-
terize the progenitor structures. In Fig. 5.14 we focus on the masses of Fe core and Si+S
layer. The top panels show for different neutrino luminosities how the explosion energy is
affected by the Fe core mass. We can see clearly the general trend that Eexp declines as
Mc increases. The dependence on the Si+S layer mass is not so simple, though, as can
be inferred from these panels and is directly demonstrated in the middle panels, in which
the results are exhibited in the MSiS-Eexp plane. It seems that there is no clear correlation
between the explosion energy and the mass of Si+S layer. All we can find from the figure
is the fact that the scatter of Eexp is larger in MSiS = 0.09M⊙. In the bottom panels we
choose as the horizontal axis the sum of the masses of Fe core and Si+S layer. We can then
find a similar trend to the Fe core mass but the correlation is much weaker except for the
lowest Lν case.

Much tighter correlation is found, however, if we choose the mass accretion rate at
shock revival is adopted, which is demonstrated in the left panels of Fig. 5.15. Each panel
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plots for one of the three neutrino luminosities the results for 6 progenitor models. The
solid line is the least-square fit to all 18 data points. Given the scatters in Fig. 5.14, it is
rather surprising that all the models fall so closely to the line. The correlation is found to
be fitted as

Eexp ∝ Ṁ1.61
rev . (5.17)

Larger Ṁ are favorable for strong explosions as long as shock revival occurs. In our 1D
models, Ṁrev ≳ 0.35M⊙/s is required to produce an explosion with Eexp ≳ 1051erg

On the right panels of Fig. 5.15, we examine possible correlations between the explosion
energy and the final PNS mass. The solid line is again the least square fit to all data.
Although there may be a rough trend that the explosion energy gets smaller as the PNS
mass becomes larger, the scatter around the fitting line is not so small. In fact, the following
three combinations, (Mc [M⊙], Lν,52) = (1.50, 2.5), (1.40, 2.3), (1.30, 2.0) for MSiS = 0.09M⊙,
give almost the same Eexp although the PNS masses are substantially different among them.
They have almost same mass accretion rates at shock revival, on the other hand. It should
be noted that although larger PNS masses generate stronger gravitational attraction and
are not favorable for shock revival in this respect, they are often a consequence of greater
mass accretion rates, which are favorable for robust explosions. These competing effects
result in the non-monotonic behavior of the explosion energy vs PNS mass. It is hence
better to consider the influence of the PNS mass on Eexp only through Ṁ .
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Figure 5.15: The physical properties of explosion energy in 1D. The left panel show mass
accretion rate dependence on Eexp while the right panel proto-neutron star mass dependence
on Eexp. The top, top middle, bottom middle and bottom panels correspond to all 3
luminosities, Lν,52 = 2.5, Lν,52 = 2.3 and Lν,52 = 2.0 explosion models. The least-squared
line of all 1D explosions for corresponding map is drawn in each panels.
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Figure 5.16: Same as figure.5.6 but including 4 pre-supernova models in 2D. The 2D results
of Mc = 1.30 and 1.40M⊙ are described as orange and dark-yellow, respectively. It should
be noted that several symbols of 2D explosion are overlapped on those of 1D and even
on different 2D model. For instance, in the top left panel symbol overlaps appear at
Ṁrev ≳ 0.45M⊙/s (orange and dark-yellow) and Ṁrev ≳ 0.30M⊙/s (dark-yellow and red).
Also in the both bottom left panels at Ṁrev ≳ 0.35M⊙/s (dark-yellow and green).

Axisymmetric 2D explosions

We turn our attention to 2D models, in which we assume axisymmetry. It has been demon-
strated by different authors [154, 90, 293, 76, 427, 111, 109, 288] that the nature of turbu-
lence is qualitatively different between 2D and 3D and that the shock dynamics is affected
accordingly. It has been also shown that the difference between 2D and 3D is much smaller
than that between 1D and 2D [317, 153, 77]. We hence expect that our 2D models will
still be able to illuminate how the multi-dimensionality of dynamics modifies our findings
so far obtained in the 1D models.

For 2D simulations, we employ only the models with Mc = 1.30 and 1.40M⊙, since
the heaviest core (Mc = 1.50M⊙) models are likely to produce mostly under-energetic
explosions except for the highest neutrino luminosity (Lν = 2.5× 1052erg/s) case, which is
also not considered in the following.

The critical neutrino luminosities are plotted in the left panels of Fig. 5.16 together with
the 1D results presented already in Fig. 5.6. In most of the 2D models, shock revival sets in
earlier at higher mass accretion rates than in the corresponding 1D cases. This is due to the
hydrodynamical instabilities such as convection and SASI, which expedite shock revival by
expanding the gain region and making the dwell time in the region longer, and is consistent
with the previous findings by others [291, 377]. In the case of Lν = 2.0 × 1052erg/s, for
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Figure 5.17: Same as figure.5.10 but comparing (Mc,MSiS) = (1.40M⊙, 0.09M⊙) model in
1D with in 2D. The top panels show the time evolution of spherical model whereas the
bottom panels those of axisymmetry, respectively. The neutrino luminosities are chosen as
Lν =2.3×1052erg/s.

example, the shock revivals occur immediately after the Si/O interface hits the shock front
in 2D, since the multi-dimensional effects just mentioned push the post-shock flows almost
to the critical points prior to the encounter with the layer boundary and these models do
not need to wait further when the interface actually hits the stalled shock wave.

It is found, however, that the models with Lν = 2.3 × 1052erg/s and MSiS = 0.18M⊙

have little difference between 2D and 1D.
The right panels present the mass accretion rates at shock revival together with the final

values of PNS mass just as the right panels of Fig. 5.6. The solid lines are the trajectories
for the designated models. The reason why the squares are not sitting on these lines is
because the final values instead of the values at shock revival are employed for plotting
these data (see also Fig. 5.6). The vertical distance between the trajectory and data point
represents the mass gained or lost by PNS after shock revival. Since the fall back of matter
is stronger in 2D in general, MPNS tend to be heavier in 2D than in 1D.

The time evolutions of the explosion energy as well as the masses of some major elements
in the ejecta are shown in Fig. 5.17 for the 2D model with Lν = 2.3 × 1052erg/s, Mc =
1.40M⊙ and MSiS = 0.09M⊙. For comparison, the corresponding 1D model is exhibited in
the top panels. Thanks to the non-radial fluid instabilities, shock revival occurs much earlier
in 2D. The higher mass accretion rate then results in the larger Eexp. It is noteworthy in this
context that the curve of Eexp is always running below that of Enuc in the top left panel for
1D whereas the opposite is true in the 2D model; the contribution from the neutrino heating
rises more slowly and continues longer in 2D; the mass of 56Ni in the ejecta is gradually
decreasing at late times in 2D. These facts are all consequences of stronger neutrino winds,
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i.e., outward matter flows from the inner boundary in our simulations. The neutrino wind
mainly consists of hot nucleons earlier and α particles later, which will contribute to the
explosion energy through recombinations. The addition of these fresh nucleons is the main
reason for the more long-lasting neutrino heating in 2D. The later α particle ejection,
however, also underestimate the neutrino heating and nuclear the recombination energy
which should be provided outside the active calculation region (see also section. 5.3.3).
The neutrino wind adds slightly neutron-rich matter to the ejecta, which later recombines
to produce 54Fe instead of 56Ni. This is one of the reasons why the mass of synthesized
56Ni is smaller in 2D than in 1D in general. It should be noted, however, that the neutrino
wind is one of the most uncertain components in our simulations. In fact, it is actually
dictated by the inner boundary condition imposed in our models (see also the previous
chapter)although it should have been obtained from the self-consistent evolution of PNS.
In fact, previous realistic simulations by other groups, e.g., Scheck et al.(2006), Marek &
Janka 2009 and Bruenn et al.(2014) [378, 266, 41], demonstrated that the neutrino driven
wind and its heating by neutrinos may last for more than ∼ 500ms, hence being one of the
main contributors to the explosion energy. We demonstrate in the left panels of Fig. 5.18
that the explosion energy is tightly correlated with the mass accretion rate at shock revival.
It is intriguing that the 2D models fall on the same line (see Eq. (5.17)) with the 1D models.
On the other hand, the correlation between Eexp and MPNS seems to become stronger in
the 2D cases as shown in the right panels of Fig. 5.18 less scattered distribution and almost
on the least-squared line in MPNS dependence. It should be mentioned here that the PNS
mass is more difficult to estimate in 2D, since the fall back is more violent and highly
anisotropic and it takes place simultaneously with the neutrino wind. It will be hence
necessary that a larger number of models are investigated to justify the above statement.

Finally, the explosion energies and masses of synthesized 56Ni are plotted in Fig. 5.19
for all models including the 2D computations. One can easily recognize that the 2D results
are qualitatively different from those for 1D unlike the correlation between Eexp and Ṁrev

demonstrated in Fig. 5.18. In fact, the stronger fall back and neutrino wind in 2D both tend
to reduce the mass of 56Ni in the ejecta compared with the 1D counter parts and the data
points for 2D seem to be fitted by a steeper line (red solid line) although there is a scatter for
the low-energy explosions. We showed earlier that the 1D models tend to produce too much
nickel if they explode in the first place (see also Fig. 5.13) and that the correlation between
the explosion energy and the nickel mass is qualitatively different from that suggested by
the observations , which is yet another reason that 1D explosions are disfavored in the
neutrino heating mechanism. In the 2D case, the reduced nickel production puts both the
explosion energy and the Ni mass in the right region (see references in [41, 343]). This is
consistent with the findings in my first study.

From the figure it may be said that the mass of Si+S layer affects the Ni synthesis more
than the Fe core mass. It should be mentioned, however, that the precise estimation of the
nickel mass in the ejecta is made difficult not only by the uncertainty in the neutrino wind
but also by later interactions of the shock wave with the helium and/or hydrogen layers,
which may cause further fall back. This issue will be discussed more in the last section. We
mention the accuracy of our numerical simulations. To assess it, we conducted four more
2D computations with a finer radial or angular mesh for the parameter sets of (Mc/M⊙,
MSiS/M⊙, Lν,52)=(1.30, 0.18, 2.3) and (1.40, 0.18, 2.0). We find in the computations with
the larger number of radial grid points (150 up from 600) that both the explosion energy
and the Ni mass are changed by less than 0.5% at most. In the case of the finer angular
mesh with 124 grid points in the θ direction, the explosion energy is changed by ∼3%
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Figure 5.18: Same as figure.5.15 but with 8 axisymmetry explosions. The least-squared
lines are also same with figure.5.15. Note that several symbols are overlapped, e.g., different
dimensions of (Mc,MSiS) = (1.40M⊙, 0.18M⊙) in Lν,52 = 2.3 (filled dark-yellow and green)
and two-dimension explosion of Mc = 1.40M⊙ with the different MSiS in Lν,52 = 2.0 (open
and filled dark-yellow).
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Figure 5.19: Same as figure.5.13 but Lν,52 = 2.3, 2.5 are depicted with the additional
8 explosion calculations in 2D. The least-squared lines for 2D (red solid) drawn in each
panels are also added from figure.5.13.
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whereas the Ni mass is affected more with the difference of ∼10%, which is mainly caused
by a greater fall back. These numerical errors, though not completely negligible, are not
large enough to change the conclusions qualitatively, either.
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Figure 5.20: Properties of typical mass ejecta MTP
(see its definition from eq.5.18). Ṁrev-

MTP
relation is plotted in the left panel while Eexp is shown as a function of MTP

in the
right panel. Each colors indicates 1D(black) and 2D(red), respectively and the solid lines
are least square line for 1D explosion models.

5.3.3 The correlation of Eexp and MTP

We have so far observed that the explosion energy, Eexp, is strongly correlated with the
mass accretion rate at shock revival, Ṁrev irrespective of the dimension of dynamics. In
this section, we look into the origin of this correlation more in detail. For that purpose
we introduce a new quantity, the total mass, MTP

, with the peak temperature higher
than TP > 5 × 109K. Here the peak temperature is defined for each mass element as the
highest temperature it attains during the expansion following shock revival. The threshold
temperature, i.e., TP = 5×109K is a temperature, around which α particles are recombined
to iron-group elements. MTP

is hence the mass of the matter that experiences neutrino
heating and recombinations, the two main contributors to the explosion energy. It is
numerically evaluated as follows:

MTP
=

∑

T
(n)
P, 9>5.0, v

(n)
r >0

∆m(n) , (5.18)

in which the superscript n labels mass elements on the numerical mesh and TP,9 = TP/109K

is a normalized temperature; the condition v
(n)
r > 0 implies that only expanding matter

should be summed.
In Fig. 24 we plot all the 1D (18 black crosses) and 2D (8 red crosses) in the Ṁrev−MTP

(left panel) and MTP
− Eexp (right) panels. It is evident that they are closely related with

one another regardless of the dimension again. The least square fits to them give the
following power-law relations:

MTP
∝ Ṁ1.47

rev , Eexp ∝M1.07
TP

. (5.19)

It is important that the explosion energy is almost linearly correlated with MTP
, the fact

suggesting that MTP
is more directly related with the explosion energy. This will be

endorsed by more detailed analyses in the following.
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Figure 5.21: Explosion energy per nucleon and its contributions as a function of MTP
. The

left panel show the explosion energy per nucleon, εexp. The net heating source per nucleon,
εsrc (cross), and the enevelpe binding energy per nucleon, εbind (circle) are plotted in the
middle panel. The right panel depict two heating contributions per nucleon, εnuc(cross)
and εν(circle). In all panels black and red symbols correspond to 1D and 2D explosion,
respectively (see also exact definition in eq.5.20 and 5.22.)

We define the explosion energy per nucleon, εexp, as well as the contribution to it from
the nuclear reactions, εnuc, and from the neutrino heating, εν , as follows:

εexp = Eexp/NTP
, εnuc = Enuc/NTP

, εν = Eν/NTP
, (5.20)

in which NTP
is the number of the nucleons that consist of MTP

.
We also refer to the sum of the latter two as εsrc = εnuc + εν . We also pay attention

below to the total energy per nucleon of the outer envelope, which is defined as

εbind = Ebind/NTP
, (5.21)

with Ebind being given by

Ebind =
∑

500km<R(n)

∆V (n) · (e(n)kin + e
(n)
int + e(n)g ).. (5.22)

Note that Ebind is negative owing to the gravitational binding although it contains the
kinetic and internal energies , which are positive, as well.

We plot these quantities for all 1D and 2D models in Fig. 25, in which the horizontal
axis is chosen to be MTP

. First of all, it is clear that they are almost constant, indicating
that not only the total explosion energy but each contribution except for εbind is also nearly
proportional to MTP

. If we look more closely, however, we can see some trends. In the
left panel, in which the specific explosion energies are plotted, we can recognize that they
increase slightly with MTP

, having values of 4.5MeV ≲ εexp ≲ 6.0MeV, although there
are some scatterings. The reason for this increase is understood from the middle panel, in
which εsrc and εbind are plotted for MTP

. It is found that they both decrease with MTP
.

Since the binding energy of the envelope is almost unrelated with MTP
, the decrease of

εbind is just a consequence of the increase of NTP
, the denominator in Eq. (30), with MTP

.
The decline in εsrc is much more moderate and, as a result, the total explosion energy
per nucleon increases as shown in the left panel. The right panel shows the contents of
εsrc, i.e., εnuc and εν . It is discernible that both of them decrease slightly as does εsrc in
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the middle panel although 2D results appear to have opposite trend. This is due to the
following reason: as MTP

increases, the mass of the post-shock matter that has larger α
fractions becomes greater, since the photo-dissociations to α occur at larger radii; as a
result, the energy gain by later recombinations gets smaller; since the nucleons are mainly
responsible for the neutrino heating, εν is also reduced. Note that the values of εnuc are
∼ 5 − 6MeV, which are similar to those evaluated at r = 3000km by [378], and are much
larger than those of εν , which is at most ∼ 1 − 2MeV. This is partly because that those
values are evaluated after shock revival whereas the neutrino heating has started much
earlier on and is consumed mainly to lift up matter from the gravitational well. It should
be also mentioned that the neutrino heating is also used to compensate for the loss by
photo-dissociations. In this sense the recombination energy is actually originated from the
neutrino heating. It is interesting to point out that εbind is roughly comparable to εν .

The values of εsrc as well as εnuc and εν are a bit smaller for 2D than for 1D, the fact
which also seems to be the reason for the opposite trends we found in the middle and right
panels between 1D and 2D models. This happens because these quantities are evaluated
only in the computational domain, that is, outside the inner boundary we put artificially.
In fact, in 2D models some of the matter flowing into the computational domain through
the inner boundary, to which we refer as the wind below, has already recombined to α
particles, which then results in the reduction of εnuc and εν . This is all the more true for
the 2D models with smaller MTP

, producing the opposite trends mentioned above.
The nice thing with the correlation between Eexp and MTP

is that the latter is fixed
earlier than the former. In fact, MTP

is determined by the time when the shock wave
reaches ∼ 2000 − 3000km in our models. It is true that the fall-back occurs later after
the shock reaches ∼ 5000km but these fall-back matter does not have much energy as has
been argued in section 5.3.2. The correlation may be hence useful to estimate the explosion
energy. There is one concern here, however. As mentioned above, the wind also contributes
to the explosion energy, which is then expressed as

εexp ∼ εsrc + εbind + εwind

= εnuc + εν + εbind + εwind. (5.23)

In this expression the wind energy is denoted by εwind (see [266, 41]). Although this is
not a dominant contributor in our models, the correlation may be degraded if it is, since
we cannot expect that it is strongly correlated with MTP

. Our models have admittedly
no predictive power on the issue, since the wind is rather sensitive to the inner boundary
condition we impose by hand. As a matter of fact, the wind contribution seems to be
substantial in more realistic simulations [55, 266, 115, 289] and we are afraid that this may
be the reason why the explosion energy is fixed rather early on in our models compared
with other realistic simulations [427, 303, 41, 288]. Systematic studies will be conducted
on the wind in our forthcoming paper.
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Figure 5.22: The density and entropy distribution of enclosed mass (the left panel) and
radius (the right panel). The both panels depict the result of same parameter choice
except for light (L: red) and medium (M: green) core function. The solid line denotes
density whereas the dotted line entropy.

5.3.4 Some comments on our lightest core-mass models

In the models considered in this paper, there is a clear tendency regardless of spatial di-
mensions that the explosion energy gets larger as the core mass becomes smaller. This may
seem at odds with some recent realistic simulations [427, 303, 41, 288] for light progenitors.
In fact, they generically produced weak explosions of Eexp ≲ 0.1× 1051erg, e.g., for model
s11.2 of 11.2M⊙ by WHW2002. It is true that the time of shock revival is self-consistently
determined in these realistic simulations and that the post-shock flow is not steady in re-
ality but we believe that they are not the main cause for the discrepancy mentioned above
but the progenitor models are.

As discussed in section 5.2.2, the progenitor models can be classified into three groups
labeled with ”L”, ”M” and ”H”. In this paper we focus on group M, since the majority of
progenitor models belongs to this group. We then employ the entropy and Ye distributions,
Eqs. (3.36) and (3.37), suitable for this group. Note that the lowest Fe-core mass models
are also based on these relations. On the other hand, some of the light progenitor models
obtained by realistic evolution calculations are known to be affiliated with group L. Model
s11.2 of 11.2M⊙ by WHW2002 is indeed one of such models.

To see the difference between groups L and M, we show in Fig. 5.22 the density and
entropy distributions for their members. In the left panel, the horizontal axis is the en-
closed mass whereas the radius is adopted in the right panel. Note that only the entropy
distributions, which are depicted with dashed lines, in the core as a function of density are
different between the two models and the other parameters such as the masses of Fe core
and Si+S layer are identical. It is interesting that the density distributions in the Fe core
are more or less the same between the two models. Instead the difference manifests itself
in the outer layers as is particularly evident in the left panel.

This may be understood as follows. In both models, the cores are in NSE and are
mostly supported by degenerate electrons. As a result, the difference in entropy has a
limited influence on the core structure. This is not the case near the core surface as well
as in the Si+S layer. Since the entropy is smaller at the core surface for group L than for
group M but it is identical in the adjacent Si+S layer for both groups, the entropy jump at
the interface is greater in group L. As the densities are nearly the same at the core surface
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between the two groups, this implies that the pressure is smaller for group L. Since the
gravitational attraction is almost identical at the core surface as the mass and radius of
the core are nearly the same, the pressure scale height is shorter for group L accordingly.
This is reflected in the density scale height in the Si+S layer directly because the entropy is
assumed to be identical for both group there. This is the reason why the density gradient
steeper for group L than for group M as observed in the right panel of Fig. 5.22.

If such an entropy difference in the core is indeed responsible for the discrepancy of
the explosion energies mentioned above between the recent realistic simulations and our
experimental computations, it may suggest that we would obtain canonical explosions if
we could obtain via evolution calculations progenitor models with relatively high entropies
in small cores. Detailed analyses of groups L and H will be reported in the forthcoming
paper.
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5.4 Summary and discussion

We have conducted experimental 1D and 2D simulations to study shock revival and the
subsequent evolutions in the post-bounce CCSNe. We have paid particular attention to
the influences of progenitor structures, which are known to be diverse. Instead of employ-
ing the pre-supernova models provided by realistic stellar evolution calculations, we have
constructed toy models, in which not only the Fe core mass but the proportion of outer
layers can be also changed rather arbitrarily. In this paper, we have focused on the masses
of the Fe core and adjacent Si+S layer. We have run both 1D spherically symmetric and
2D axisymmetric simulations of the shock revival and evolutions that follow, excising the
central portion of the core and replacing it with the inner boundary conditions. We have
investigated the dependences of the explosion energy and synthesized nickel mass, both of
which are key observables in CCSNe, on some model parameters.

We have adopted the four-step strategy: (1) we first constructed the progenitor models
with different Fe and SI+S layer masses; (2) we then calculated the mass accretion histories
for these models, removing the central part and thus its pressure support in 1D simulations;
(3) using the mass accretion rates at t=300ms post bounce, we obtained spherically sym-
metric, steady, shocked accretion flows for three neutrino luminosities; (4) we performed
1D and 2D simulations of shock revival and the ensuing evolutions for the configurations
obtained in the previous step, employing the mass accretion histories sampled in the first
step; the light bulb approximation was adopted with the appropriate time evolution of
the neutrino luminosity being taken into account. In these 1D and 2D simulations, we
have incorporated nuclear recombinations and burnings consistently with the multi-spices
(non-NSE) EOS.

The main results are as follows:

1. Based on the realistic progenitor models by [474], we have first demonstrated that the
progenitor’s core structures can be categorized into three groups dubbed as L, M and
H if one parametrizes the entropy and electron fraction as functions of density rather
than radius or enclosed mass. Since the majority of massive star’s cores seem to be
affiliated with group M, we focus on this group in this paper. Groups L and H are
meant for some of lighter and heavier cores and will be investigated separately in the
forthcoming paper. We have taken into account seven outer layers of different chem-
ical compositions and assumed uniform distributions for the entropy and abundance
in each layer, setting appropriate values to them. We have constructed six progenitor
models this way with different combinations of three Fe core masses, Mc = 1.30, 1.40
and 1.50M⊙ and two Si+S layer masses, MSiS = 0.09 and 0.18M⊙. We have found
that for heavier Fe cores, the compactness, that is, the ratio of enclosed mass to
radius, is larger in the Si layer but becomes smaller in the O+Ne+Mg layer. It has
been also shown that more massive Si+S layers induce larger differences in the outer
envelopes.

2. The accretion histories are found to be commonly characterized by the initial rise
of Ṁ to a peak, which corresponds to the contraction of the entire Fe core into the
radius of ≈ 100km, and the ensuing rapid decline that is followed by the much slower
decrease. There are a couple of steps, where the mass accretion rate drops suddenly.
They are caused by the interfaces of different layers. It is interesting that the mass
accretion histories for models with different Fe core masses are similar to each other
if they are shifted in time so that the peaks of Ṁ should coincide with each other.
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This is particularly so when the Si+S+O layer is accreting onto the shock wave,
probably the most critical period for shock revival. The locations of the steps just
mentioned are different, on the other hand, occurring earlier for smaller cores. It is
also found that the increase in the Si+S layer mass from 0.09M⊙ to 0.18M⊙ results
in the reduction of Ṁ by ∼ 10%.

3. Connecting the pairs of (Ṁ , Lν) at shock revival for the models with different neutrino
luminosities, we have obtained the critical curves for different progenitor models both
in 1D and 2D. In accord with the previous results by various researchers, the critical
luminosity is a monotonically increasing function of the mass accretion rate. We have
also found different convexities between the models with MSiS = 0.09M⊙ and MSiS =
0.18M⊙: the critical curve is upward convex for MSiS = 0.09M⊙ and downward convex
for MSiS = 0.18M⊙. We have demonstrated that they just trail different portions of
the mass accretion histories. At the vertical dent of the critical curve, different critical
luminosities are obtained for almost the same mass accretion rates, since the rapid
drop of Ṁ at the interface of different layers followed by the slow decline put these
different luminosity models simultaneously in the states, where over-stable radial
modes trigger shock revival. In the 2D models, shock revival occurs earlier or at
larger Ṁ in general. Again the shape of the critical curve can be understood from
the mass accretion rates around the shock revivals.

4. In line with the our previous findings (chapter ??) the diagnostic explosion energy
rises via neutrino heating initially and then the nuclear recombinations followed by
nuclear burnings takes its place; it approaches the asymptotic value, gradually de-
creasing its value owing to gravitationally bound envelopes; the neutrino wind also
contributes to the explosion energy both through its internal + kinetic energy and
recombinations. As the neutrino luminosity decreases, shock revival is delayed, lead-
ing in general to smaller Eexp (see also the next item). Shock revival occurs earlier
for heavier Si+S layers, since the mass accretion rate around shock revival is smaller
for them. The dependence of Eexp on MSiS is rather complicated, however: for the
low neutrino luminosity, the accretion rates are larger for MSiS = 0.09M⊙ and, as a
result, Eexp is also greater; for the high neutrino luminosity, on the other hand, the
result depends on the core mass. It is true in general that larger core masses weaken
explosions. The reason for this, however, is not the stronger gravitational attraction
they exert on the ejecta but the smaller mass accretion rates they produce. The
explosion energy is strongly correlated with the synthesized nickel mass irrespective
of the progenitor structures. We have confirmed our previous findings that 1D explo-
sions tend to produce either too much 56Ni or too weak explosions and a fine tuning
is necessary to obtain both of them in the right regime simultaneously. This problem
is partially solved in 2D, in which shock revival tends to occur earlier and, as a result,
Eexp is greater; stronger fall backs tend to reduce the nickel mass. The neutrino wind
is also stronger and slightly neutron-rich. The latter fact further contributes to the
reduction of nickel via the production of 54Fe rather than 56Ni.

5. We have observed that Eexp is tightly correlated with Ṁ at shock revival (see Fig. 5.18)
irrespective of the dimension. We believe that this is a consequence of the fact that
the mass of the matter that has the peak temperature higher than 5×109K is strongly
correlated both with the explosion energy and the mass accretion rate at shock revival.
The linear relation between Eexp and MTP

may be useful to estimate the former, since
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the latter is settled earlier. If the lasting neutrino wind gives non-negligible contribu-
tions to the explosion energy, which was not observed in this paper, this correlation
will be weakened. Our findings suggest that multi-dimensional explosions at earlier
times will be the recipe to produce an appropriate explosion energy and a nickel mass
simultaneously. They are sensitive to modest differences, ∼ 0.1M⊙, in the masses of
the Fe core and/or Si+S layer mass. This may be responsible for the scatter in their
observed values for type II supernovae.

This chapter is a sequel to the previous one, in which only a single progenitor was investi-
gated. The systematic comparison of multiple progenitors in this paper has confirmed the
previous findings. On the other hand, the tight correlation between the explosion energy
and the accretion rate at shock revival that we have found in this paper is interesting and
has a potential to extract the information on the progenitor, i.e., one may be able to con-
strain the mass accretion history if neutrino luminosities and/or gravitational waves provide
us with the shock revival time [296]. We have seen that our light Fe core models tend to
produce robust explosions rather than the other way around. If this is indeed because we
employed the distributions of entropy and electron fraction for group M instead of group
L, which is suitable exclusively for light progenitors, it may suggest a new path for robust
explosions, i.e., the neutrino-heating driven explosions from smaller cores with rather high
entropies, which might have evaded the current stellar evolution calculations. Binary inter-
actions [348, 235, 392], treatments of various convections [268, 201], uncertainties in nuclear
reactions rates [43] and entrainments by complex multi-dimensional turbulent motions in
convectively stable zones [58, 16, 15] may merit further investigations in this respect.

This study is just the first step of a series of papers. It will be extended to 1) the
investigations of the remaining groups L and H, 2) the comparison of our toy models with
other realistic progenitor models available to us, 3) the systematic study of the dependences
on other model parameter including the boundary conditions, and 4) the application to
rotational stars.
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Chapter 6

Summary & conclusion

For about past five years, the considerable efforts enable to compute the realistic multi-
dimension simulations, thus the first principle calculations. It is certainly true that these
models are promising candidates of the answer to the long-standing problem of CCSNe
mechanism but one should not forget that the revival of the stalled shock wave that these
simulations have demonstrated is just a necessary condition for supernova explosion but
is not a sufficient condition. In fact, almost all numerical simulations that have reported
successful shock revival have yielded energies of ejecta that are substantially smaller than
the canonical value of 1051erg. Although the authors claim that the energies are still
increasing at the end of their simulations and might reach appropriate values should the
computations be continued long enough, a convincing demonstration remains to be done. In
addition to the explosion energy, the mass of neutron star as well as nucleosynthetic yields
should be also reproduced properly in the successful supernova simulations. Therfore, the
main topic of the theory is now starting to pay attention to what is exact condtion of
powerful explosion and particularly what kind of precollapse structure expedite to obtain
those canonical explosion, i.e. ”initial problem”. So far the practical stellar evolution
calculations of massive stars are still in progress due to the complicated convection theory,
the effect of rotation, the presence of mass loss events and the resolution dependence.
Hence, it is mandatory to progress our understanding in what kind of physics determine
the observational evidence.

In so doing, we first perform some experimental simulations in spherical symmetry and
axisymmetry to understand the post-shock-revival evolution of core-collapse supernovae.
Assuming that the stalled shock wave is relaunched by neutrino heating and employing
the so-called light bulb approximation, we induce shock revival by raising the neutrino
luminosity by hand up to the critical value, which is also determined by dynamical simu-
lations. We incorporate nuclear network calculations with a consistent equation of state in
the simulations to account for the energy release by nuclear reactions and their feedback
to hydrodynamics. Varying the shock-relaunch time rather arbitrarily, we investigate the
ensuing long-term evolutions systematically, paying particular attention to the explosion
energy and nucleosynthetic yields as a function of this relaunch time, or equivalently the
accretion rate at shock revival. We study in detail how the diagnostic explosion energy
approaches the asymptotic value and which physical processes contribute to the explosion
energy in what proportions as well as their dependence on the relaunch time and the di-
mension of dynamics. We find that the contribution of nuclear reactions to the explosion
energy is comparable to or greater than that of neutrino heating. In particular, recombina-
tions are dominant over burnings in the contributions of nuclear reactions. Interestingly 1D
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models studied in this paper cannot produce the appropriate explosion energy and nickel
mass simultaneously, overproducing nickels, whereas this problem is resolved in 2D models.

Next we suggest a new experimental approach to conduct a systematic study in core
collapse supernovae (CCSNe) theory. Instead of employing realistic models provided by
stellar evolution calculations, which are sometimes of stochastic nature as a function of
stellar mass on the main sequence, we provide toy pre-supernova stages which controlled
core and silicon sulfer (Si+S) layer masses with solving NSE and QSE compostions respec-
tively.

We also demonstrated 1D and 2D hydrodynamic simulations with light bulb approxi-
mation using 6 models from core collapse to explosion in order to study the dependence of
the interior structures of pre-supernova stages on both explosion energies and nickel masses.

During the core collapse our simulation showed that Si+S layer masses reflects the time
evolution of mass accretion rates after bounce. Furthermore, the critical luminosity shape
is directly influenced by mass accretion history, Si+S layer mass, due to the timing when
contact discontinuity pass through shock surface. We also found that the explosion energy
is tightly correlated with mass accretion rate at shock revival irrespective of dimension
and the lighter iron cores but with rather high entropies, which are yet to be produced by
realistic stellar evolution calculations, may produce the more energetic explosions and the
larger amounts of nickel masses. Our simulation confirmed neccesity of early time explosion
to reproduce 1051 erg which is qualitatively coincide with the first study. When the Si+S
layer masses are lighter, mass accretion rates are enhanced so that the heavy core mass
models are prevented from producing powerful explosion.

Since the first study only conduct a single progenitor model which is statistically not
enough, our next propose is to extend a research to more than one stellar object. I revisit
presupernova structure dependence on supernova modeling in experimental way once more.
A previous study done by Baron [22] investigated the relation between core structure and
kinetic energy of shock. We arranged the stellar interior in more plausible way by reflecting
present stellar evolution model results.

I improved or employed different approaches from the first study; the determination
of critical curve is more realistic and employed the different inner boundary conditions.
Moreover, the size of nuclear set in NSE rather more increase and connected smoothly
to nuclear reaction network via introducing averaged remaining nuclei. In this paper, we
studied the influence of the progenitor structure on the dynamics systematically. In or-
der to expedite our understanding of the systematics, we constructed progenitor models
parametrically instead of employing realistic models provided by stellar evolution calcula-
tions, which are sometimes of stochastic nature as a function of stellar mass on the main
sequence. They are obtained by solving hydrostatic equations, with the NSE core, QSE
layer, envelopes of different elements as well as their transitions being considered appro-
priately. This is mandatory, since we also performed nuclear network calculations in the
simulations. Changing the mass of the iron core in NSE and that of silicon plus surfer
(Si+S) layer, which is in QSE, we prepared 6 progenitor models, for which we first com-
puted spherically symmetric contraction to obtain the mass accretion histories and then
performed 1D and 2D hydrodynamical simulations of the shock revival and subsequent
evolutions to find the critical luminosities, asymptotic explosion energies and Ni yields as
well as their dependence on the progenitor structure. In so doing, the light bulb approx-
imation was employed for neutrino transfer. We found that the models with lighter iron
cores produce more energetic explosions and larger amounts of nickel in general, since shock
revival occurs earlier. The mass of the Si+S layer is also important in the mass accretion
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history after bounce and that the mass accretion rates are enhanced for smaller masses of
the Si+S layer so that heavy cores could not produce powerful explosions. Based on our
findings we will suggest the progenitor structure that would be favorable for the supernova
explosion as we observe it.

The several difference appear between the first and second studies. First, the absolute
critical luminosity values are completely altered. Second, the criterion of Ṁ for canonical
explosion is different. Third, the multi-dimension effect is more sensitive to both Eexp and
MNi in previous than in present which is due to the amount of solid angle of neutrino heated
ejecta. The proto-neutron star evolution is one of main difference in the two researches
and strongly associated with the critical luminosity, mass accretion rate and solid angle.
Limiting in the solid angle, the smaller luminosity models may be correspond to the smaller
solid angle.

However, although several quantitative differences are exist, the qualitative properties
does not change by employing the different PNS evolution. Hence, the approach in this
paper extract the contribution from infalling matter to explosion energy and the power
law relation between Ṁ and Eexp (eq.5.17) will be good indicator of isolating the neutrino
wind contribution by measuring the deviation from the power law. We compensate further
analysis to future works. Furthermore, the other variation of core structure, e.g. entropy
distribution, will be also investigated with rather more realistic neutrino treatment such as
GR1D code (O’Connor2015).

I will close this paper with the last remarks. Recently there have been many open
source codes which cover from stellar evolution to providing light curves. In addition, some
hydrodynamical codes and EoS tabulars are also exposed so that one can rearrange their
own CCSNe codes. Hence, the exciting era has come for studying CCSNe and I hope this
paper may have helped readers who have trouble in studying CCSNe theory for supporting
comprehension of theoretical parts and encouraged them to join in this challenging fields.
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Appendix A

Theory and numerics in steller
evolution

A.1 Time scales

First, it is prior to investigating the physical properties of stellar interior, especially timescales.
There are three typical timescales, i.e. dynamical timescale τdyn, Kelvin Helmholtz timescale
τKH nuclear timescale τnuc. It should be noted that τKH is often equivalent to thermal
timescale τheat which is the typical time scale of thermal conductivity. Each typical time
scale is estimated as

τdyn ∼
√

R3

GM
∼ 2.0× 10−2

(
R

R⊙

)3/2(
M

M⊙

)−1/2

days (A.1)

τKH ∼ Eint/L ∼
GM2

2rL
∼ 1.5× 107

(
R

R⊙

)−1(
M

M⊙

)2(
L

L⊙

)−1

years (A.2)

τnuc ∼
Enuc

L
∼ 10−1 − 10−2 × XMc2

L

∼ 1010

(
M

M⊙

)1(
L

L⊙

)−1

years (H burning stage) (A.3)

along with stellar radius R, total mass M and radiative luminosity L, respectively. If one
takes typical solar values, for example, the magnitude relation of three timescales is given
as

τnuc ≫ τKH ≫ τdyn. (A.4)

Equation (A.4) implies that the most of stellar evolution phase, especially main sequence
age, may be safely assumed to be in both hydrostatic and thermal equilibrium. Any
disturbance in hydrostatic star should be quenched unless the object is oscillating or start
runaway phenomena, e.g. either collapse or explosion. When the system is hydrostatic,
the total energy of system is able to achieve the virial theorem which is useful prescription
for understanding stellar property. For ideal gases, the energy conservation for the total
stellar object can be rewritten as

d

dt

(
Ω

2

)
= Lnuc − L− Lν (A.5)

where Ω is the gravitational energy of entire stellar system. When Lnuc is balanced with L
the gravitational energy remain unchanged and system can treated as thermal equilibrium,
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Table A.1: Nuclear burning stages and time scales. The table is referred to Hix et al.(1999)
[178].

Burning ρc Tc τ Lphot Lν Primary
Stage ( g cm−3) ( GK) (yr) ( ergs/s) ( ergs/s) Reactions

For a 1 M⊙star
Hydrogen 150 0.015 1×1010 3.9×1033 - PP chain
Helium 2.0×105 0.15 4 ×108 1.6×1035 - Triple α

For a 20 M⊙star
Hydrogen 5.6 0.040 1.0×107 2.7×1038 - CNO Cycle
Helium 9.4×102 0.19 9.5×105 5.3×1038 < ×1036 Triple α
Carbon 2.7×105 0.81 3.0×102 4.3×1038 7.4×1039 12C + 12C→ 20Ne + α
Neon 4.0×106 1.7 0.4 4.4×1038 1.2×1043 20Ne + γ → 16O + α

Oxygen 6.0×106 2.1 0.5 4.4×1038 7.4×1043 16O + 16O→ 28Si + α
Silicon 4.9×107 3.7 0.01 4.4×1038 3.1×1045 28Si + 7α→ 56Ni

thus it maintains a constant interior temperature. On the other hand during nuclear
depletion, Lnuc ∼ 0, the binding energy becomes more negative and start to contract.
As a consequence, the temperature increases so that luminosity is enhanced and the next
energy generation is provided by the further nuclear reaction processes. For instance, the
imbalance of source terms induces an expansion of the envelope adjacent to the He core
and leads to red giant before helium ignition, hence, the Kelvin-Helmholtz timescale can
be regarded as the measure of thermal structure recovery. In general, the dominant time
scale of stars is given by the rates of nuclear reaction. But how these timescales change if
stellar masses are massive ? Table A.1 shows the some answer to this question. Firstly,
when mass of stars are around 1M⊙, their life time is almost 1010 years and nuclear fusion
proceeds only the next helium burning because of low temperature of core Tc. In the case
of massive stars the situation becomes quite different. The life time reduced 106−7 years
due to those slightly higher Tc and much lower core density ρc which leads much smaller
opacity therefore higher luminosity.

After the onset of helium burning nuclear fusion takes place one by another if the
stellar mass is relatively large. In fact, nuclear burnings in the advanced stages are greatly
accelerated by relatively high Tc, due to large neutrino emission (see the discussion in
section 2.4.2 below), and timescales achieve less and less, e.g. τKH ∼ τnuc as shown in
table A.1. As the nuclear burning stage proceeds, onion ring structures finally appear
which is consisted of H envelope at the outermost layer and iron core at the innermost
layer just before induced-collapse.

Most of all massive stellar evolution codes is based on hydrostatic state under spherical
symmetry. The main task of these codes are to calculate the mass conservation, momentum
conservation, energy equation, chemical abundances evolution and thermal structure which
corresponds to the energy transport from one mass layer to another. The resaon why they
cannot, however, perform dynamical simulations in multi-dimension easily is that there is
a large gap of time scale between convection overturn and nuclear burning. Furthermore,
The acceleration term can be omitted when the typical time scale is dominated by nuclear
burning. This inertia term becomes important mainly after the onset of the core collapse
and massive star can be discribed as hydrostatic state almost in its entire life. The main
difficulty is how to include the effect of the mixing between different layers precisely.
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A.2 Convection criterion in MLT

Stars usually generate nuclear burning energy around its center and deposite this extra
energy via either thermal conduction or convection. The dominant energy trasport process
is determined by the degree of |dT/dr|, e.g. the large value for thermal conduction and
the small value for convection, which is usually obtained after solving basic equaitons. In
fact, it is not apparent how to treat convections since they should result from dynamical
fluid motion. Mixing length theory (MLT) is, however, one of the most widely applied in
stellar evolution field due to its simple assesment of whether stellar interior is radiatively or
convectively dominant. According to this theory, let’s consider the displacement of element
with keeping entropy and chemical composition unchanged. If one assumes the motion
of element is sufficiently slower than sound speed, pressure of element, Pe, is balanced
with those of surrounding, P , because the pressure deviation immediately propagates by
thermal timescale , thus Pe = P . Since surrounding is hydrostatic, the equation of motion
at r = r0 + ∆ξ is given by

ρ
d2∆ξ

dt2
= −∆ρg (A.6)

where ∆ρ =
((

dρ
dr

)
e
− dρ

dr

)
∆ξ. Choosing independent thermodynamical variables as (P , S,

µ), the equation can be proceeded as

ρ
d2∆ξ

dt2
= −g∆ξ

((
∂ρ

∂S

)
dS

dr
+

(
∂ρ

∂µ

)
dµ

dr

)
(A.7)

since the deviations with respect to S and µ caused by the displacement is 0. This formu-
lation is often seen in CCSNe theory and indicates that the system is always unstable if
dS/dr is negative under no chemical gradient. The situation turns out to be difficult when
dµ/dr is non-zero, e.g. proto-neutron star surface with µ = Ye.

In contrast, if one considers independent thermodynamical variables as (P , T , µ) in-
stead, the equation can be transformed as

d2∆ξ

dt2
= − gδ

HP

(
∇e −∇+

ϕ

δ
∇µ

)
(A.8)

∇ =

(
∂ lnT

∂ lnP

)
(A.9)

∇e =

(
∂ lnT

∂ lnP

)

e

(A.10)

∇µ =

(
∂ lnµ

∂ lnP

)
(A.11)

ϕ =

(
∂ ln ρ

∂ lnT

)

P,µ

(A.12)

δ =

(
∂ ln ρ

∂ lnµ

)

P,T

(A.13)

where HP is scale height; ∇ and ∇µ are determined by stellar structure while ∇e is proper
to matter, thus EoS, respectively [215]. Therefore, the necessary conditions of unstable
(convection driven) and stable (radiation dominant) become following relations:

∇ ≷ ∇e +
ϕ

δ
∇µ (A.14)
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or using ∇rad and ∇ad,

∇rad ≷ ∇ad +
ϕ

δ
∇µ (A.15)

where upper and lower inequility represent convective unstable and stable, respectively.
Equation (A.15) with and without ∇µ term are traditionally called “Leudox criterion” and
“Schwarzchild criterion”, respectively, and is commonly used for the determination of the
right hand side in the energy transport equation.

A.3 Basic equations

In the first of this appendix, one has seen the large difference of timescales in dynamical,
Kelvin-Helmoholtz(KH) and nuclear reaction process by large orders of magnitude. Since
the one of important interests in astrophysics is the fate of stellar objects which are gov-
erned by mainly nuclear reaction process, this situation restricts one to compute in straight-
forward approach, e.g. running hydrodynamical simulations. Therefore, some simplified
treatment is necessary for practical calculations. As a matter of fact, almost all massive
stellar evolution codes are based on hydrodynamic equations in one dimension, namely,
mass conservation, momentum conservation, energy equation, chemical abundances evo-
lution and energy transport equation which directly relies on temperature structure. The
acceleration term can be omitted when the typical time scale is dominated by nuclear burn-
ing, while this inertia term becomes important mainly after the onset of the core collapse
and massive stars can be described as hydrostatic state almost in its entire life. Hence, the
basic equations are represented as following relations:

∂r

∂Mr

=
1

4πr2ρ
(A.16)

∂P

∂Mr

=
GMr

4πr4
− 1

4πr2
∂2r

∂t2
(A.17)

∂L

∂Mr

= ϵnuc − ϵν + ϵg (A.18)

∂T

∂Mr

= −GMrT

4πr4P
∇ (A.19)

∇ = ∇rad if ∇ad < ∇rad

= ∇MLT ∼ ∇ad otherwise (A.20)

∂Yk
∂t

=
∂Yk
∂t reac

+
∂

∂Mr

(
(4πr2ρ)2Dmix

∂Yk
∂Mr

)
(A.21)

where ϵnuc and ϵν in the energy conservation are nuclear energy generation and neutrino
energy loss, respectively. The term ϵg represents energy production or loss from structure
contraction or expansion, which is expressed as

ϵg = −T ∂s
∂t

(A.22)

= −cP
∂T

∂t
+
δ

ρ

∂P

∂t
(A.23)

where δ is identified as δ = −
(
∂ ln ρ
∂ lnT

)
P

. When the star reaches thermal equilibrium, this
term turns out to be 0. The dimensionless variables ∇s used in the energy transport
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equation (eq. (A.19)) are given by following relations;

∇ =
d lnT

dr

/
d lnP

dr
(A.24)

∇rad =
3

16πacG

κLrP

MrT 4
(A.25)

∇ad =

(
∂ lnT

∂ lnP

)

S

= 1− 1

Γ
(A.26)

where Γ is adiabatic index and relies on EoS. This expressions are widely adopted in stellar
evolution fields and their magnitude relations are important indicator for mixing process of
star interiors. It should be emphasized that ∇MLT is given by mixing-length theory (MLT)
and one will see it is almost same as ∇ad (see the end of this appendix).

The time derivatives appear in momentum, energy and chemical abundance equations
, however,each of them are characterized by typical time scales which are mentioned in
previous section. It should be stressed once more that the most typical timescale in stellar
evolution is τnuc and as long as this secular time is sufficiently large, one can isolate the
chemical abundance evolution from the rest of conservation equations.

When one attempts to solve momentum conservation, the inertia term ∂2r/∂t2 is nor-
mally omitted except for collapse epoch since bulk motion is rapidly stabilized in dynamical
time scale τdyn. As a consequence, in most of stellar evolution phases hydrostatic equilib-
rium is good approximation. For another time derivative term ϵg appears in the energy
conservation which changes with τKH. If thermal equilibrium is established, e.g. main-
sequence stage, then ϵg can be neglected and the energy equation reduces to ordinary
differential equaitons (ODEs). Moreover, in all advance burnings, such as carbon, oxygen
and silicon core burnings, neutrino loss Lν rules the cooling effect rather than radiation
luminosity L and balances with Lnuc. As a result, energy release from structure change
is almost negligible. Then ϵg can be separated from hydrostatic (eq.A.17) in numerical
calculation (see the next section for details).

As a matter of fact, one may already noticed that the timescales are crucial to stellar
evolution and approximating the governing equations. However, many situations are not
as evident as the main-sequence stages, for instance,

(1) RG phase (density gradient change over quite wide range),

(2) rather rapid evolution, thus τ
(c)
heat ≪ τev ≪ τ

(env)
heat ), where τev is evolution time scale

and τ
(c)
heat and τ

(env)
heat are heating transfer timescale of core and envelope, respectively.

The thermal conductivity time scale τheat is evaluted as following relations:

τheat ∼ 4πr2HPρCPT/Lrad

=
HPρCPT

(4acT 4/3κρHP )
(A.27)

= 3CPκρ
2H2

P/4acT
3, (A.28)

where κ and CP denote opacity and heat conductivity, respectively. Such situation
frequently appears in large neutrino loss, unstable nuclear flash, rapid mass accretion
and the adjacent mass shell to core,

(3) dynamical collapse or explosion,
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(4) transition from quasi static (τ ∼ 103yrs) to dynamical phase (τ ∼ 1sec),

(5) the total mass evolution which is attributed to regriding mesh point in Lagrange
frame and

(6) the mass change of stellar core , e.g. shell burning and/or convective penetration.

Therefore, the dominant time scales may be different from each individual grids and the
equations are stiff for which the implicit method seems to be suitable. The accuracy and
stability, however, highly depend on the numerical treatment so that calculation of stellar
evolution is rather challenging issue as well as its pure physics [405].

A.4 Numerical strategy

For the centeral portion of star the inner boundary values of P and T should be given
while R and L should be determined at the surface of star. In post-main sequence phase,
however, one encounters the insensitive of the structure change to surface boundary values
and it is quite difficult to obtain the complete stellar structure by shooting method. The
strategy of computing the basic equations is follows; the independent variable is chosen
as xk = lnMr while 4+Nnuc dependent variables are rewritten as y

(n)
1,k = lnP , y

(n)
2,k = ln r,

y
(n)
3,k = lnT , y

(n)
4,k = lnL and lnYnumb, j (j = 1, Nnuc). These reformulated relations are solved

along with equation of state (EoS). The superscript n and subscript k denote the number
of time steps and spacial grid points, respectively. Hereafter, subscript is represents the 4
components of variables yi,k. The RHS terms of the basic equations (eq.A.16 - A.19) are
treated as function of ρ and T whereas ϵg and acceleration term ∂2r/∂t2 are derived by
difference method [405]. For the first step, spatial ODEs from eq.(A.16) to eq.(A.19) are

solved simultaneously with fixed time n and the fixed compositions Y
(n)
numb, j. It is convenient

to rewrite these equations as following forms;

∂yi
∂x

= fi(y, x), (A.29)

thus the difference equation can be written as

y
(n)
i,k+1 − y

(n)
i,k

xk+1 − xk
= βifi(y

(n)
k , xk) + (1− βi)fi(y(n)k+1, xk+1), (A.30)

where each β corresponds to a degree of implicit scheme with respect to spatial difference.
The explicit method is suitable for rapid evolution, e.g. thermal instability, dynamical col-
lapse and even extensive neutrino loss, while the implicit method is favorable for relatively
slow evolution, e.g. nuclear burning. Instead of preparing large matrix, these equations
can be solved much more efficient by employing Heney method. More detailed discussions
are represented in the next section and also, for instance, [404, 405, 339].

It should be stressed that the variation of solutions result from the parameter varieties
in Henyey method. Unless numerical instabilities take place, the choice of βi may be
favorable for taking 1/2 in terms of accuracy. When the nuclear time scale is comparable
to the other timescales, e.g. the thermal conductivity after a termination of He burning,
βi should be altered to either 0 or 1 otherwise one should keep βi = 0 or 1 from the
beginning of calculation so as to ensure the numerical stabilities. As a matter of fact,
there is no convincible choice of the parameter sets so that each groups engaged in stellar
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calculaiton choose their own parameter sets individually. A treatment of the time derivative
terms is also an important issue. These terms, especially the acceleration, cause numerical
oscillation which violates structure evolution seriously. Paying attention to the time scales,
some groups exclude d2r/dt until the temperature reaches the certain value which competes
with dynamical time scales whereas other groups include it only inside C/O core region.

A.5 Henyey method

As already introduced in the previous section, the basic equations are represented as

∂yi
∂x

= fi(y, x) (A.31)

where the independent variable xk = lnMr where as dependent variables yi (i = 1, 4) are
defined as

y
(n)
1,k = lnP, (A.32)

y
(n)
2,k = ln r, (A.33)

y
(n)
3,k = lnT, (A.34)

y
(n)
4,k = lnL, (A.35)

and equation (A.31) can be rewritten with parameter βi in a following formulation:

y
(n)
i,k+1 − y

(n)
i,k

xk+1 − xk
= βifi(y

(n)
k , xk) + (1− βi)fi(y(n)k+1, xk+1). (A.36)

Since we are concerned with extremely long timescale, implicit or semi-implicit method
should be selected so that eq. (A.36) for next time step is represented as

y
(n+1)
i,k+1 − y

(n+1)
i,k

xk+1 − xk
= βifi(y

(n+1)
k , xk) + (1− βi)fi(y(n+1)

k+1 , xk+1) (A.37)

= βifi(y
(n)
k + δyk, xk) + (1− βi)fi(y(n)k+1 + δyk+1, xk+1) (A.38)

= βi

(
fi(y

(n)
k , xk) +

(
∂fi
∂yj

)

k

δyj,k

)

+ (1− βi)
(
fi(y

(n)
k+1, xk+1) +

(
∂fi
∂yj

)

k+1

δyj,k+1

)
(A.39)

where y
(n+1)
i = y

(n)
i + δyi. Hence, the objective is now pinned down to solving δy so that

4kmax linear equations are fulfilled with the following relation along with ∆xk = xk+1−xk;

0 =

(
βi∆xk

(
∂fi
∂yj

)

k

+ δij

)
δyj,k

+

(
(1− βi)∆xk

(
∂fi
∂yj

)

k+1

− δij
)
δyj,k+1

+
(
βi∆xkfi(y

(n)
k , xk) + (1− βi)∆xkfi(y(n)k+1, xk+1)

)
− y(n)i,k+1 + y

(n)
i,k , (A.40)
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or, for alternative forms,

0 = Aij,kδyj,k +Bij,kδyj,k+1 + di,k, (A.41)

Aij,k =

(
βi∆xk

(
∂fi
∂yj

)

k

+ δij

)
,

Bij,k =

(
(1− βi)∆xk

(
∂fi
∂yj

)

k+1

− δij
)
δyj,k+1,

di,k =
(
βi∆xkfi(y

(n)
k , xk) + (1− βi)∆xkfi(y(n)k+1, xk+1)

)
− y(n)i,k+1 + y

(n)
i,k .

Usually the maximum number of spatial grid is given as large value so that the solution of
4kmax × 4kmax inverse matrix needs huge computational cost. Equation (A.42), however,
shows that the non-zero matrix elements is only concentrated around diagonal regularly
so that the large matrix is characterized as band matrix. Furthermore, if δy3,k−1, δy4,k−1,
δy1,k and δy2,k are put together in one group, one will find the interesting relations below;





0 = A3j,k−1δyj,k−1 +B3j,k−1δyj,k +0 · δyj,k+1 +d3,k−1,
0 = A4j,k−1δyj,k−1 +B4j,k−1δyj,k +0 · δyj,k+1 +d4,k−1,
0 = 0 · δyj,k−1 +A1j,kδyj,k +B1j,k+1δyj,k+1 +d1,k,
0 = 0 · δyj,k−1 +A2j,kδyj,k +B2j,k+1δyj,k+1 +d2,k,

(A.42)

so that the equations turn out to be recursive form, i.e.

Sk−1 · δyk−1 + Pk · δyk = Qk · δyk+1 + qk, (A.43)

Sk−1 =




A31,k−1 A32,k−1 A33,k−1 A34,k−1

A41,k−1 A42,k−1 A43,k−1 A44,k−1

0 0 0 0
0 0 0 0


 , (A.44)

Pk =




B31,k−1 B32,k−1 B33,k−1 B34,k−1

B41,k−1 B42,k−1 B43,k−1 B44,k−1

A11,k A12,k A13,k A14,k

A21,k A22,k A23,k A24,k


 , (A.45)

Qk = −




0 0 0 0
0 0 0 0

B11,k B12,k B13,k B14,k

B21,k B22,k B23,k B24,k


 , (A.46)

qk = −




d3,k−1

d4,k−1

d1,k
d2,k


 . (A.47)

If new matrix Rk and vector rk which fulfill

Rk = (Sk−1 ·Rk−1 + Pk)−1 ·Qk, (A.48)

rk = (Sk−1 ·Rk−1 + Pk)−1 · (qk − Sk−1 · rk−1) , (A.49)

are introduced, more convenient formula are available, i.e.

δyk = Rk · δyk+1 + rk, (A.50)
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so that the sequence equations connect the stellar center of δy with surface grid of δy. As
a consequence, the problem becomes much easier and the procedure keeps on ascending by
substituting y

(n)
k for ỹk

(it) and updating ỹk
(it+1) = ỹk

(it) + δyk until δyk is converged to 0 for

all k which means that the values ỹk are safely identified as y
(n+1)
k . This approach is well

known as Henyey elimination method and has been employed for standard calculation in
the stellar evolution field.

It should be noted that if matrix elements Ajj′ = 0 in all j component, yj′ can be
separated from the other components. Sugimoto (1970) [404] and Sugimoto et al.(1981)
[405] proposed the numerical technique for constructing solution in order to avoid numerical
instability. In fact, if one choose β3 = 0, β4 = 1 or β3 = 1, β4 = 0 for heat conduction and
β1 = 0, β2 = 1 or β1 = 1, β2 = 0 for dynamical collapse, the calculation is guaranteed to
run stably. These fact can be understood by considering the eigen values of δyi, λ±, which
is given by

λ± ∼
(
τs(r)

U∆t

)1/2

+O(1) (A.51)

U =
d lnMr

d ln r
(A.52)

τs(r) =
r

cs
(A.53)

where cs is sound speed and ∆t = t(n + 1) − t(n). Furthermore, it should be noted
that the stability conditions of implicit method and explicit scheme impose ∆ ≳ τs(r) and
∆ ≲ τs(∆r), respectively. As a matter of fact, the scheme is safely applicable to implicit one

so that one only needs to examine the latter condition, i.e. Ω =

(
τs(r)

U∆t

)
is the extremely

large case. In accordance with the two studies, when βis are given the appropriate values,
the leading term of matrix components of R contributes to the solution of the explicit one
which generates neither heat nor rarefaction wave propagation while the rest of terms are
propotional to Ω−2 and rapidly vanish. Hence, the scheme become suitable for both slow
and rapid evolution, respectively. Once the structure is determined by above procedures,
one should evolve the chemical abundances from t(n) to t(n+1) in implicit method with both
reaction and diffusion, update the information of EoS and convection criterion, if necessary,
and repeat the procedure until the termination of calculation.

It is interesting that there is an alternative method for evoluting after carbon-oxgen
burning instead of Henyey elimation (Sugimoto 2011 in private communication). In the
late burning stages energy loss is dominated by pair and plasmon neutrino process (T >
5 × 108K) rather than the radiative process around the core. As a result, the energy
conservation is balanced solely between the nuclear energy generations and neutrino energy
loss. Since the positive energy source is now less ineffcient, the net energy gain is negative
and dS/dt is less important than past evolution phases . Instead of indetifying lnLr as
an independent variable, entropy S is developed so that the two equations, eq. (A.18)
and (A.19) can be discarded from the basic equaitons. The latter equation, the spatial
distribution of T , are replaced with EoS since S(Mr), P (Mr) and chemical elements are
given. Therefore, the implicit calculations are reduced to only two variables, i.e. lnP
and ln r, which will be much easier to handle the evolution of the massive star. Since the
numerical treatment alters to explicit scheme, the time interval should be chosen properly
to suppress the time derivative terms, i.e. dS/dt and d2r/dt. Note that if the calculation
region extends outside the active Lν , the varition of Lr is still responsible for energy transfer
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so that this method is no longer valid, e.g. outer region from He/C interface.

A.6 Mixing length theory

One of the problems in calculation is the presence of the term ∇ in the right hand side of
energy transport equation which is still unknown function. To close the basic equations,
it is quite obvious for the radiation dominant case (∇ = ∇rad). In contrast, when the
convection become important in the energy transport, one has to add an advection energy
flux of moving element. Hence, the heat transport suppose to be modified in following
equations

Ftot = Frad + Fconv (A.54)

Frad =
4acG

3

MrT
4

κPr2
∇rad (A.55)

Fconv = ρcPvconvδT (A.56)

where cP is heat capacity at constant P and vconv is the convective speed. Then the problem
is pinned down to how to express ∇ as function of ∇ad, ∇rad and EoS properties to obtain
the solution. It is well known that mixing length theory (MLT) is available for closing
the equations. The idea of MLT is given as follows; a blob in a convective unstable layer
floats up from the bottom, dissipates its energy by the thermal condution and totally mixes
up with surronding after it travels along a certain distance. In eq. (A.19), the convection
stability condition adopts Schwartzchild criterion while there is another condition called
Ledoux criterion which includes the stabilization of mean molecular weight on convection
which has been already remarked in section A.2. Ledoux criterion is usually stricter than
Schwaltzchild criterion. These two conditions are often used in many stellar evolution code
and affect the stellar structure dramatically. Mixing length parameter αmix = lmix/HP are
often determined by solar stars and usually in order of unity.

If one follows the procedure written in Kippenhahn (1990) [215], the convection heating
transport can be represented as

Fconv = ρcPT

(
lmix

2HP

)2
√

1

2
g

(
∂ lnP

∂ lnT

)

ρ,µ

HP (∇−∇e)3/2, (A.57)

vconv =

√
1

8
g

(
∂ lnP

∂ lnT ρ,µ

)

ρ,T

l2mix

HP

(∇−∇e), (A.58)

∇e −∇ad

∇−∇e

=
6acT 3

κρ2cP lmixvconv
, (A.59)

where ∇e is gradient property of the blob element and assuming that the temperature of
the blob element is smoothed by the radiative conduction.

Finally, by eliminating ∇e, the equation becomes a cubic equation

(ξ − U)3 +
8U

9
(ξ2 − U2 −W ) = 0 (A.60)

ξ2 − U2 = ∇−∇ad (A.61)

U =
3acT 3

κρ2cP l2mix

√
8HP

g(∂P/∂T ρ,µ

(A.62)

W = ∇rad −∇ad (A.63)
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which enables to obtain ∇. This cubic equation is associated with simplified turbulence
eddy motions. However, it is well known that superadiabaticity ∇−∇ad is extremely small
when convection is dominant. If one takes typical values of the hydrostatic stellar interior
as

ρ ∼ 3M

4πR3
, cPT ∼

Γ

Γ− 1
P,
√
gHP =

√
P

ρ
, P ∼ GM

R
(A.64)

an simple order estimation of ∇−∇ad is given as

∇−∇ad ∼ 10−8

(
L

L⊙

)2/3(
M

M⊙

)−5/3(
R

R⊙

)5/3

(A.65)

by considering the balance between Fconv and L/4πR2. This fact implies that the convection
carries away energy so efficient that only small velocity is required (vconv ∼ 10−4cs). In many
practical simulations, superadiabaticity yields similar negligible order (10−5 − 10−7) and
even multi-dimensional calculation showed 10−4 in amplified turbulent convection zone [272,
?]. Hence, when the part of stellar interior fulfill the Schwartzchild instabilty condition, ∇
can be safely substituted for ∇ad. Nevertheless, one still has to solve this equation due to
the estimation of diffusion coefficient which is associated with Brunt-Väisälä frequency in
the chemical abundance evolution.
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Appendix B

Neutrino transport solvers

If one desires to handle beyond the simplified neutrino treatment, e.g. the light bulb
approximation [325] or analytical heating source [291], it is inevitable to employ neutrino
transport solver. From eq.(2.23) in section. 2.2, the heating rate is consisted of three
important components, i.e. neutrino luminosity, neutrino averaged energy and averaged
flux factor and these physical variables are completely relevant to the neutrino distribution
emitted from PNS surface and also each grid of matters. Moreover, the canonical explosion
energy is different by two orders of magnitude less than gravitational energy which implies
that the severe numerical accuracy, e.g. much less than 1%, is required for the neutrino
heating mechanism.

It is well known that neutrino is safely treated as free streaming particle through trans-
parent regime while its propagation obeys diffusion process inside the neutrino sphere.
The main concern of CCSNe modelers is, thus, concentrated on how to handle semi-opaque
regime where the neutrino distribution function deviates from Fermi-Dirac which should
be carefully treated by Boltzmann equation as well as radiation transfer equation. Fur-
thermore, since neutrino cross sections, σν , rely on its own energy, i.e.

σν ∝ ε2, (B.1)

the neutrino sphere should be defined in each energy in principle so that larger amount of
high energy components may be emitted and it may enhance the average energy. Although
the methodology in this paper is irrespective of realisitic neutrino transport since the aim
is to conduct the experimental study, it is still significantly important to understand what
kind of numerical schemes are commonly adopted and how to interpret their outcomes.

It seems that the background physics and numerical techniques often leads to serious
trouble and confusion for non-experts. Therefore, this section is dedicated to those readers
by starting short review of radiation transport and presenting the comparison of state-of-
the-art neutrino tranport solvers in the end.

There are a enormous number of text books and previous works for radiation hydrody-
namics. Here, I just hold on enumerating excellent references of neutrino transports and
mainly focus on the comparison of different methods utilized in CCSNe theory. See sev-
eral text books [349, 285, 65] for the fundamental concept for the radiation transport and
introduction part of papers [248, 328, 409, 345, 202, 368] for its significant improvement
history in CCSNe. It is fortunate for japanese readers that there are also helpful documents
provided by Kotake and Suzuki (lecture note;[?]) and Ohnishi (article; [?]).
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B.1 Radiation transfer equations

Instead of giving neutrino distribution function fν by hand, e.g. fν = f
(eq)
ν (Fermi-Dirac),

let’s first start from introducing the governing equation of fν ;

1

c

∂f

∂t
+
∂f

∂s
=

[
1

c

δf

δt

]

collision

, (B.2)

where the variable s represents the path length of neutrino and it is well known as Boltz-
mann equation (or Boltzmann transfer equation; BTE). The left hand side of eq.(B.2) infers
the advection whereas the right hand side is source term which is usually called collision
term. The collision term is consisted of creation and destruction reaction process, e.g.
absorption, emission and scattering.

If coordinate and momentum are chosen as cartesian xi and as pi, respectively, and
general relativity effect is ignored, ∂/∂s can be regarded as

∂

∂s
=

∂xi

∂s

∂

∂xi
+
∂pi

∂s

∂

∂pi
(B.3)

=
∂xi

∂s

∂

∂xi
(B.4)

since neutrino feels no external force. If one considers only isoenergetic scattering takes
place for simplicity, the neutrino distribution function is subjected to following equation:

1

c

∂fν
∂t

+ n · ∇fν = jν (1− fν) − 1

λν
fν

+

∫∫
dµ′dϕ

ν2

c(2πℏc)3
R0

IS(cos θ) (fν(µ′)− fν(µ)) (B.5)

where superscript ’ denotes an initial state symbol and n = x/s is the normalized propag-
tion direction, jν and λν are emissivity and mean free path of absorption, respectively.

The integration term in the right hand side is contribution of iso-scattering process:
R0

IS is iso-scattering kernel and cos θ is given as

cos θ = n · n′ = µµ′ +
((

1− µ2
) (

1− µ′2
))1/2

cos (ϕ− ϕ′) . (B.6)

Note that if the right hand side in eq.(B.5) becomes zero, neutrino settele on chemical equi-

librium so that fν is equivalent to f
(eq)
ν (µ, T ), where T and µ are matter temperature and

chemical potential of neutrino, respectively. The chemical potential is balanced with ele-
ments which are relevant to charged current process. It is convenient for further discussion
to introduce new scattering kernel ϕ (n,n′);

ϕ (n,n′) =
1

σ
(sc)
ν

dσ
(sc)
ν

dΩ
(B.7)

∫
dΩ′ R0

IS (· · · ) = κ(sc)ν

∫
dΩ′ 1

σ
(sc)
ν

dσ
(sc)
ν

dΩ′
(· · · )

= κ(sc)ν

∫
dΩ′ ϕ (n,n′) (· · · ) (B.8)

κ(sc)ν ∼ ρσ(sc)
ν (B.9)
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where σ
(sc)
ν and κ

(sc)
ν are scattering cross section and coeffecient, respectively. It is apparent

from eq. (B.7) and (B.8) that ϕ (n,n′) indicates that the probability density of scattering
direction holds symmetry and normalized by solid angle, thus

ϕ (n,n′) = ϕ (n′,n) (B.10)∫
dΩ′ ϕ (n,n′) = 1 =

∫
dΩ ϕ (n,n′) . (B.11)

By defining Specific intensity, Iν , as

dEν = Iνn · dSdνdΩdt, (B.12)

Iν = c hν g
ν2

(hc)3
fν , (B.13)

where g is the degeneracy. The physical meaning of Iν corresponds to neutrino energy
traveling in direction n per area per time per solid angle per frequency so that dEν in
eq. B.12 is the amount of neutrino energy crossing through dS confined to an element of
solid angle dΩ, during a time dt and in frequency interval dν.

As a consequence, eq. (B.5) can be rewritten into the radiation transfer equation;

1

c

∂Iν
∂t

+ n · ∇Iν = ην − κ(ab)ν Iν (B.14)

− κ(sc)ν Iν

∫
dΩ′ ϕ (n,n′) + κ(sc)ν

∫
dΩ′ ϕ (n,n′) Iν (µ′)

= ην − (κ(ab)ν + κ(sc)ν )Iν + κ(sc)ν

∫
dΩ′ ϕ (n,n′) Iν (µ′) (B.15)

or, since the coordinate is cartesian,

1

c

∂Iν
∂t

+∇ · (nIν) = ην − (κ(ab)ν + κ(sc)ν )Iν + κ(sc)ν

∫
dΩ′ ϕ (n,n′) Iν (µ′) (B.16)

where ην , κ
(sc)
ν are emissvity and absorption coeffecient, respectively. It should be noted

that the equation (B.15) takes into acount only isoenergetic process for scattering and
one should add either incoherent scattering or pair-creation/anhilation reactions for more
general cases (see table 2.4 in section 2.2).

Using this specific intensity given by eq. (B.13, one can discuss matter interaction based
on Euler equations via energy-momentum tensor T αβ

rad;

Tαβ
rad ν =

1

c

∫
dΩdν nαnβIν (B.17)

where suffix α and β denote space-time components, respectively, and nα is null vector.
From this representation, monochromatic energy density T 0 0

rad ν = Eν , energy flux T 0 i
rad ν =

F i
ν and radiative pressure T i j

rad ν = P ij
ν are naturally determined and taking the zeroth and

first momentum equations in terms of n, i.e. operating
∫
dΩ 1 and

∫
dΩn to eq. (B.16),

one obtains

∂Eν

∂t
+∇ · Fν = 4πην − κ(ab)ν cEν (B.18)

1

c

∂Fν

∂t
+ c∇ · Pν = −χνFν (B.19)
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where χν = κ
(ab)
ν + κ

(sc)
ν . It is interesting that the integral scattering term vanishes due to

the generic trends of ϕ (n,n′), i.e. eq. (B.10) and eq. (B.11), and assumption of forward-
backward scattering balance.

Equation (B.18) and (B.19) are description for a single frequency ν so that, by summing
up (integrating) all frequencies, one obtain following relations:

∂Erad

∂t
+∇ · Frad =

∫
dν
(
4πην − κ(ab)ν cEν

)
≡ G0 (B.20)

1

c

∂Frad

∂t
+ c∇ · Prad = −

∫
dν χνFν ≡ c G (B.21)

where Erad, Frad and Prad are neutrino energy density, energy flux density and pressure,
respectively, as well as radiation.

Recalling that the divergence of total energy-momentum tensor Tαβ
tot = Tαβ

mat + T αβ
rad is

zero;

Tαβ
tot ;β = T αβ

mat ;β + T αβ
rad ;β = 0 (B.22)

then in Newton limit, which impose gravitational weak field and relatively slow bulk ve-
locity, the expression can be rewritten as

∂

∂t

(
ρe+

1

2
ρv2 + Erad

)
+∇ ·

((
1

2
ρv2 + ρh

)
v + Frad

)
= −ρv · ∇ϕ (B.23)

∂

∂t

(
ρv +

1

c2
Frad

)
+∇ · (ρvv + Prad) +∇p = −ρ∇ϕ (B.24)

where ρ, e, p, h and v correspond to density, specific internal energy density, pressure,
specific enthalpy density and bulk velocity of matter, respectively. As a consequence, the
interaction between matter and radiation can be represented as

∂

∂t

(
ρe+

1

2
ρv2
)

+∇ ·
((

1

2
ρv2 + ρh

)
v

)
= −G0 − ρv · ∇ϕ (B.25)

∂

∂t
(ρv) +∇ · (ρvv) +∇p = −G− ρ∇ϕ (B.26)

which are quite similar to the deviation of photon radiation transfer case. The expressions
eq. (B.25) and (B.26) are radiation transport hydrodynamic equations. It should be noted
that neutrino interaction is usually taken into acount only for the energy conservation due
to the weak momentum exchange which is easily estimated as follows. As one encounter
similar discussion of Eddington limit, neutrino and gravitational force per nucleon, i.e. f (ν)

and f (grav), respectively, can be roughly estimated as

f (ν) =
c

λ

ϵν
c

=
Lν

4πr2c
σ0

(
ϵν
mec2

)2

, (B.27)

f (grav) = G
Mmb

r2
, (B.28)

where λ and Lν are mean free path of absorption and neutrino luminosity, respectively and
σ0 is the typical cross section of weak interaction, hence, σ0 = 1.705×10−44cm2. Therefore,
the ratio of the two forces is evaluated as

f (ν)

f (grav)
= 8.07× 10−4

(
Lν

1052erg

)( ϵν
15MeV

)( M

1.4M⊙

)−1

(B.29)
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which depicts that the contribution of neutrino is smaller by three order of magnitude, i.e.
the effect is safely neglected. It should be worth while to pointing out that the typical
heating rate of neutrino can be also represented in the same way;

q(+)
ν =

c

λ
ϵν ∼ 80

(
Lν, 52

r27⟨µ⟩
ϵν, 15

)
MeV/nuc/s (B.30)

which is almost comparable to eq. (2.23) in section 2.2.
Meanwhile, there is important difference between photon and neutrino since neutrino

and its anti-particle affect the lepton number. The divergence of lepton number flux is also
zero as well as energy-momentum tensor so that

∂

∂t
(ρYl) +∇ · (ρYlv) = 0 (B.31)

where Yl is lepton number fraction. The equation can be rewritten in follwing way;

ρ

mb

dYe
dt

=
∑

n

sn

∫
dΩ

∫
dν κ(ab)ν, n

(
Iν, n −B(FD)

ν, n

)
(B.32)

where subscript n is the symbol of neutrino species, sn = 0,±1 for corresponding n and
B

(FD)
ν, n is Fermi-Dirac function which depends on chemical potenital and temperature of

matters [4]. The last equilibrium term results from the detailed balance relation in emission
and absorption. It is highly recommended that one should read the references enumerated in
the beginning of this section (for instance, see appendixes in Bruenn (1985) [37], especially
for scattering treatment, e.g. (A6), (A8), (A33), (C5), (C49) and (C50)).

Figure B.1: The geometric meaning of angular distribution of intensity Iν(r, µ).

Furthermore, when numerical schemes are in discussion, a non-negligible difference ap-
pears in the flux factor ⟨µ⟩. The physical meaning of ⟨µ⟩ can be interepreted as the
geometrical distribution of fν or Iν . The schematic picture of the dependence of µ on
intensity is depicted in Fig. B.1 (see figures in Thompson et al.(2003) or Ott et al.(2008)
[433, 328] for more clear images). Since neutrinos escape from various points on neutrino
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Figure B.2: The typical values of flux factor ⟨µ⟩. Three cases are represented in the figure,
isotropic (black), semi-transparent (red) and free-streaming (green).

sphere, several rays arrive at a given position. It should be noted that intensity is also
affected by the contribution of either scattering or emission.

The typical values of flux factor is represented in Fig. B.1. Inside the proto-neutron star
neutrino is distributed isotropically so that there is no special direction and ⟨µ⟩ should be
identified as zero while the neutrino show forward-peak and the flux factor is equivalent to
unity (the green rays in the figure) where the point is sufficiently far from neutrino sphere.
It is well known that around the neutrino sphere flux factor is usually given as 1/4 [195]
(see the red rays in Fig. B.1). There is a good fitting function in 1D for this flux factor
which is proposed by [378]. In fact, the true picture should be yielded by multi-dimensional
simulation and one should be careful for validity of the fitting [408].

As a matter of fact, one should be careful that the solution for Iν (or fν) is not explicitly
debated. The next section is devoted to introduce how they can be obtained.

B.2 Neutrino transport solvers

The development of both radiation and neutrino transport has been accelerated so far. In
case of CCSNe, there are mainly three major schemes for realistic neutrino transports;

1) discrete-ordinate (Sn) method

2) momentum equation series

3) Monte Carlo method

where the first method directly solves discretized difference form of the Boltzmann equation
(eq. (B.5)), where as the next one carrying out expanding µ momentum sequences of the
radiation transfer equation, i.e. eq. (B.15), along with a closure relation so as to truncate
the equations. The two approaches are same with calculating fν or Iν in deterministic way.
On the contrast, the last is a probabilistic approach so that the basic idea is completely
different from the other two. Instead of tracing the neutrino ray, it follows trajectries
of packets, the ensemble of particles, and the physical states of packets, e.g. location
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and frequency, alter via random numbers. The reaction processes such as absorption and
scattering are also given by the random numbers.

It is noteworthy that all introduced methods above are usually based on either special
relativity (SR) or Newtonian, however, the gravitational effect may be also important and
there are also studies under full GR which is one of the most challenging issues.
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Table B.1: Neutrino transport scheme and application

dimension a (hydro) 1D 2D 3D

ME FLD e Levermore1981 (-), Bruenn1985 (1D), Livne2004 (-), Walder2005 (2D),
Herant1994 (2D), Burrows1995 (1D), Swesty2009 (-), Dolence2015 (2D)
Messer1998 (1D), Fryer2002 (3D) Dolence2015 (2D)

IDSA f Libendorfer2009 (1D), Suwa2010 (2D), Chan2015 (2D)
Suwa2014 (2D), Nakamura2014 (2D)
Takiwaki2012 (3D), Takiwaki2014 (3D)

M1
g SchinderBludman1989, DganiCernohorsky1991, Shibata2011 (-), Cardall2013 (-),

KoernerJanka1992, Obergalinger2011, Kuroda2012 (3D), Kuroda2015 (3D)
Roedig2012, Just2015, O’Connor2015

VEF h Burrows2000 (-), Rampp2002 (-),
Buras2006 (2D), Hubeny2007 (-),
Marek2009 (2D), Müller2010 (2D, GR)

Sn
b Mezzacappa1993 (1D), Yamada1999 (1D,GR), Ott2008 (2D), Brandt2011 (2D) Sumiyoshi2012 (-), Nagakura2014 (-)

Liebendorfer2001(1D,GR), Liebendorfer2004(1D,GR)
Sumiyoshi2005 (1D,GR), Lentz2012 (1D, GR)

CF c Cardall2003 (-), Cardall2013b (-), Shibata2014 (-)
Lentz2012 (1D,GR)

MC d Tubbs1978, 1979, 1980 (-), Janka1992 (-), -
Keil2003 (-), Abdikamalov2012 (1D) -

a The dimension of transport scheme
a Momentum Equations
b Discrete Ordinated Method
c Conservative Form
d Monte Carlo
e Flux Limited Diffusion
f Isotropic Diffusive Source Approximation
g Algebraic Eddington Factor (AEF)
h Variable Eddington Factor
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Table B.2: The computational characters of neutrino transport schemes

SN method Momentum equation series Monte carlo

Computational cost low high medium
Memory small large medium

anisotopy poor fine fine
opaque fine medium poor

scattering poor medium fine

(1) Discrete ordinate method (Sn method; note that the symbol
‘S‘ usually indicates the abbrevation of short characteristic)

In spherical coordinate, the deratives of momentum terms in the advection terms are re-
tained in curvilinear space so that BTE is modified as following representations:

1

c

∂fν
∂t

+ µ
∂fν
∂r

+
1− µ2

r

∂fν
∂µ

=

[
1

c

δfν
δt

]

collision

, (B.33)

where the term ∂/∂µ result from momentum derivative for the curvilinear coordinate.
Extending to three dimension, the equation become much more complicated;
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. (B.34)

where the angles defined in Fig. B.2 [409, 408].
For the numerical calculation, the equation can be rewritten in the conservative form

as,
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. (B.35)

It should be stressed that the equation is valid when the neither SR nor GR is important.
In fact, in CCSNe simulations the one percent energy conversion is mainly concerned so
that the contribution of high velocity and gravitational effects may be also carefully treated.
Furthermore, the selection of frame is not straightforward since the advection terms (LHS
of BTE) have easier form in inertial (laboratory frame) whereas the collision terms (RHS
of BTE) show handful form(see chapter 4 in Mihalas & Mihalas (1984) [285]; for Japanese
see also [?]). Usually many researches have employed the comoving frame since BTE
is integro-partial differential equation whose integral terms are non-linear. Hence, the
scattering terms become too complicated if the variables are written in laboratory frame.
In this section, however, both doppler shift and gravitational redshift are discarded for
simplicity in the equations.
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Figure B.3: The orientation of angular variables used in eq. (B.34) which is taken from
[408].

If stellar interiors are either opaque or transparent, the traveling process of neutrino
is diffusive or free-streaming, respectively. However, if the system is semi-transparent, the
neutrino distribution function should be obtained by solving radiation transport theory, i.e.
the Boltzmann equation. There are several approaches to calculate Boltzmann equation
which generally has 6+1 (r, θ, ϕ, ϵ, Θ, Φ, t) dimensions.

The straightforward way is direct discretization of the Boltzmann equation and this is
called Sn method. It is apparent that Sn method holds no approximation in physics in
principle while the huge computational resources are required for the timescales problem:
The dynamical time scale inside proto-neutron star can be estimated as

tdyn =

√
1

Gρ
∼ 10−3s

(
ρ

1014 g/cm3

)−1/2

(B.36)

whereas the typical reaction time scale can be regarded as

tweak =
λweak
c
∼ 10−8s

( εν
10MeV

)−2
(

ρ

1014 g/cm3

)
(B.37)
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where mean free path λ = (nbσ
(typ)
ν )−1 and typical cross section σ

(typ)
ν can be roughly given

as

σ(typ)
ν ∼ G2

F

(hc)4
ε2ν ∼ 10−44cm2

(
εν
mec2

2
)

(B.38)

GF

(hc)3
= 1.16GeV−2 (B.39)

Since tdyn ≪ tweak, the numerical treatment for BTE should be calculated in implicit way
for time evolution. As a result, the considerably large sparse matrix, Nmatrix × Nmatrix,
where

Nmatrix = Nspace ×Nmomentum

= (total spatial grid size)× (total mometum space grid size) (B.40)

should be prepared in case of SN method (see [409, 222] for details).
It is noteworthy to pointing out that coarse angular grids yield crude estimation of free

streaming limit and this issue is so called “ray effect”. If one desires to obtain accurate
results in 3D the computational ability with exaflops scale is required and still higher
performance platforms is necessary for incorporating inelastic scattering, doppler effect
and gravitational redshift [222].

Furthermore, in axisymmetry case the dimension reduces only 5+1, i.e. r, θ, ϵ, Θ, Φ,
t, and even in a spherical symmetry case, the dimension of Boltzmann equation is still
3+1, i.e. r, ϵ, Θ, t, which is affordable with more than petascale supercomputer, e.g. K
computer. The calculation still needs teraflops scale even if the neutrino energy dependence
is neglected, gray transport scheme.

(2) Moment equations

To avoid this difficulties, integrating the (n)-th moments of the solid angle of the momentum
space helps reducing the dimension of equations. This operation results in much faster
calculation and smaller memories for carrying out numerical calculation. As a matter of
fact, the problem is that the (n)-th moment equation includes the (n+1)-th moment term
and the truncation condition should be prepared in order to close the last series of equation
which means the methods are not exact but approximation.

One of the simplist way is adopting flux-limited diffusion scheme (FLD; the 0th moment)
which characterizes energy density flux, Fν , directly to energy density Eν . Meanwhile, there
is the other way by using Eddington factor f

(Edd)
ν which is defined as

f (Edd)
ν ≡

∫
dΩ nnIν∫
dΩ Iν

(B.41)

f (Edd)
ν =

Pν

Eν

=

∫
dΩ µ2Iν∫
dΩ Iν

, (B.42)

where f
(Edd)
ν is given function so that eq. (B.19) can be truncated and the equations are

ready to be solved. There are several ways to give the closure relation, e.g. M1 closure
scheme (the 1st momentum) and variable Eddington factor scheme (VEF; the 2nd moment).

These closure relations are frequently employed in “realistic” CCSNe simulations and
one of the important characters are listed below;
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1. Flux-limited diffusion (FLD)
FLD is radiation transport solver imposing the 0th moment closure. It connects
the opaque region with free streaming region by using an analytical ”flux-limiter”
function. Λ, e.g.

Fν = − c

χν

Λ(Eν , ∂iEν , χν)∇Eν , (B.43)

→ cnEν (free-streaming), (B.44)

→ − c

3χν

∇Eν (isotropic), (B.45)

which is represented as a function of absorposivity χν , energy density Eν and gradient
components of Eν . The flux limiter Λ is chosen by hand so that it is handful for
numerical resource both in memory and time which permits to employ multi-group
energy, i.e. MGFLD, or deploy relatively high resolutions [419, 420]. In addition,
this method is useful for solving the central dense part of star where the neutrino
distribute isotropic. Nevertheless, the function Λ only ensures the numerical stability
while physical validity in semi-transparent regime is poorly guaranteed. since physical
constraints are only given by the behavior of the two limit, opaque and transparent
so that there are many freedoms to choose the function of Λ, e.g. Mayle & Wilson
and Levermore & Pomraning [285]. Moreover, FLD violates causality since the time
evolution of radiation energy density is represented as diffusion equation.

2. M1 closure (Analytical Eddington factor; AEF)
When closure condition is given at the 1st moment level this scheme is called M1

closure. If radiative tensor P ij
ν is regarded as an analytical function of Eν , e.g.

P ij
ν

Eν

=
1− f (Edd)

ν

2
δij +

3f
(Edd)
ν − 1

2
ninj, (B.46)

it is apparent that the second moment fulfill following relations in the two physical
limits

P ij
ν =

1

3
Eνδ

ij, Pν =
1

3
Eν (isotropic), (B.47)

P ij
ν = ninjEν , Pν = Eν (free-streaming). (B.48)

In addition, if Eddington factor only relies on flux factor ⟨µ⟩, hence,

f (Edd)
ν = f (Edd)

ν (⟨µ⟩) (B.49)

the equation is finally closed. Thanks to the relationship in the higher order, anisotropic
energy flux can be treated more accurately than FLD. It is well known that M1 pass
the shadow test problem which show how much radiation flow are forbidden behind an
obstacle whereas FLD demonstrate no shadow [202]. Furthermore, a large advantage
of this approach is that the equations are classified as hyperbolic partial differential
equation which guarantees the causality and is highly suited for SR and GR. So far
leakage scheme (see [345] and references therein) which can only handle the cooling
process was the standard choice for simulating GR neutrino transport such as com-
pact star merger [382, 320, 217, 110] , however, many studies have started to employ
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M1 for GR neutrino transport ([319, 202] and reference therin). In fact, it should be
stressed that there is a serious deficient in this approach. For instance, if multiple
neutrino rays intersect at a single point, e.g. two beaming interaction test, the rays
demonstrate scattering properties so that the wrong solutions are obtained in such
anisotropy case.

3. Variable Eddington factor (VEF)
One of the most proper schemes for neutrino solvers is VEF which treats the 2nd
moment equations. However, the methodology is not as straightforward as the other
two solvers since it determines Eddington factor without employing any analytical
function. The idea is given as following way; firstly, BTE can be rewritten by using

Figure B.4: The new two independent variables z and p for Feauterier method. Radiation
transfer is solved along the horizontal directions (red) for each impact parameter p.

new variables, i.e. path length z = rµ and impact factor p = r
√

1− µ2 (see Fig. B.4),
instead of employing r and µ;

∂Iν
∂z

= ην − χνIν . (B.50)

The equations are integrated along each ray and , especially under spherical symme-
try, the certain choice of ray called ray-by-ray plus (or tangent ray) method gives the
exact solution with efficient number of rays which saves the computational costs.

The advantage of ray-by-ray plus are illustrated in Fig. B.5. The different rays in-
tersect with the different points, thus the different angles, at the same radius which
is drawn in the upper panel. If the system ensure spherical symmetry, the estimation
of intensity at a fixed radius, I(r0, µ), can be calculated by collecting the informa-
tion from those crossing points (the lower panel). As a consequence, the number of
intersection points between rays and radii is equivalent to the resolution of neutrino
traveling direction for the intensities.
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Turning attention to two variables Iν(+µ) and Iν(−µ) where 0 ≤ µ ≤ 1, one can
define new combination of two intensities, Jν and Hν , thus

Jν =
1

2
(Iν(+µ) + Iν(−µ)) (B.51)

Hν =
1

2
(Iν(+µ)− Iν(−µ)) . (B.52)

Then, the radiation transfer equation can be rewritten as following convenient forms

∂Jν

∂z
= χνHν (B.53)

∂Hν

∂z
= χνJν − jν (B.54)

or

1

χν

∂

∂z

(
1

χν

∂Jν

∂z

)
= Jν − Sν (B.55)

where Sν ≡ ην/χν is source function. This formula is so called Feautrier equation or
formal solution and usually known as VEF in the CCSNe field. Since the formulation
is represented as the second derivative equation, it ensures second-order accuracy and
the solution Jν is guranteed to be positive for all mesh points as long as the source
function is positive.

Hence, the new ray intensities with outgoing and ingoing directions are defined in this
scheme and the calculation are based on Feautier method which imposes the isotropic
scattering in a comoving frame and no time variation during the hydrodynamical
timescale (see [?] for the detailed idea; Rampp2002 and Buras Ph.D for computational
implements). However, it should be emphasized that this treatment is only valid in
spherical geometry and the enormous number of ray tracer should be prepared in the
higher dimension for each spatial grid points.

It is noteworthy that recently a modified FLD scheme has been developed by Liebendörfer
[251] so called isotropic diffusion source approximation (IDSA). The main difference be-
tween the usual the 0-th moment scheme and IDSA is that the evaluation of the fluxes and
flux factor relies not on the local intensity gradient but on non-local distribution of sources
which avoid giving an incorrect direction.

The main idea of this scheme is decomposition of the neutrino distribution function fν
into isotropic trapping particles, f t

ν , which are represented correctly in optically thick region
and free streaming particles, f s

ν , which are valid in optically thin region, i.e. fν = f t
ν + f s

ν .
Then the BTE can be seperated into two equations;

1

c

∂f t
ν

∂t
+ µ

∂f t
ν

∂r
+

1− µ2

r

∂f t
ν

∂µ
= ην(1− f t

ν)− χνf
t
ν − Σ (B.56)

1

c

∂f s
ν

∂t
+ µ

∂f s
ν

∂r
+

1− µ2

r

∂f s
ν

∂µ
= −(ην + χν)f s

ν + Σ (B.57)

where Σ, which is called diffusion source in the original paper, indicates the conversion from
the trapped distribution to free streaming distribution. The diffusive source is regarded
as isotropic and takes 0 and ην in free-streaming limit and chemical equilibrium limit,
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respectively. In case of diffusion limit, f t
ν and f s

ν can be identified as the 0th and 1st order
of magnitudes, respectively, so that Σ is consisted of a diffusion form of the trapping particle
and an averaged constribution of the streaming particle to matter absorption (see detailed
discussion in [251]). IDSA enable to conduct rapid calculation by incorporating ray-by-
ray method. Although f s

ν is equilibrium with matter and should be evolved implicitly, f s
ν

can be separetly treated, by definition, and calculated in explicit method. This fact is
much favorable for speeding up numerical calculations which makes great advantage if one
compares with other transport schemes. In fact, the extension of multi-dimesion is not so
apparent for the presence of the source term and Berninger et al.(2013) [26] have pointed
out that IDSA still has some mathmatical issues.

It should be noteworthy that the gravitational effect changes outcomes of the CCSNe
simulations by around 10% and may also be important contribution to successful explosion.
Although the realistic one dimensional simulations demonstrated the failure in the shock
revival, many simulations reported GR effect is favorable for neutrino heating owing to the
deeper graviational potential well. Hence, a scheme with conservation form in GR is also
required in multi-dimension which are one of the most challenging topic in astrophysical
fields [63, 62, 101, 386]. Not to mention its complex formalism and metrics calculation,
there are technical difficulties in multi-dimensional GRRHD simulations since density is
coupled with Lorentz factor, velocity in laboratory frame and also enthalpy. Moreover
the transfer equations originally possess proper stiff collision terms and require non-linear
iterations so that it more easily failes in numerical convergence.
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Figure B.5: The reconstruction of the intensity from the function of z and p to those of r and
µ. If the grids are orientated in same radius, each ray hit on the different points with their
own µ (the upper panel). Under the spherical symmetry condition, these points collect the
dependence of µ on intensity individually so that Iν(r, µ) is obtained by estimating Iν(z, p)
(the lower panel).
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(3) Monte carlo method

As long as the neutrino transport is solved by either Boltzmann equation or its moment
equation, one cannot evade the difficulties of changing the geometry and/or extending ti
higher dimension. Furthermore, implementing additional physics such as doppler shift and
graviational redshift in advection terms yield even more complicated formalisms which
require considerable modification in the original calculations. In addition, the informations
of neutrino are obtained along the each ray so that the intensity changes time by time. As
a consequence, the equation relies on other rays and seems to be hardly paralellized.

There is an alternative transport solver so called Monte Carlo radiation transfer (MCRT)
which is based on stochastic approach and has been historically utilized in general radiation
transfer (see in chapter 2.1), it is usually familiar with reproducing light curves, spectrum
and polarization in various astrophysical fields, e.g. hot star wind, massive star formation,
nebula, supernova and so on (see [104, 311, 156] ). There are also application to GR [92]
and even implemented in GRMHD [371].

Instead of following rays, MC traces individual particle so that each energy, thus in-
tensity, is unchanged whereas frequency and direction alter during propagation. A large
advantage of using this method is that it is much more convenient to incorporate a larger
set of scattering process as well as other physics, change geometry and extend to higher
dimension which are problematic in the deterministic approaches. Moreover, each wave
packet is is regardless of the others so that these properties are suitable for parallelization
in photon radiation. On the other hand, it should be stressed that this is not always the
case for neutrinos since they are fermion and imposed on Fermi-blocking which needs other
particle information.

On the contrast, there are several deficiency. For instance, MC is coincided with BTE
when prepared sample number is infinity otherwise statistical error is present which is
crucial to the equilibration of matter-radiation interaction. Moreover, huge computational
time is consumed in highly opaque due to a enormous number of scattering process. MC
also requires not small size of computational memories so as to manage large number set of
particle informations. Recently, monte carlo radiation transfer has been utilized by CCSNe
modelers for neutrino transport as well as photon radiation,. Although there are several
previous studies [443, 444, 197, 207], the application to neutrino heating mechanism has
yet been progressed for many years compared with the deterministic approaches. This is
because, in addition to the proper characters of the method itself, the generic trends of
fermion hinder the efficiency of calculation. For instance,

• the opacities of neutrino depends on energy scales,

• the difficulties of equilibrium treatment, e.g. the upper limit in magnitude of distri-
bution function, leads to a large number of sample particles,

• the presence of Fermi-blocking may be not suitable for parallelization and

• both energy and number conservations should be guaranteed accurately.

However, it seems that the recent stochastic approach has been shed light once more.
Thanks to development of numerical techniques and high performance platforms, some re-
searcheres have recently attempted to incorporate monte carlo method for neutrino trans-
port not only for CCSNe [4] but also for the other phenomena of compact object, e.g.
compact stars merger [365].
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Hence, it may be worth while to introducing this alternative technique. Procedures
used in CCSNe are similar to the ordinary photon transport method in many aspects so
that it will be useful to refer several studies of MCRT in radiation fields [256, 104, 204,
156, 311, 368].

The idea of MCRT is based on following components; preparing not a single particle
but an ensemble of particles which is called packet or super-particle, creating packets
from radiative source and matter emission, propagating all packets inside computational
domain and incorporating scattering and/or absorption which destroys packets. It should
be carefully taken into acount that these radiation packets exchange mainly energy with
matter so that temperature structure should updated after the propagation.

The details of each procedure are enumerated below;

(i) discretiazation into packet
Monte carlo simulation trace packet which is identified as the ensemble of radiation
with the same frequence so that energy of a single packet for frequency ν, Eν,p, is
represented as

Eν,p = wν,p hν (B.58)

where wν,p is weight of the packet. Historically, Avery & House (1968) [19] first
carried out a calculation under constant wν,p. Meanwhile, Abbott & Lucy (1985) [3]
imposed constant Eν,p throughout calculation instead which has been widely utilized
so far since not the number but the energy conservation is rather important for photon
radiation. Although a number contained in each energy packet, thus wν,p, alters as
well as frequency ν by fluid interactions, their energy remains fixed in the rest frame.

A condition that each single packet is indivisible yield another convenience [256]
which means that packet itself can be either created or destroyed but is prohibited in
spliting into multiple packet. It is interesting that the indivisible method can treat
all cascade channels correctly if the sample number is suffeciently large [257, 311].

Since many astrophysical objects are radiation dominant and the reaction (cooling)
time scale is much shorter than dynamical time scale, the system is well identified
as radiative equilibrium (thermal balance) which infers that the energy balance of
abosrption and emission is fulfilled [257, 156]. As a result, these packet trends are
suitable for determining the temperature structure with small iterations. Harries,
however, has purposed a scheme which is applicable to non-radiative equilibrium
[156].

In addition to the series of Lucy’s studies [256, 257], the idea of discretization is also
written carfully in following papers [104, 204, 311, 368].

(ii) packets creation
Packets are generated by radiative source which can be either point or surface bound-
ary and matter emission. For instance, if finite volume source with black body spec-
trum produces steady luminosity, Ls, Eν,p is given by controling the number of packets
Nrad;

Eν,p =
Ls∆t

Nrad

. (B.59)
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Frequency, direction and location of packets are selected in random way [156] in
non-relativistic case. This operation is also valid for relativistic case if one selects
comoving frame [311]. It should be stressed that the statistical errors depend on Nrad

by ∝ 1/
√
Nrad. This infers that the packet number should increase by second order

of magnitude so as to suppress the error by an order.

The contribution of matter is quite similar to that of source except luminosity Lm is
determined by emissivity of individual cells and the probability density of propagation
angle is slightly different. It should be, however, noted that the way of creation
from matter is affected by numerical schemes which is implemented so as to enhance
numerical efficiency, e.g. implicit monte carlo (IMC) method [4, 368].

(iii) propagation
After providing new packets and determining flight directions in random way, the
packets travel through the matters as well as census packets, i.e. remaining packets
from previous step. Each packet is treated separetely and the flight distance, reaction
process types and, if neccessary, scattering directions are determined by random
numbers which are defined in the range from 0 to 1. As already mentioned in the
detrministic case, propagation and collision are handful in inertial and comoving
frame, respectively. The great virtue of MCRT is that these two processes can be
separated so that many simulations usually employ mixed frame.

Moreover, the propagation length is relevant to the optical depth. If one focuses on
absorption and scattering, the radiation transfer equation can be rewritten as

dIν
ds

= −(κν + σν)Iν or

dIν
d (κν + σν) s

= −Iν (B.60)

so that, using dτν = ds (κν + σν), Iν is propotional to exp(−τν). Hence, normalized

absorption probabitlity at τν , P
(prob)
ν, abs , can be evaluated as

P
(prob)
ν, abs = 1− exp(−τν) (B.61)

One can introduce a random number ξcol which is relevant to optical depth where the
collision takes place;

τν = − ln(1− ξcol). (B.62)

Since it doesn’t lose generality, one can substitute ξcol for 1-ξcol so that the propagation
length dc is finally represented as

dc =
1

κν + σν
(− ln ξcol)

= λ(mfp, tot)
ν (− ln ξcol) . (B.63)

According to Ercolano et al.(2003) [104], Lucy proposed another propagation method
[256]. In this new methodology, the distance between particle and cell boundary, db,
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which is represented as db = min
cell
∥xcell − xk∥, is added and if db is shorter than dc,

the particle move to the cell boundary with generating new random number for next
optical depth. It is interesting that the introduction of new random number produce
no bias (see [256, 104]).

In addition, if thermodynamical variables of background matters depends on time,
one supposes to introduce distance dt which photon travels through during time
interval ∆t, i.e. c∆t. When dt is the shortest among the three distance, the praticle
just travel toward this end point without changing direction. Hence, time dependent
MCRT usually employs the assessment of this three distance [204, 156, 311].

(iv) albedo
Once dc is chosen as the propagation length, one should determine which reaction
processes take place next. The reactions are selected by introducing new random
number ξreac. For instance, if one employs certain threshold value scattering process
happens under a following condition;

σν
κν + σν

> ξreac scattering (B.64)

otherwise absorption takes place and equation (B.64) is known as albedo condition.
If the absorption takes place the packet is destroyed and omitted from computational
domain otherwise two random numbers ξµ, ξφ are chosen for the scattering direction.
When the scattering is isotropic, the new direction n(new) is given as

µ = 2ξµ − 1 (B.65)

ϕ = 2πξφ (B.66)

n(new) =




√
1− µ2 cosϕ√
1− µ2 sinϕ

µ


 . (B.67)

One the other hand, if one desires to take anisotropic scattering, e.g. Rayleigh or
Mie scattering, into account, probabitily should be constructed by scattering kernel
presented in eq. (B.7).

It should be noted that if there are multiple-reactions in system absorption and
scattering opacities are modified as following way;

κ −→
∑

rj

κrj (B.68)

σ −→
∑

rj

σrj (B.69)

where the subscript rj indicates the label of reaction such as excitation and de-
excitation of ions or inelastic scattering process between ion and electron. The col-
lision process are chosen by searching which reaction bin contains ξreac. Hence, the
opacity calculations are one of the most time consuming parts among MCRT proce-
dure. Furthermore, it is not straight forward to interprete these opacities as feasible
probability, however, the detailed treatment of line and macro-atom processes are
beyond this paper.
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(v) MC estimator (the construction of radiation field)
After all the propagation processes are accomplished the radiation properties should
be reproduced by the information of photon packets since the net energy excahnge
in each cell should be taken into account for dynamics, and one may desire to re-
produce spectral and other infomations which are one of the most major concerns
in astronomy. Furthermore, if considering system is semi-opaque, e.g. convective
atmosphere, shock breakout, stellar explosion and CSM interaction, MCRT should
be solved along with hydrodynamical equations (eq. (B.25) - eq. (B.26)) since the
other radiation characters such as energy flux density and pressure are substantial.

In so doing, there are several methods, e.g. Och et al.(1998) [318] and Lucy (1999)
[256] and Lucy method is introduced in this paper due to more feasible numerical
techniques, hence, wider application [104, 204, 286, 156, 311, 368].

Recalling that the relation between mean intensity Jν and energy densiy Eν satisfies

Eν =
4π

c
Jν , (B.70)

one can can easily obtain Jν in each cell if the value of Eν is given. Lucy (1999) has
found that an estimation of Eν turns to be feasible

if one interprets that packets outside the cell also contributes to energy density of the
cell. The contributions of eack packets are weighted by accomodation times in the
cell. As a consequence, the estimation is represented as following;

[Eν ]cell =
1

Vcellc∆t

∑

all λs in cell

Eν,plλ (B.71)

where Vcell is the finite volume of cell, λ is a trajectory inside the cell and lλ is the
path length of λ at frequency ν. Equation (B.71) implies that lλ/c is residue time
during ∆t. Hence the mean intensity in the cell, [Jν ]cell, is represented as

[Jν ]cell =
1

4πVcell

∑

all λs in cell

Ep
lλ
∆t
. (B.72)

It should be emphasized that eq. (B.72) is applicable to not only spherical but also
more general geometry with rather precise statistics.

Furthermore, there is another virtue of using Lucy estimator [256, 104, 204, 311].
Since Lucy path method is irrespective of whether absorption takes place or not
the formulation is also accurate in even small absorption rate region. According to
Noebauer et al.(2012) [311], the RHS of eq. (B.20) and (B.21) for the photon radiation
in a cell is given by

G0
0 =

[
1

Vcell∆t

∑

ν

∑

λtr

κ0(ν0)lλtr Eν,p, 0

]
− κ0(ν0)aT 4

cell (B.73)

Gi
0 =

1

cVcell∆t

∑

ν

∑

λtr

χ0(ν0)lλtrEν,p 0n
i
0 (B.74)
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where Tcell is the temperature of matter and a subscript “0” presents that the variables
are evaluated in comoving frame. The summations

∑
ν and

∑
λtr

are operated over
all frequency and trajectory in the cell during time interval ∆t, respectively. These
formulations enhances signal to noise ratio as well as Jν and enables to employ less
sample numbers [104, 204, 311]. As a result, the reduction of error supports the fast
convergence of temperature strucuture under radiative equilibrium approximation
where the first and second terms are canceled out in eq. (B.73) [256, 204].

On the other hand, it should be noted that the radiative equiibrium is only adopted
when an equilibration time scale is shorter than the dynamical time scale. Harries
has purposed a scheme which is applicable to non-radiative equilibrium [156]. In their
calculation, the indivisible method is discarded in order to solve optical thick region
efficiently.

The order of the operations listed above is depicted in Fig. 3.8 in Noebauer et al.(2012)
[311]. From the previous explaination, one may notice how different this stochastic ap-
proach is from the deterministic and how they correspond to each other by introducing
MC estimator.

In order to obtain correct answers, however, statistical error should be reduced suffi-
ciently. Although several techniques such as energy packet and MC estimator are imple-
mented, the packet number issue is still one of the main concerns which is directly relelvant
to computational running time. Furthermore, MC becomes far more ineffecient when parti-
cle encounters into optical thick region since huge collision numbers, thus many operations,
take place for a single packet.

There are, however, several numerical methods so as to avoid the problem, e.g. modi-
fied random walk (MRW) [116], implicit monte carlo diffusion (IMD) [137, 72] and discrete
diffusion monte carlo (DDMC) [82, 83, 81]. Some of astrophysical studies applied these
approximations, for instance, Min et al.(2009) [286] and Robitaille et al.(2011) [367] in-
corporated MRW for the dust grain investigation whereas Abdikamalov et al. (2012) [4],
Wollaeger & Rossum (2013) [471] and Roth & Kasen (2015) [368] employed DDMC with
several improvements. The enumerated approaches are based on stochastic mehods which
is, however, different from MC while there is also hybrid method with deterministic ap-
proach [469].

In addition, monte carlo calculation also suffers from numerical stiffness as well as the
detrministic cases since the weak interaction time scale, eq. (B.37), is far shorter than
the dynamical time scale, eq. (B.36). To obtain numerical stablilty and accuracy, there
is a method called implicit monte carlo (IMC) which has been first invented by Fleck &
Cummings [117] and interprete the time discretized raditaive transfer equation with linear
approximation instead (see more details in Wollaber’s thesis [468]).

The basic concept of this method is reformulation of collision terms in the radiation
transfer equation. The emissivity term is treated in semi-implicit in time direction via
IMC so that absorption rate is separated into effective scattering and effective absorption
[468, 4]. The ratio of separation is characterized by Fleck factor, fn,Fleck, which is estimated
as

fn,Fleck =
1

1 + α∆tnβcκ
(B.75)

=
1

1 + α∆tn/∆tint
(B.76)
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where α indicate the extent of time implicit, thus energy density at interval time, E∗
rad, is

represented by those of the current and next time step as follwing;

E∗
rad = αE

(n)
rad + (1− α)E

(n+1)
rad (B.77)

while β is dimensionless variables;

β =
∂Emat

∂Erad

. (B.78)

It should be noted that α is the free parameter which should be chosen from 0.5 to 1 for
numerical stability and the opacites are all defined as time-centered value which is usually
estimated from the previous time step, therefore the collision length is estimated by this
averaged opacities. Equation (B.76) help to understand that the denominator of Fleck
factor contains the ratio of Courant condition time scale, ∆tn, to typical interaction time
scale, ∆tint, which is given as a follow;

tint =
lmfp

c
β ∼ lmfp

c

ρNavokBT

aT 4
(B.79)

where lmfp is mean free path of absorption and Navo is avogadro number so that β can be
interpreted as the number of absorption event.

In IMC method, the physical absorption κ turns out to be effective absorption fn,Fleck κ
and the rest of contribution, (1− fn,Fleck) κ, is regarded as effective scattering. As a result,
the source terms of specific energy of matter is altered and this modification is substantial
to determine the new temperature structure after the packet evolution. Furthermore, the
emission number of packet is also affected [368]. It is interesting to point out that the
formulation of Fleck factor is useful since if fn,Fleck is unity, in other words, the interaction
time is rather longer than the dynamical timescale, the effective absorption is coincide with
the physical one which become similar to the ordinary (or explicit) MC method. On the
contrast, if fn,Fleck is nearly zero, the absorption events are all replaced with the effective
scattering which stabilize numerical noises. The validity of IMC is confirmed by Larsen &
Mercier [239] and Wollaber [468].

It should be stressed that the implementation of IMC provide a modification of either
progation or albedo. Abdikamoalov [4] employed a variance reduction which assumes that
collision distance is evaluated by only scattering opacity and add an absorption distance
da. The new distance is given by following formulation;

da = − 1

κ
(ab)
ν

ln ζ (B.80)

where ζ is not a random number but some certain threshold, thus the absorption distance
is calculated in deterministic way [117]. On the other hand, Wollaeger [471, 470] and Roth
[368] employed the modified albedo and physical propagation length by replacing physical
absorption rate with effective absorption.

As a matter of fact, the main issue is how to apply MCRT to CCSNe mechanism.
Although already mentioned many time in this section, it should be emphasized that the
numerical steps should be treated carefully in following aspects;

• First, energy packet loses its advantage since neutrino also affects Ye, i.e. the number
weight wν,p becomes important.

• Second, statistical noise should be handled much more carefully due to the upper
limit value of distribution function.
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• Third, parallelization may become ineffecient because of Fermi-blocking.

• Last, the difficulty of equilibrium calculation is attribute to the presence of chemical
potential and also needs to carry out fermi-integral.

It should be noted that, in terms of the first and last points, the difficulty appears in ap-
plying IMC since the time evolution of Ye should be taken into account (eq. (B.32)) and
specific energy of neutrino relies on Ye as well as those of matter so that the formalisms,
e.g. Fleck factor, becomes still more sophisticated by introducing effective lepton num-
ber scattering opacities [4]. As a result, the estimation of Fleck factor should be changed
appropriately and specific energy and Ye for the next time step are calculated by incorpo-
rating the new opacities, thus temperature strucuture is determined by the two upgraded
thermodynamical variables.

Hence, MCRT for neutrino are still quite challenging. If one attempts to perform this
new neutrino solver in the current computational platform, it still need to provide some
other elegant techniques otherwise one has to wait until the further future generation for
affordable computational ability.

Finally, the characters of all schemes are summarized in table B.2 and table B.1. In
table B.1 the several simulations solving neutrino transport are listed and distinguished by
the type of schemes applied. The symbol (·) denotes the dimension of hydrodynamics and
an expression (-) means no hydrodynamical background is utilized.

B.3 Impacts on CCSNe simulations by different nu-

merical radiation schemes

The various transport solvers are introduced in the previous section. In this section, the
main topic is turned to how these schemes affect the CCSNe outcomes. It has been well
known that FLD usually overestimates ⟨µ⟩, the degree of forward-peaked, i.e. underes-
timates the neutrino heating rate [199, 277, 480]. Nevertheless, this assessment is only
carried out under spherical symmetry for long time and further investigation has been
awaited until the computational power reaches the exsa scale which is affordable in the
current platform.

As a consequence, the current concern turns out to be the examination of how appropri-
ate the single-angular scheme are by demonstrating multi-angle discrete-ordinate method.
Ott et al.(2008) [328] employed two dimensional RHD for both non-rotating and fast ro-
tating stars and compared their SN scheme with the traditional MGFLD scheme.

In multi-dimension case hydrodynamic instabilites are frequently observed (see section
C) and the presence of SASI produce asymmetry which induce deviations of the two neu-
trino transport solvers. Since the dominant unstable mode is l=1 or 2, both schemes
represent increase of neutrino mean energy and energy flux in the polar direction while
multi-angle approach depicts higher values and larger deviation between the polar and
equatoral region. Moreover, due to its basic idea of approximation, MGFLD shows rather
isotropic trend in gain region thus smear out the deviation between the polar and equatoral
plane. In case of fast rotation progenitor, the rotation provides oblate neutrino sphere which
emits higher mean energy and a larger amount of flux in polar directions. As a consequence,
it is interesting that SN method triggers SASI earlier than MGFLD. From futher exami-
nation, Brandt et al.(2011) [35] explored that multi-angle transfer smears the variation in
the neutrino distributions owing to an averaging effect.
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It should be stressed that, although the asymmetry of neutrino emission appears due
to deformation provided by SASI or rotation, multi-angle method does not always support
shock revival in positive way since the net heating rate is also relevant to the equatorial
plane and spatial distribution of density in late bounce time [328].

Meantime, there is very few discussion about the validity of ray-by-ray approximation.
Fortunately, thanks to the current computer scaling, Sumiyoshi & Yamada (2015) [408] have
demonstrated multi-angle SN method in three dimension so as to assess how accurate ray-
by-ray is. They carried out the comparison by turning off the polar and azimuthal terms in
equation (B.34), i.e. regarding the radial traveling intensity as ray-by-ray approach. There
are considerable difference between the two method in the variation of energy density and
flux along the radial rays. The ray-by-ray method either overestimates or underestimates
them by about 20% whereas multi-angle smears out the gaps between different rays. As a
matter of fact, in terms of neutrino heating rate, these deviations cancel out each others so
that the difference in energetics reduces by ∼2% while the multi-angle takes higher value
in their numerical setup.

Dolence et al.(2015) [91] conducted 2D newtonian simulation incorporating multi-angle
MGFLD solver and also examined how this multi-angle method is different from the pre-
vious simulations with 1D neutrino solver. They tried to pursue several works which
succeeded in blasting shock with different schemes [266, 412, 289, 41, 303, 414] , yet, they
found no explosion which is contradicted to those previous studies.

Therefore, each Boltzmann equation solver has its own advantages and shortcomings
while there are also common features among all schemes and it is hardly to say that the
dependence of numerical schemes on CCSNe simulation has been well investigated.

Lentz revisted how general relativity [245] and the types of neutrino reaction process
[244] influence on the dynamics by using the same code in Liebendörfer et al.(2005) [249]
which is fully realistic in one dimension. The studies confirmed non-negligible impacts
on heating rate and emphasized the importance of general relativity effects, e.g. redshift,
velocity dependence term, and realistic neutrino reactions including inelastic scattering and
pair anhilation process. Further analyses should be continued for understanding what part
of physics is indispensible for the shock revival and explosion energy.
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Appendix C

Multi-dimensional instability

Until the beginning of early 00’s, simulations with the realistic physics are limited to spher-
ical symmetry which provide no successful explosion. The failures in 1D seems to enforce
theoretical modelers to move to multi-dimensional calculation. So far, the importance of
multi-dimensional motion has been confirmed by not only highly developed simulations but
also aspherical observaion evidences. There are two major instabilities which are strong
candidate to yield explosion, i.e. convection and SASI. Foglizzo et al.(2006) [121] and Guilet
& Foglizzo (2012) [145] suggested that the comparison between Brunt-Väisälä frequency
and advection timescale would be important indicator by a semi-analytical approach. In
this section I mainly focus on brief review of this two multi-dimension effect.

It would be more helpful to persue the details of the two instabilites in Janka et al.(2012),
Burrows (2013), Kotake et al.(2013) [196, 49, 220] and the recent review written by Foglizzo
et al.(2015) [120]. For further disccusion about convection, the turbulence analyses in CCSN
context are also introduced in the last part of this section. To obtain the idea of the closure
problem and modeling issue in turbulence equations, see also Garaud et al.(2010), Canuto
et al.(2011) and Meakin & Arnett (2010) [135, 58, 274] for details.

C.1 Multi-dimension fluid effect

Semi-analytical approaches in 1D revealed the presence of critical neutrino luminosity
against the mass accretion rate on stagnant shock so that the onset of blast is triggered
once the neutrino luminosity come to larger than this peculiar value [52, 481, 344].

As mentioned already in section 2.2, the critical luminosities is affected by the dimen-
sionality of system. Several studies have demonstrated the multi-dimension flow pattern
could enhance the residue time scale τadv and the estimation of the runaway condition is
given by

τheat
τadv

≲ 1, (C.1)

τheat =

∫ rsh

rgain

deint
Qν

, (C.2)

τadv =

∫ rsh

rgain

dr

vr
, (C.3)

(see [195, 434, 48, 377]). As a matter of fact, even though it addresses the qualtative trend,
the estimation is not accurate and some further discussions are represented in section 2.5.
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These condition is relevant to competition between heating time and dwell time inside
the gain region [291, 196]. When the heating timescale comes to shorter than the advection
timescale, the pressure below the shock achieve adequate extent to blow the large ram
pressure and the blast wave starts to expand. It is reported that multi-dimensional flow
patterns are likely to extend the dwell time inside the gain region and reduce the critical
luminosity.

The typical non-radial flow motion is convection. Negative entropy gradient is likely to
generate convection overturn in gain layer where net neutrino heating rate is positive. This
mixing provide more homogenous temperature profile which will lead to slight increase in
heating rate [199, 168, 53, 283].

Many previous researches pointed out that convective motion driven by chemical inho-
mogenity may also occur near PNS surface and enhance the neutrino heating rate efficiency,
although this expectation end up with failure since the convection only take place in deeper
portion of PNS (see section. 2.2 and 2.4).

Meanwhlile, Blondin et al.(2003) [30] found an alternative non-spherical instability
called standing accretion shock instability (SASI) which show sloshing shock motion in-
duced by radial velocity perturbations with polar angle dependence. The discovery of
SASI is owing to adopt axis symmetry instead of equatoral symmetry for sake of remark-
able computational resources. This new instability has been paid attention since it trigger
shock expansion without any heating source when it is discoverd and also increase the du-
ration of stay in gain region. Whether convection or SASI is dominant come to the next
interest.

C.2 Instability driven conditions

Usually convection is likely to lie beneath the shock wave where entropy gradient is negative.
Janka et al.(1996) [199] found that unstable convective overturns in 2D enhance the heating
efficient and make the system easier to explode than in spherical symmetry case. However,
the exchanges of gravity energies between high and low entropy layers take certain time
to grow instability otherwise the convection seed sink into PNS. Foglizzo et al.(2006) [121]
found that it is helpful to introduce dimensionless variable χ which is the ratio of advection
time scale to bouyancy time scale:

χ ≡
∫ shock

gain

ωbuoy(z)
dz

v
, (C.4)

ωbuoy ≡ G
1
2

∣∣∣∣
∇P
γP
− ∇ρ

ρ

∣∣∣∣

1
2

=

(
γ − 1

γ
G∇S

) 1
2

∼
(
G

H

) 1
2

. (C.5)

where ωbuoy is given by Brunt-Väisäla frequency and expressed by the gravitational accel-
eration G and pressure scale height H. It is the condition χ < 3 which is likely to be
satisfied when strong neutrino absorptions happen or matters advect longer through gain
region owing to shock radius expansion. As a result, the developed buoyont bubble pushs
the shock further out and helps to revive stagnent shock. This fact is strongly confirmed
by Murphy et al.(2011) and Murphy et al.(2013) ([295, 293]; see the end of this section).

On the other hand, in SASI case, the instablilty enhancements are frequently seen in
relatively lower mode such as l=1, 2 since these lower modes possess maximum growth
rate. Furthermore, this sloshing instability becomes rather important when χ > 3 which
is completely opposite condition of convection driven instability because the mechanism
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of SASI is relies on the advection-acoustic cycle [121, 325, 483, 377, 291]. The cycle is
composed of vorticity advecting downward and acoustic wave propagting upward. The
vorticity is generated by unspherical accretion flow when they pass through stagnent shock
front at first and transfers its energy to acoustic wave as it hits on the PNS surface. The
sound wave provides another fresh vorticity when it perturbates the shock. The perturbed
shock also start to show oscillation which is completely different from convective instability.
During this round trip, advection time scale is dominant, hence, SASI requires χ to take
large value for sufficent grow.

Meanwhile, Blondin et al.(2007) [29] have reached to a different conclusion. They
insisted tht SASI mechanism is based on reflection of acoustic wave between shock and
proto-neutron star which is called acoustic-acoustic cycle (see the right panel of Fig. C.1).
Many dynamical simulations, however, demonstrated that the instabilty cycle, the real part
of growth rate, ωr, is rather suitable for the vortix-acoustic cycle.

Figure C.1: The schematic pictures of two SASI mechanisms: a) advection-acoustic cycle
and b) purely acoustic cycle.

Furthermore, it is noteworthy that the linear analysis study for SASI mechanism has
been progressed by [145]. The past series of analytical works [118, 119, 121, 483, ?] are
based on WKB approximation which permits to decompose acoustic wave into upward
and downward componenets linearly and this operation is only valid under high frequency
mode ω ≫ rsh/cs. In order to become free from this mode restriction and achieve the
correct conclusion for the SASI mechanism, Guilet & Foglizzo(2012) [145] progressed their
analysis and confirmed that time scale of SASI prefers the advection-acoustic cycle which
still support the previous studies.

In fact, there remains a fundamental question; how do we distinguish these two instabil-
ities? There are several linear analysis studies, e.g. Yamasaki & Yamada (2007) [483], who
proposed that SASI and convection are in the family of oscillation mode and non-oscillation
mode, respectively. This is because the real part of growth rate indicates the periodical
motion of the stalled shock deformation.

The schematic picture of the two instabilities are shown in Fig.C.2. Although the
average shock radius is unchanged in marginal state, SASI provides the periodic change in
the shock surface shape for l > 0 modes whereas the convection yields no deformation since
it maintains the system homogenous. Therefore, oscillation (ωr ̸= 0) and non-oscillation
(ωr = 0) modes are charaterized by SASI and convection, respectively.
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Figure C.2: The two different instability motions correspond to the real part of growth
rate. The upper panel depict an oscillative shock deformation of SASI while the lower
panel represent no shock deformation for convective motion.

C.3 Going to three dimension

These semi-analytical and dynamical researches have ensured a large advantage of non-
spherical fluid dynamics in 2D. However, going from two-dimension to three-dimension,
the situation is not straight forward. It is well known that Nordhaus et al.(2010) [317]
show the lower critical luminosity curve in 3D than that in 2D while Hanke et al.(2012)
[153] obtained completely opposite results. This conflict originates from the presence of
large scale buoyancy bubbles which appeared in the former case but dissipated to much
smaller scales in the latter one (see more interesting discussion in [5]).

A list of simulations illustrated in table C.1 demonstrates which instabilities are domi-
nant and the resluts of some simulations in the table are selected for addressing the current
discrepancy in CCSNe simulations. For instance, employing two distinguishable progeni-
tor models, 8.1M⊙ and 27M⊙, Müller et al.(2012) [290] performed the state-of-the-art two
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dimensional simulations. It is surprising that they succeed in exploding the heavier progen-
itor without artificial heating effciency. They concluded that this success is attributed to
SASI whereas the lighter model results from the convection instability. It should be noted
that for 27M⊙ model this outcome is definetly contradict with Ott et al.(2013) [329] who
used the exactly same progenitor.

Hanke et al.(2013) [154] calculated numerical hydrodynamics in two and three dimension
with both elaborate and parametric neutrino transport scheme [290, 378] to see the impact
of instability on the shock revival evolution. As a matter of fact, no large shock expansion
is seen yet so that they concluded that SASI is not predominant but play a key role
in shock deformation in 3D rather than those in 2D. The larger non-radial energies and
the faster growth-rate are taken place in early shock evolutionaly phase in the higher
dimension calculation and convection instability is found to be the secondary effect. They
infered that the discrepancies from other researches may be owing to the implement of
neutrino transport which will influence the neutrino sphere position and also neutrino
mean energy. Eventually, the accretion-flow dynamics and growth condition of instability
become different so that the conclusions are obtained in the opposite way. It should be,
however, noted that the onset times of shock expansion are earlier in 2D.

Couch et al.(2013) [77] performed a 3D core-collapse simulation using FLASH, an open
source code based on Newtonian hydrodynamic, in which neutrino leakage scheme is in-
corporated. They investigated how the stagnent shock dynamics is affected by the large
amplitude non-radial perturbations which is expected to be present in Si/O layer ([17]; see
also chapter 2.4). They explored that this initially large perturbation supports the shock
revival, thus confirms the importance of initial fluctuation configurations in steller interior.
In semi-analytic approach, Takahashi et al.(2014) [425] found that the supersonic flow with
non-linear perturbation grows linearly which is propotional to l mode until they reach the
shock front. In this sense, the high aspherical deformation will be responsible for driving
shock expansion.

Müller et al.(2015) [288], however, performed their newly developed GRHD simulations
in 2D and pointed out that the initial perturbation assumed in [77] is not appropriate since
the velocity fields break the divergence free condtion, i.e. anelastic condition (∇·(ρv) = 0),
and may induce the strong artifact convections. Furthermore, preparing various sets of
initial perturbation patterns, they found that low modes, such as l = 1, 2, are more favorable
for shock revival than relatively high modes. It is noteworthy that their calculations have
demonstrated that the high l mode are not efficient to creat the low modes so that the
presence of the initial large perturbation in high modes is subordinate for the explosion
mechanism.

It is interesting to point out that the more complicated transfer of angular momentum
leads to the additional flow pattern in 3D. Iwakami et al.(2008) [193] calculated three-
dimensional simulation with starting from steady shock solution and explored that the
flow pattern extend not only sloshing motion but also spiral and buoyant bubble structure
and the new patterns are more likely to appear near the critical luminosity curve (see also
[194]).

The reason why many researcheres support the presence of SASI is that this phe-
nomenom seems to be viable approach for the illustration of high speed pulsar kick and
spin. The ejected matters may carry momentum in perticular direction by the presence of
global l = 1 mode asymmetry which is induced by either convection or SASI. The nacent
neutron star supposed to be the counterpart of this powered ejecta in one-sided which is
expected to explain high velocity pulsar kick. Scheck et al.(2006) [378] founded that the
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distribution of expected kick velocity in their calculation is compatible with the observa-
tion. Moreover, Blondin et al.(2007)[29] suggested the possibility of SASI for explaining
neutron star spin by discarding axisymmetry. Non-spherical symmetry with slight ini-
tial perturbations generates spiral mode m = ±1 in l = 1 mode, even simulation starts
from non-rotating massive stars. Guilet & Fernández(2014) [144] estimated the amount
of the angular momentum transport by using anlalytical approach and their spin periods
were similar to values obtained by the numerical simulation in [472]. Hence, these multi-
dimensional instabilities are likely to be candidate of mechanism for explaining neutron
star kick and spin observations.

It is, however, noteworthy that there is an issue called “SASI myth” named by Burrows
(2013) [49]. While SASI may play key role in the CCSNe theory, several numerical counter
parts depict spiral modes rather than sloshing modes of SASI in 3D (see table C.1) and
Burrows (2013) doubted that this mode is produced by axisymmetry restriction. Hence,
whether SASI phenomena is artificial or not is the current open question and might be
settled by neutrino signals and gravitional waves [220].

In 3D (and also 2D) the presence of turbulence is also crucial to CCSNe dynamics.
The problem is which instabilities are responsible for inducing turbulence with large hot
bubbles. It is interesting to point out that Yamasaki & Yamada(2006) [482] investigated
the effect of large hot bubbles under assumptions that convection flow smears the entropy,
isentropic, and all internal energy converted immediately to bulk fluid energy. As a result,
the magnitude of critcal curve reduces by about half in this maximum effecienct case. Al-
though they have demonstrated that convection possess potentailly non-negligible feedback
to shock reival, this fact is, however, too optimistic so that further realistic analyses should
be necessary for more precise quantitative discussion. Meanwhile, there is a useful ap-
proach called Renolds Average Decomposition (RAD) which separates the hydrodynamical
variables into the mean (reference) flow and fluctuation (turbulence) flow, for instance,

ρ = ρ(0) + ρ
′

(C.6)

vi = v
(0)
i + v

′

i (C.7)

S = S(0) + S
′

(C.8)

where ⟨·⟩ = ·(0) is usually taken from large samples average and the prime in super script
denotes the fluctuation part. Since the unknown higher order variables are added, e.g.
the Reynolds stress R̄ij = ⟨v′iv′j⟩, flux F̄i = ⟨v′iS ′⟩ and variance Q̄ = ⟨S ′2⟩, the difficulty
in solving RAD is the determination of the closure equations appropriately ao that the
truncations should be optimized in case by case.

It should be stressed that the background flow in astrophysical phenomena, anelastic
condition is more suitable. This is because, although it is quite similar to Boussinesq
approximation, the anelastic apporximation discards uniform density assumption and en-
tropy is deployed for the independent variable instead of temperature. It should be noted
that this approximation is valid only if the turbulence in system is sub-sonic, namely low
mach number, so that turbulence velocity can be treated as an higher order correction (see
an appendix in [135]). There are also some problems in energy conservation undere this
condition [36]. in CCSN case, the turbulence beneath the shock is unique compared with
stellar evolution since the background entropy variation exists in post shock region. This
entropy structure is attributed to the net neutrino heating and the basic equations should
be modified in proper.

From investigating the axisymmetry simulations of CCSN, Murphy et al.(2011) [295]
proposed the new closure relation for the basic equations for the averaged flow. They
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pointed out that the traditional closure modeling used in either experiment or stellar evo-
lution provides merely little proper trends of turbulence inside shock. For instance, since
pre-collapse convection in the gain region showed that the large-scale plums are responsi-
ble for transporting kinetic energy flux, entropy flux and entropy variance, the gradient-
diffusion approximation (Launder & Sandham (2002) [243]) are not appropriate since their
second-order Renolds correlations are based on local approximation. They also attempt the
algebraic modeling as well as MLT which substitute the differential term for algebraic for-
mulation with assumption of local balance in buoyancy driving and dissipation. Although
this approach demonstrates better coincidence with the simulation, the discrepancy is not
small due to the local approximation. As a result, using the some of algebraic expression
for the 2nd correlation closure, they modified the source terms of entropy evolution, i.e. the
turbulent luminosity and dissipation. The formulation of turbulence luminosity relies on
the magnitude and location of peak luminosity and also the end point of convective region
which is determined consistently by the energy conservation in integral form. Moreover,
turbulent dissipation is given by the balance of total buoyancy work and dissipation inside
the convective region. This self-similar modeling with the global constraints reproduces
the outcomes of dynamical simulation quite well and justifies the importance of Renolds
pressure which is completely dropped in Yamasaki & Yamada (2006)[482].

Murphy et al.(2013) [293] extended their simulation to 3D and also investigate the
similiar analysis for the basic equations of mean fluid. The results persue that total buoy-
anacy driving balances with dissipation especially near the onset of explosion. After the
modification of the entropy equation, neutrino power Pν = Lντ could be equivalent to the
convection power which is the total amount of turbulent luminosity and dissipation. It
is interesting that the turbulent luminosity linearly scale with the neutrino power and it
is less efficient for driving convetion in 2D. They also insisted that the kinetic turbulence
term in momentum equaiton plays inevitable role in expanding the shock radius espe-
cially in 3D. The research also concluded that turbulent convection is more important than
SASI in their parametric 3D simulation and similar results are explored by other studies ,
e.g. [329, 90]. In addition, some researcher did not find any sloshing properties in three-
dimension (e.g., [50, 90, 153]) and are skeptical about the presence of SASI. For example,
Burrows et al.(2012) [50] insisted that the striking feature of l = 1 SASI mode may be
artifact phenomena produced by axisymmetry and its inverse cacade.

Fernandéz et al.(2014) [111] analized the two instabilities near the criterion of explosion
and demonstrated that a spherical Fourier-Bessel decomposition is available to extract
signatures of the interplay of SASI and convection. SASI-dominated models form large
scale and high entropy bubbles. In this case it is important to keep its scale longer than
shock oscillation unless it losts the oppotunity to explode. On the other hand, convection-
dominated models also produce similar structure bubbles by gathering smaller-scale from
buoyant activities. The behavior of angular spectrum manifested inverse turbulent cascade
at large l which is connected to construct large-scale convection while SASI holds l = 2
peak power. They confirmed that the parameter χ is a good measure of which instabilities
is dominated. However, once explosions are activated, it is difficult to find out which
instability process strongly affect to the subsequent dynamical evolution.
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Table C.1: The list of multi-dimension calculations with different dominant instabilities. See also Melson et al.2015 [276]

SASI aided convection dominant

2D Blondin +03 Janka +05 Ohnishi +06 Herant +94 Burrows +95 Janka +96
Scheck +06 Burrows +07 Murphy +08 Mezzacappa +98 Buras +03 Buras +06
Ott +08 Marek & Janka +09 Suwa +10, +13 Murphy +11
Müller +12, +13, +14

3D Hanke +12, +13 Takiwaki +12, +13 Bruenn +13, +14 Iwakami +08 Nordhaus +10 Burrows +12
Müller +12, +15 Ott +12 Ott +13 Iwakami +14
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Appendix D

Equation of states near nuclear
density

In this section, I mainly review the basic idea of EoS properties, especially how these
properties are characterized in practical EoS studies, e.g. Lattimer & Swesty (1991) [241]
and Shen et al.(1998) [385]. The further improvment after those two EoS is addressed in
section 2.3.

D.1 Physical properties of parameterized EoS at T=0

Firstly, it will be helpful to start from the empirical formulation of internal energy of
“homogeneous” nuclear matter at zero temperature case. The formulation is suitable for
especially understanding the properties of cold NS since NS can be assumed as the extremly
large object which is consisted of pure neutron. In this case, if T = 0 the Helmholtz free
energy is regarded as the bare internal energy, hence, it should take minimum at the nuclear
saturation density. The bulk energy density Ebulk [MeV/nuc], is consisted of kinetic energy
and nuclear potential, however, it is rather convenient to separate Ebulk from iso-spin
independent term, Enuc [MeV/nuc], and iso-spin dependent term, Esym [MeV/nuc]; the
traditional form of Enuc [MeV/nuc] is represented as a following relation;

Ebulk(n, Yp) = Enuc(n) + Esym(n) · (1− 2Yp)
2, (D.1)

Enuc(n) = E0 +
K

18

(
n− n0

n0

)2

+
K ′

162

(
n− n0

n0

)3

, (D.2)

Esym(n) = J0 +
L

3

(
n− n0

n0

)
, (D.3)

where n and Yp are number density and proton fraction, respectively and the coefficents K,
J0, L and K ′ are incompressibility, symmetry energy, slope and skewness, respectively. The
meaning of each coeffecient is represented in Fig. D.1. Imcompressiblity K and symmetry
energy J0 are curvature and the energy difference between complete asymmetry matter,
Yp = 0, and symmetry matter, Yp = 0.50, at the saturation point. In addition it is apparent
that L is called slope since it is a tangent value of Ebulk curve at n0 [331, 401].

Furthermore, K, K ′ and L are the measure of stiffness since pressure P [MeV/fm3] are
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Figure D.1: The nuclear internal energy per baryon as function of number density. n0 and
E0/A are saturation point density and bulk energy at that point, respectively. E/A for
symmetry matter is represented as solid line while those for asymmetry matter is drawn in
dot-dashed line.

given as

P = −
(
dEbulk

d1/n

)
(D.4)

= n0

(
n

n0

)2
[
K

9

(
n− n0

n0

)
+
K ′

54

(
n− n0

n0

)2

+
L

3
· (1− 2Yp)

2

]
. (D.5)

It should be noteworthy that symmetry energy J0 is tightly associated with the mixture
of compositions since it has a following relation with chemical potentials µn and µp under
beta-equilibrium;

µn − µp = −
(
∂Ebulk

∂Yp

)
(D.6)

∼ 4 (1− 2Yp)Esym(n). (D.7)

Therefore, the symmetry energy influences reaction rates of neutrino charged current, i.e.
lepton number, and the variaiton of neutrino mean energy which is relevant to neutron and
proton mean-field potentials. As it has been already explained in section.2.2 that the mass
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of the inner core can be roughly estimated as eq. (2.13), a large value of J0 crucially affects
the dynamics and strength of shock front (see the discussion in section 2.3 and 2.5).

As a matter of fact, large freedom of parameter choices are still left and thermal proper-
ties above the nuclear saturation density are hardly determined. The ab initio calculations
are substantial to achieve the true nuclear interaction form and precise EoS behavior.

It should be stressed that the idea of this parameterized EoS is valid only when the
considering system can be assumed as uniform matter where nucleons are undistinguishable
from each other. On contrary, when density is below the saturation point heavy nuclei
appear to be dominant elements so that there is a boundary which separates nucleon inside
of nucleus from those outside of nucleus (see Fig. D.2 and D.3). Hence, additional terms
should be needed to characterize this inhomogeneous system.

Figure D.2: The radial distributions of nuclear number density in inhomogenous nuclear
matter. Nucleon are isolated from inside (blue) to outside (yellow). The Liquid-drop model
(top) and Thomas-Fermi approximation (bottom) are represented.

Moreover, between the transition from 1013g/cc (the bottom left panel in Fig. D.3) to
1014g/cc (the bottom right panel in Fig. D.3), the nuclear structure continously alters its
shape which is determined by the lowest free energy. This phase transition is so called
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nuclear pasta and crucial not only to EoS itself but also to weak interaction rate. The
details are discussed in the next sections by introducing the two well known EoS.

Figure D.3: A sketch of spatial distributions of nuclei with various density regime. The
colors indicate samething as Fig. D.2

Furthermore, EoS needs to be extend to finite temperature because the peak tempera-
ture increase Tc ≳ 30MeV after bounce. Most of all EoS modelers carry out the minimiza-
tion of Helmholtz free-energy by introducing entropy formulation which is similar to that
in ideal gas case.

The difficulty of making finite temperature EoS is owing to incorporate excited states
and modification in distribution function for all particles in system which also affect the
defination of entropy due to many body correlation in wave functions. In the case of mean
field approximation, however, the hamiltonian of nuclear matter is altered to no mutual
interaction between each states , i.e. only the diagonal terms present in the density matrix
and expressed as sumation of individual states energies interacting with the external field.
The Helmholtz free energy per baryon, F , and entropy per baryon, S, are, therefore,
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identified as

F = E − TS (D.8)

S = −kB
∑

0

∫
d3p

(2πℏ)
(fi ln fi + (1− fi) ln (1− fi)) (D.9)

E = Ebulk + (inhomogoneous contributions) (D.10)

where fi is distribution function of species i which is safely assumed as Fermi-Dirac. The
equation of state should be most stable state so that the free energy, F , defined as eq.D.8
takes the smallest value at the given ρ, T and Yp under the constraints of number conser-
vation for each species.

D.2 Classical EoSs

It was polytrope EoS which first applied to numerical calculation at the beginning of CCSNe
studies since thermodynamical properties around the saturation point is highly uncertain.
After 90’s the theoretical progresses have been done successfully and eventually provided
two practical EoSs which is still most widely used at present; one is Lattimer-Swesty
EoS (LS; [241]) which is constructed under non-relativistic homogeneous nuclear matter
with Skyrme-interaction potential and inhomogeneous compressive liquid drop whereas the
other is Shen, Toki, Oyamatsu and Sumiyoshi EoS(STOS or Shen; [385]) which is based on
relativistic mean field (RMF) for nuclear matter and applied Thomas-Fermi approximation
to sub-nuclear matter.

It should be noted that the coefficents K and J0 and the minimum energy E0 in the
parametric form EoS can be easily reproduced by following relations;

E0 = Enuc(n0) = Ebulk(n = n0, Yp = 0), (D.11)

Esym(n) =
1

2

∂2Ebulk

∂(1− 2Yp)2
, (D.12)

K = n2

(
∂2Ebulk

∂n2

)
, (D.13)

J0 = Esym(n0). (D.14)

In this section I firstly exhibit the difference between the two EoS in the treatment of
homogenous matter. In LS EoS, the bulk internal energy, Ebulk, LS [MeV/cm3], is based
on the mean filed Skyrme type nuclear interaction which obeys zero range density poten-
tial [387] and reproduces many of the global properties of nuclei, e.g. nuclei radius, the
minimum energy and saturation points. They fitted much simpler form as following;

Ebulk, LS(n, Yp, T ) = Σi
ℏ
2τi

2m∗
+ [a+ 4bYp(1− Yp)]n2

b + cn1+δ
b − Ypnb∆ (D.15)

where Yp = np/nb, ∆ = 1.293MeV is the mass difference and m∗ is density dependent
effective mass. The first, second and third term represents kinetic energies baryon (T
dependence), two-body interaction and the multi-body interactions, respectively. The pa-
rameters a, b, c, δ are associated with experimental values, thus incompressibilty K, sym-
metry energy J0, saturation density n0, effective mass m∗ and nuclear binding energy B
(see the details in [241]). It should be stressed that the degree of freedom is left so that
“K” can be designed freely and the original paper prepared K =180, 220 and 375MeV. As
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the kinetic term is given by non-relativistic form, there is physical shortcome in aspects of
causality violation while the general relativity correction should be implemented for CCSN
simulations and especially disccusion of NS structure.

In contrast, STOS is founded on relativistic mean fields which is consisted of baryon
and meson in homogeneous matter The effective Lagrangian LRMF is given as

LRMF = L(f)
baryon + L(f)

meson + L(int)
BM + L(int)

self (D.16)

L(f)
baryon = ψ̄b (iγµ∂

µ −Mb − gσσ − gωγµωµ − gργµτaρaµ)ψb (D.17)

L(f)
meson =

1

2
∂µσ∂

µσ − 1

2
m2

σσ
2

+

(
−1

4
WµνW

µν +
1

2
m2

ωωµω
µ

)

+

(
−1

4
Ra

µνR
aµν +

1

2
m2

ρρ
a
µρ

aµ

)
(D.18)

L(int)
BM = −ψ̄b (gσσ + gωγµω

µ + gργµτaρ
aµ)ψb (D.19)

L(int)
self = −1

3
g2σ

3 − 1

4
g3σ

4

+
1

4
c3 (ωµω

µ)2 (D.20)

where ψb, σ, ω and ρ are nucleons (proton and neutron), scalar-isoscalar meson, vector-
isoscalar meson and vector-isovector meson, respectively, and Wµν = ∂µων − ∂νωµ and
Ra

µν = ∂µρaν − ∂νρaµ + gρϵ
abcρbµρcν . The sign of scalar meson term in eq. (D.18) is taken

”+” due to consistency between particle number and energy while those of vector meson
terms are opposite because real particles hold its physical meaning in spatial components.
Hence, if number of real particles increase, energy becomes larger. Note that nucleon are
regarded as iso-symmetry so that Mp = Mn = 983MeV which implies mass difference is
not take into account. Moreover, the non-linear terms which is the contribution of self
interactions scalar meson (σ3, σ4) reduce incompressibility K, thus they soften EoS. On
the contrast, the quadratic vector self interaction term (ω4) refers to relativistic Bruckner
Hartree-Fock term which produce proper repulsive force. All parameters, meson masses and
coupling constants, are determined to take the minimum value at the saturation density
and fitted to the experimental data (n0 = 0.16 fm−3, E0 = −16MeV ). Several parameter
sets are permitted and STOS adopts TM1 parameter sets [403].

It is notewirthy that the bulk energy for STOS Ebulk, STOS is given by following relations;

T µ
ν = −gµνLRMF +

∂LRMF

∂ (∂muΨi)
∂νΨi (D.21)

Ebulk, STOS = ⟨T 00⟩ (D.22)

where T µ
ν and Ψi are energy-momentum tensor and the simplified symbols for the quantum

fields, respectively and ⟨T 00⟩ denotes the expected value of energy density with respect to
Ψi. It has been presented that EoS can be roughly characterized by eq. (D.3) and the bulk
incompressibility K and symmetry energy J are thought to be the important components
for blast wave dynamics and neutrino emission properties. In case of the two EoSs cases,
LS has K = 180, 220 [MeV] and J = 29.3 [MeV] which are both control parameters while
STOS has K = 281 [MeV] and J = 36.9 [MeV]. The difference in K are due to the absence
and presence of relativity. Inclusion of relativity effect hardens EoS because the negative
energy states produce strong repulsive force in high density region and contributes to extra
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pressure so that they can be regarded as effective three-body interaction in non-relativity
limit. This trend is favorable for the evidence of observed maximum neuron star mass. If
one evaluates adabatic index Γ =

(
∂P
∂ρ

)
S

at nuclear density, LS180 gives ΓLS ∼ 2.2 while

STOS gives much higher value, ΓSTOS ∼ 2.9 [196]. This consequence makes us easier to
realize the stiffness of individual EoSs.

However, even in extension of relativistic mean field EoS, boson exotic matters, such
as pion and hyperon, soften the system too much due to its condensation. The maximum
neutron star mass change from 2.1M⊙ to 1.56M⊙ when one add hyperon [192].

D.3 Inhomogenous matter

When we consider a system filled with an inhomogeneous nuclear matters, there suppose
to be boundary between inside and outside of nuclei which is occupied by nucleon or other
light nuclei. This nuclei ”shapes” are determined by the balance between the surface and
Coulomb term and some of EoS modelers have adopted quite different treatments between
each others. There is also interesting phenomena called nuclear “pasta” (inhomogeneous
crystalline) which tends to occur at ρ ∼ ρ0, thus the transition from inhomogeneous to
homogeneous system [363, 330, 165]. In this section, the two methods are introduced for
treating sub-nuclear density matter; LS EoS adopts the compressive liquid drop model
with finite temperature [242] whereas STOS computes Thomas-Fermi approximaiton for
sub-nulear density regime.

In liquid drop model, considered terms for mass formula are equivalent to Weinzacker-
Bethe formulaton, i.e. bulk, surface, Coulomb, shell and pairing energy. The coefficients
of each terms are regarded as parameters and chosen to be fulfilled with the experemental
evidence, for instance, the saturation density n0 = 0.17fm−2, minimum energy per nucleon
E0 = −16MeV and other individual nuclear mass data. It will be convenient for the
interpretation of dynamical simulations to apply LS EoS since K and J0 are given by
hand, thus well controlled. It also has advantage of incorporating nuclear shapes for the
nuclear “pasta” phase and either droplet or bubble is employed in LS EoS. The problem
appears, however, when the system is significantly different from experimental situtaion
such as supernova or nascent neutron star where hot, dense and asymmetry matters are
dominated.

On the other hand, Thomas-Fermi approximation employed by STOS is a self-consistent
theory as well as Hartree-Fock theory. The difference from Hartree-Fock method is that
the overall shell effects which are responsible for the deformation of nuclei are averaged
while it is enabled to treat the large ensemble system such as NS.

The idea of nuclear Thomas-Fermi approximation is just as same as the original case
which is applied to atomic system, i.e. the nuclear interaction potential depends on density
profile of nuclei structure and is taken into account its back reaction [297, 298].

Recalling the original Thomas-Fermi approximation density distribution of electron in
atomic system are calculated by solving charge neutrality condition

∆ϕ = 4πne (ϕ) , (D.23)

where electron charge density ne also directly relies on electric potential ϕ so that it is no
more uniform and vice versa [231]. Hence, the variation of density distribution is iterated
under the several interaction potential parameters until the system achieve settlement, in
other word, self-consistency is guaranteed.
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Moreover, the nucleus “skin” is taken into account in STOS whereas LS assumes it as
sharp boundary between inside and outside, thorefore it is completely dropped in their
calculation. The diffusion of nucleon can be acted as a finite-range force in the nucleus
system so that the number density gradient term, Egrad, is adopted to the nuclear internal
energy, instead of surface term in LS. The width of skin parameter are added and nuclear
shape is regarded as droplet for all inhomogeous nuclear phase in STOS. As a consequence,
the nuclear binding energy, Ebind, is wrriten in two way

−Ebind = Ebulk, LS + Esurf + ECoul, LS (liquid drop), (D.24)

= Ebulk, STOS + Egrad + ECoul, STOS (Thomas− Fermi), (D.25)

where the detail expression are written in the original papers. It should be noted that the
surface term in Thomas-Fermi method is, however, not exactly as same as those in liquid
drop model but different by factor 2 under beta-equilibrium condition (see the details in
[331]).

The two EoS approaches should implement additional microphysics, e.g. shell effect,
pairing terms and/or incorporating density and temperature dependence. They are, how-
ever, both using empirical relations and hold large uncertainty about nuclear fission bar-
rieres so that binding energies are not applicable to calculate the precise r-process. It
should be also stressed that both EoS handle only averaged heavy nuclei (single nucleus
approximation; SNA) which neglects the light nuclei reactions and cause difficulty to access
smoothly to non-NSE. The improvement of latter part is one of our scopes in this paper
(see section 3.1.3). From the failed 1D studies in CCSNe a number of EoS comparisons are
demonstrated and there are several coincidence.

For stiff EoS, it is reported that central density is not raised as high as those in soft
eos and the position of shock formation at bounce moves outward. Hence, enclosed mass
of inner core is slightly larger (∆Mic = 0.1M⊙) which avoids serious energy drain due
to photodissociation (Ebind ∼ 8.8MeV per baryon) so this fact seems to be advantage of
explosion. The lower central density, however, also influences neutrino sphere radius, i.e.
proto-neutron star becomes less compact. Although neutrino sphere will become closer to
gain radius and ascend inverse flux factor which enhance heating rate inside the gain region,
these tendencies often yield negative effect for shock revival due to lower temperature and
luminosity at neutrino sphere. Hence even there are no successful explosion, the softer EoS
tend to produce more efficient heating than stiffer one. Applying different eos results in
very subtle and sophisticated difference as we’ve seen above. The influence of EoS on post
bounce evolution cannot easily understand by single peculiar property.

If we turn attention to recent studies, for instance, Suwa et al.(2013)[413] compared
LS180, LS220, LS375 and STOS and carried out Newtonian hydrodynamical simulations
in 1D and 2D which implement IDSA for neutrino transport solver (see appendix B).
It is interesting that neutrino mean energy and approxiamte neutrino sphere radius are
remarkably similiar in both one- and two-dimension. It is well known that general relativity
and heavy lepton type flavors (µ, τ) provide deeper gravitaional well and larger internal
energy loss, respectively. Hence, the absence of these ingredient makes PNS less compact
and the diffrence between STOS and LS180 much smaller than [411]. It seems that the
first 200−300ms behaviors of heating efficency and Lνe,ν̄e are essential for neutrino heating
mechanism and the difference in EoS produces slight change of these properties which play
critical role in the successful explosion.
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H. Klion, and E. Schnetter. Neutrino-driven Turbulent Convection and Standing
Accretion Shock Instability in Three-dimensional Core-collapse Supernovae. ApJ,
Vol. 808, p. 70, July 2015.

[6] A. Akmal, V. R. Pandharipande, and D. G. Ravenhall. Equation of state of nucleon
matter and neutron star structure. Phys. Rev. C, Vol. 58, pp. 1804–1828, September
1998.

[7] M. Alford, K. Rajagopal, S. Reddy, and F. Wilczek. Minimal color-flavor-locked-
nuclear interface. Phys. Rev. D, Vol. 64, No. 7, p. 074017, October 2001.

[8] A. S. Almgren, J. B. Bell, and M. Zingale. MAESTRO: A Low Mach Number Stellar
Hydrodynamics Code. Journal of Physics Conference Series, Vol. 78, No. 1, p. 012085,
July 2007.

[9] G. Altavilla, M. T. Botticella, E. Cappellaro, and M. Turatto. Supernovae and Gaia.
Ap&SS, Vol. 341, pp. 163–178, September 2012.

[10] J. P. Anderson, S. M. Habergham, P. A. James, and M. Hamuy. Progenitor mass
constraints for core-collapse supernovae from correlations with host galaxy star for-
mation. MNRAS, Vol. 424, pp. 1372–1391, August 2012.

[11] A. Arcones, H.-T. Janka, and L. Scheck. Nucleosynthesis-relevant conditions in
neutrino-driven supernova outflows. I. Spherically symmetric hydrodynamic simu-
lations. A&A, Vol. 467, pp. 1227–1248, June 2007.

224



[12] D. Arnett. Supernovae and Nucleosynthesis: An Investigation of the History of Matter

from the Big Bang to the Present. 1996.

[13] D. Arnett, C. Meakin, and P. A. Young. Turbulent Convection in Stellar Interiors.
II. The Velocity Field. ApJ, Vol. 690, pp. 1715–1729, January 2009.

[14] W. D. Arnett. Analytic solutions for light curves of supernovae of Type II. ApJ, Vol.
237, pp. 541–549, April 1980.

[15] W. D. Arnett. 3D and Some Other Things Missing from the Theory of Massive Star
Evolution. In G. Meynet, C. Georgy, J. Groh, and P. Stee, editors, New Windows on

Massive Stars, Vol. 307 of IAU Symposium, pp. 459–469, January 2015.

[16] W. D. Arnett and C. Meakin. Toward Realistic Progenitors of Core-collapse Super-
novae. ApJ, Vol. 733, p. 78, June 2011.

[17] W. D. Arnett and C. Meakin. Toward Realistic Progenitors of Core-collapse Super-
novae. ApJ, Vol. 733, p. 78, June 2011.

[18] W. D. Arnett, C. Meakin, and M. Viallet. Chaos and turbulent nucleosynthesis prior
to a supernova explosion. AIP Advances, Vol. 4, No. 4, p. 041010, April 2014.

[19] L. W. Avery and L. L. House. An Investigation of Resonance-Line Scattering by the
Monte Carlo Technique. ApJ, Vol. 152, p. 493, May 1968.

[20] C. Badenes, J. Harris, D. Zaritsky, and J. L. Prieto. The Stellar Ancestry of Su-
pernovae in the Magellanic Clouds. I. The Most Recent Supernovae in the Large
Magellanic Cloud. ApJ, Vol. 700, pp. 727–740, July 2009.

[21] E. Baron, H. A. Bethe, G. E. Brown, J. Cooperstein, and S. Kahana. Type-II super-
novae from prompt explosions. Physical Review Letters, Vol. 59, pp. 736–739, August
1987.

[22] E. Baron and J. Cooperstein. The effect of iron core structure on supernovae. ApJ,
Vol. 353, pp. 597–611, April 1990.

[23] E. Baron, J. Cooperstein, and S. Kahana. Type-II supernovae in 12-solar-mass and
15-solar-mass stars The equation of state and general relativity. Physical Review

Letters, Vol. 55, pp. 126–129, July 1985.

[24] J. F. Beacom and M. R. Vagins. Antineutrino Spectroscopy with Large Water
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[123] C. Fröhlich, G. Mart́ınez-Pinedo, M. Liebendörfer, F.-K. Thielemann, E. Bravo,
W. R. Hix, K. Langanke, and N. T. Zinner. Neutrino-Induced Nucleosynthesis of
A¿64 Nuclei: The νp Process. Physical Review Letters, Vol. 96, No. 14, p. 142502,
April 2006.

[124] C. L. Fryer. Mass Limits For Black Hole Formation. ApJ, Vol. 522, pp. 413–418,
September 1999.

[125] C. L. Fryer. Compact object formation and the supernova explosion engine. Classical
and Quantum Gravity, Vol. 30, No. 24, p. 244002, December 2013.

[126] C. L. Fryer, F. Herwig, A. Hungerford, and F. X. Timmes. Supernova Fallback: A
Possible Site for the r-Process. ApJL, Vol. 646, pp. L131–L134, August 2006.

[127] C. L. Fryer and K. C. B. New. Gravitational Waves from Gravitational Collapse.
Living Reviews in Relativity, Vol. 14, , January 2011.

[128] C. L. Fryer and M. S. Warren. Modeling Core-Collapse Supernovae in Three Dimen-
sions. ApJL, Vol. 574, pp. L65–L68, July 2002.

232



[129] S.-i. Fujimoto, K. Kotake, M.-a. Hashimoto, M. Ono, and N. Ohnishi. Explosive
Nucleosynthesis in the Neutrino-driven Aspherical Supernova Explosion of a Non-
rotating 15 M sun Star with Solar Metallicity. ApJ, Vol. 738, p. 61, September 2011.

[130] G. M. Fuller, W. A. Fowler, and M. J. Newman. Stellar weak-interaction rates for
sd-shell nuclei. I - Nuclear matrix element systematics with application to Al-26 and
selected nuclei of importance to the supernova problem. ApJS, Vol. 42, pp. 447–473,
March 1980.

[131] S. Furusawa, H. Nagakura, K. Sumiyoshi, and S. Yamada. The Influence of Inelastic
Neutrino Reactions with Light Nuclei on the Standing Accretion Shock Instability in
Core-collapse Supernovae. ApJ, Vol. 774, p. 78, September 2013.

[132] S. Furusawa, K. Sumiyoshi, S. Yamada, and H. Suzuki. New Equations of State
Based on the Liquid Drop Model of Heavy Nuclei and Quantum Approach to Light
Nuclei for Core-collapse Supernova Simulations. ApJ, Vol. 772, p. 95, August 2013.

[133] S. Furusawa, S. Yamada, K. Sumiyoshi, and H. Suzuki. A New Baryonic Equation of
State at Sub-nuclear Densities for Core-collapse Simulations. ApJ, Vol. 738, p. 178,
September 2011.

[134] S. Furusawa, S. Yamada, K. Sumiyoshi, and H. Suzuki. A New Baryonic Equation of
State at Sub-nuclear Densities for Core-collapse Simulations. ApJ, Vol. 738, p. 178,
September 2011.

[135] P. Garaud, G. I. Ogilvie, N. Miller, and S. Stellmach. A model of the entropy flux and
Reynolds stress in turbulent convection. MNRAS, Vol. 407, pp. 2451–2467, October
2010.

[136] M. Gehmeyr and D. Mihalas. Adaptive grid radiation hydrodynamics with TITAN.
Physica D Nonlinear Phenomena, Vol. 77, pp. 320–341, October 1994.

[137] N. A. Gentile. Implicit Monte Carlo Diffusion-An Acceleration Method for Monte
Carlo Time-Dependent Radiative Transfer Simulations. Journal of Computational

Physics, Vol. 172, pp. 543–571, September 2001.

[138] S. Gezari, L. Dessart, S. Basa, D. C. Martin, J. D. Neill, S. E. Woosley, D. J. Hillier,
G. Bazin, K. Forster, P. G. Friedman, J. Le Du, A. Mazure, P. Morrissey, S. G. Neff,
D. Schiminovich, and T. K. Wyder. Probing Shock Breakout with Serendipitous
GALEX Detections of Two SNLS Type II-P Supernovae. ApJL, Vol. 683, pp. L131–
L134, August 2008.

[139] C. Gilet, A. S. Almgren, J. B. Bell, A. Nonaka, S. E. Woosley, and M. Zingale. Low
Mach Number Modeling of Core Convection in Massive Stars. ApJ, Vol. 773, p. 137,
August 2013.

[140] N. K. Glendenning. First-order phase transitions with more than one conserved
charge: Consequences for neutron stars. Phys. Rev. D, Vol. 46, pp. 1274–1287, August
1992.

[141] N. K. Glendenning and J. Schaffner-Bielich. First order kaon condensate. Phys. Rev.
C, Vol. 60, No. 2, p. 025803, August 1999.

233



[142] S. M. Gogarten, J. J. Dalcanton, J. W. Murphy, B. F. Williams, K. Gilbert, and
A. Dolphin. The NGC 300 Transient: An Alternative Method for Measuring Progen-
itor Masses. ApJ, Vol. 703, pp. 300–310, September 2009.

[143] S. A. Grebenev, A. A. Lutovinov, S. S. Tsygankov, and C. Winkler. Hard-X-ray
emission lines from the decay of 44Ti in the remnant of supernova 1987A. Nature,
Vol. 490, pp. 373–375, October 2012.

[144] J. Guilet and R. Fernández. Angular momentum redistribution by SASI spiral modes
and consequences for neutron star spins. MNRAS, Vol. 441, pp. 2782–2798, July 2014.

[145] J. Guilet and T. Foglizzo. On the linear growth mechanism driving the standing
accretion shock instability. MNRAS, Vol. 421, pp. 546–560, March 2012.

[146] A. A. Hakobyan, V. Z. Adibekyan, L. S. Aramyan, A. R. Petrosian, J. M. Gomes,
G. A. Mamon, D. Kunth, and M. Turatto. Supernovae and their host galaxies. I. The
SDSS DR8 database and statistics. A&A, Vol. 544, p. A81, August 2012.

[147] A. A. Hakobyan, A. G. Karapetyan, L. V. Barkhudaryan, G. A. Mamon, D. Kunth,
A. R. Petrosian, V. Adibekyan, L. S. Aramyan, and M. Turatto. Supernovae and
their host galaxies - III. The impact of bars and bulges on the radial distribution of
supernovae in disc galaxies. ArXiv e-prints, November 2015.

[148] A. A. Hakobyan, T. A. Nazaryan, V. Z. Adibekyan, A. R. Petrosian, L. S. Aramyan,
D. Kunth, G. A. Mamon, V. de Lapparent, E. Bertin, J. M. Gomes, and M. Turatto.
Supernovae and their host galaxies - II. The relative frequencies of supernovae types
in spirals. MNRAS, Vol. 444, pp. 2428–2441, November 2014.

[149] W.-R. Hamann, D. Schoenberner, and U. Heber. Mass loss from extreme helium
stars. A&A, Vol. 116, pp. 273–285, December 1982.

[150] N. J. Hammer, H.-T. Janka, and E. Müller. Three-dimensional Simulations of Mixing
Instabilities in Supernova Explosions. ApJ, Vol. 714, pp. 1371–1385, May 2010.

[151] M. Hamuy. Observed and Physical Properties of Core-Collapse Supernovae. ApJ,
Vol. 582, pp. 905–914, January 2003.

[152] T. Handy, T. Plewa, and A. Odrzywo lek. Toward Connecting Core-collapse Su-
pernova Theory with Observations. I. Shock Revival in a 15 M ⊙ Blue Supergiant
Progenitor with SN 1987A Energetics. ApJ, Vol. 783, p. 125, March 2014.

[153] F. Hanke, A. Marek, B. Müller, and H.-T. Janka. Is Strong SASI Activity the Key
to Successful Neutrino-driven Supernova Explosions? ApJ, Vol. 755, p. 138, August
2012.

[154] F. Hanke, B. Müller, A. Wongwathanarat, A. Marek, and H.-T. Janka. SASI Activity
in Three-dimensional Neutrino-hydrodynamics Simulations of Supernova Cores. ApJ,
Vol. 770, p. 66, June 2013.

[155] S. Hannestad and G. Raffelt. Supernova Neutrino Opacity from Nucleon-Nucleon
Bremsstrahlung and Related Processes. ApJ, Vol. 507, pp. 339–352, November 1998.

234



[156] T. J. Harries. An algorithm for Monte Carlo time-dependent radiation transfer.
MNRAS, Vol. 416, pp. 1500–1508, September 2011.

[157] T. J. Harries. Radiation-hydrodynamical simulations of massive star formation using
Monte Carlo radiative transfer - I. Algorithms and numerical methods. MNRAS, Vol.
448, pp. 3156–3166, April 2015.

[158] M. Hashimoto. Supernova Nucleosynthesis in Massive Stars. Progress of Theoretical

Physics, Vol. 94, pp. 663–736, November 1995.

[159] J. C. Hayes, M. L. Norman, R. A. Fiedler, J. O. Bordner, P. S. Li, S. E. Clark,
A. ud-Doula, and M.-M. Mac Low. Simulating Radiating and Magnetized Flows in
Multiple Dimensions with ZEUS-MP. ApJS, Vol. 165, pp. 188–228, July 2006.

[160] K. Hebeler, J. M. Lattimer, C. J. Pethick, and A. Schwenk. Constraints on Neutron
Star Radii Based on Chiral Effective Field Theory Interactions. Physical Review

Letters, Vol. 105, No. 16, p. 161102, October 2010.

[161] A. Heger, C. L. Fryer, S. E. Woosley, N. Langer, and D. H. Hartmann. How Massive
Single Stars End Their Life. ApJ, Vol. 591, pp. 288–300, July 2003.

[162] A. Heger and N. Langer. Stationary hydrodynamic models of Wolf-Rayet stars with
optically thick winds. A&A, Vol. 315, pp. 421–431, November 1996.

[163] A. Heger, N. Langer, and S. E. Woosley. Presupernova Evolution of Rotating Massive
Stars. I. Numerical Method and Evolution of the Internal Stellar Structure. ApJ, Vol.
528, pp. 368–396, January 2000.

[164] A. Heger, S. E. Woosley, G. Mart́ınez-Pinedo, and K. Langanke. Presupernova Evolu-
tion with Improved Rates for Weak Interactions. ApJ, Vol. 560, pp. 307–325, October
2001.

[165] H. Heiselberg, C. J. Pethick, and E. F. Staubo. Quark matter droplets in neutron
stars. Physical Review Letters, Vol. 70, pp. 1355–1359, March 1993.

[166] M. Hempel, T. Fischer, J. Schaffner-Bielich, and M. Liebendörfer. New Equations of
State in Simulations of Core-collapse Supernovae. ApJ, Vol. 748, p. 70, March 2012.

[167] M. Hempel and J. Schaffner-Bielich. A statistical model for a complete supernova
equation of state. Nuclear Physics A, Vol. 837, pp. 210–254, June 2010.

[168] M. Herant, W. Benz, W. R. Hix, C. L. Fryer, and S. A. Colgate. Inside the supernova:
A powerful convective engine. ApJ, Vol. 435, pp. 339–361, November 1994.

[169] F. Herwig. Evolution and Yields of Extremely Metal-poor Intermediate-Mass Stars.
ApJS, Vol. 155, pp. 651–666, December 2004.

[170] F. Herwig, B. Freytag, R. M. Hueckstaedt, and F. X. Timmes. Hydrodynamic Sim-
ulations of He Shell Flash Convection. ApJ, Vol. 642, pp. 1057–1074, May 2006.

[171] W. Hillebrandt, K. Nomoto, and R. G. Wolff. Supernova explosions of massive stars
- The mass range 8 to 10 solar masses. A&A, Vol. 133, pp. 175–184, April 1984.

235



[172] D. J. Hillier and L. Dessart. Time-dependent radiative transfer calculations for su-
pernovae. MNRAS, Vol. 424, pp. 252–271, July 2012.

[173] D. J. Hillier and L. Dessart. Time-dependent radiative transfer calculations for su-
pernovae. MNRAS, Vol. 424, pp. 252–271, July 2012.

[174] D. J. Hillier and T. Lanz. CMFGEN: A non-LTE Line-Blanketed Radiative Transfer
Code for Modeling Hot Stars with Stellar Winds. In G. Ferland and D. W. Savin,
editors, Spectroscopic Challenges of Photoionized Plasmas, Vol. 247 of Astronomical

Society of the Pacific Conference Series, p. 343, 2001.

[175] K. Hirata, T. Kajita, M. Koshiba, M. Nakahata, and Y. Oyama. Observation of a
neutrino burst from the supernova SN1987A. Physical Review Letters, Vol. 58, pp.
1490–1493, April 1987.

[176] R. Hirschi, G. Meynet, and A. Maeder. Stellar evolution with rotation. XII. Pre-
supernova models. A&A, Vol. 425, pp. 649–670, October 2004.

[177] W. R. Hix, O. E. B. Messer, A. Mezzacappa, J. Sampaio, K. Langanke, G. Mart́ınez-
Pinedo, M. Liebendörfer, and D. J. Dean. Nuclear electron capture in core collapse
supernovae. Nuclear Physics A, Vol. 758, pp. 31–34, July 2005.

[178] W. R. Hix and F.-K. Thielemann. Computational methods for nucleosynthesis and
nuclear energy generation. Journal of Computational and Applied Mathematics, Vol.
109, pp. 321–351, September 1999.

[179] R. D. Hoffman, S. A. Sheets, J. T. Burke, N. D. Scielzo, T. Rauscher, E. B. Norman,
S. Tumey, T. A. Brown, P. G. Grant, A. M. Hurst, L. Phair, M. A. Stoyer, T. Wooddy,
J. L. Fisker, and D. Bleuel. Reaction Rate Sensitivity of 44Ti Production in Massive
Stars and Implications of a Thick Target Yield Measurement of 40Ca(α, γ)44Ti. ApJ,
Vol. 715, pp. 1383–1399, June 2010.

[180] D. Hollowell and I. Iben, Jr. Neutron production and neutron-capture nucleosynthesis
in a low-mass, low-metallicity asymptotic giant branch star. ApJ, Vol. 340, pp. 966–
984, May 1989.

[181] J. W. Holt, N. Kaiser, and W. Weise. Quasiparticle interaction in nuclear matter
with chiral three-nucleon forces. Nuclear Physics A, Vol. 876, pp. 61–76, February
2012.

[182] J. W. Holt, N. Kaiser, and W. Weise. Nuclear chiral dynamics and thermodynamics.
Progress in Particle and Nuclear Physics, Vol. 73, pp. 35–83, November 2013.

[183] S. Horiuchi, K. Nakamura, T. Takiwaki, K. Kotake, and M. Tanaka. The red super-
giant and supernova rate problems: implications for core-collapse supernova physics.
MNRAS, Vol. 445, pp. L99–L103, November 2014.

[184] C. J. Horowitz. Neutrino trapping in a supernova and the screening of weak neutral
currents. Phys. Rev. D, Vol. 55, pp. 4577–4581, April 1997.

[185] C. J. Horowitz. Weak magnetism for antineutrinos in supernovae. Phys. Rev. D,
Vol. 65, No. 4, p. 043001, February 2002.

236



[186] C. J. Horowitz and A. Schwenk. The virial equation of state of low-density neutron
matter. Physics Letters B, Vol. 638, pp. 153–159, July 2006.

[187] C. J. Horowitz and K. Wehrberger. Neutrino neutral current interactions in nuclear
matter. Nuclear Physics A, Vol. 531, pp. 665–684, September 1991.
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son, and H. Yüksel. A Survey About Nothing: Monitoring a Million Supergiants for
Failed Supernovae. ApJ, Vol. 684, pp. 1336–1342, September 2008.

[220] K. Kotake. Multiple physical elements to determine the gravitational-wave signatures
of core-collapse supernovae. Comptes Rendus Physique, Vol. 14, pp. 318–351, April
2013.

[221] K. Kotake, K. Sato, and K. Takahashi. Explosion mechanism, neutrino burst and
gravitational wave in core-collapse supernovae. Reports on Progress in Physics,
Vol. 69, pp. 971–1143, April 2006.

[222] K. Kotake, K. Sumiyoshi, S. Yamada, T. Takiwaki, T. Kuroda, Y. Suwa, and H. Na-
gakura. Core-collapse supernovae as supercomputing science: A status report toward
six-dimensional simulations with exact Boltzmann neutrino transport in full general
relativity. Progress of Theoretical and Experimental Physics, Vol. 2012, No. 1, p.
01A301, August 2012.

[223] K. Kotake, T. Takiwaki, Y. Suwa, W. Iwakami Nakano, S. Kawagoe, Y. Masada, and
S.-i. Fujimoto. Multimessengers from Core-Collapse Supernovae: Multidimensionality
as a Key to Bridge Theory and Observation. Advances in Astronomy, Vol. 2012, p.
428757, 2012.

[224] K.-L. Kratz, J.-P. Bitouzet, F.-K. Thielemann, P. Moeller, and B. Pfeiffer. Isotopic
r-process abundances and nuclear structure far from stability - Implications for the
r-process mechanism. ApJ, Vol. 403, pp. 216–238, January 1993.

[225] K.-L. Kratz, K. Farouqi, B. Pfeiffer, J. W. Truran, C. Sneden, and J. J. Cowan.
Explorations of the r-Processes: Comparisons between Calculations and Observations
of Low-Metallicity Stars. ApJ, Vol. 662, pp. 39–52, June 2007.

[226] R. P. Kudritzki, A. Pauldrach, J. Puls, and D. C. Abbott. Radiation-driven winds
of hot stars. VI - Analytical solutions for wind models including the finite cone angle
effect. A&A, Vol. 219, pp. 205–218, July 1989.

[227] R.-P. Kudritzki and J. Puls. Winds from Hot Stars. ARA&A, Vol. 38, pp. 613–666,
2000.

[228] M. Kuhlen, W. E. Woosley, and G. A. Glatzmaier. 3D Anelastic Simulations of
Convection in Massive Stars. In S. Turcotte, S. C. Keller, and R. M. Cavallo, editors,
3D Stellar Evolution, Vol. 293 of Astronomical Society of the Pacific Conference

Series, p. 147, 2003.

239



[229] T. Kuroda, S. Wanajo, and K. Nomoto. The r-Process in Supersonic Neutrino-driven
Winds: The Role of the Wind Termination Shock. ApJ, Vol. 672, pp. 1068–1078,
January 2008.

[230] G. A. Lalazissis, J. König, and P. Ring. New parametrization for the Lagrangian
density of relativistic mean field theory. Phys. Rev. C, Vol. 55, pp. 540–543, January
1997.

[231] L. D. Landau and E. M. Lifshits. Quantum Mechanics. Nonrelativistic theory. 1974.

[232] K. Langanke and G. Mart́ınez-Pinedo. Nuclear weak-interaction processes in stars.
Reviews of Modern Physics, Vol. 75, pp. 819–862, June 2003.

[233] K. Langanke, G. Mart́ınez-Pinedo, J. M. Sampaio, D. J. Dean, W. R. Hix, O. E.
Messer, A. Mezzacappa, M. Liebendörfer, H.-T. Janka, and M. Rampp. Electron
Capture Rates on Nuclei and Implications for Stellar Core Collapse. Physical Review
Letters, Vol. 90, No. 24, p. 241102, June 2003.

[234] N. Langer. Evolution of massive stars in the Large Magellanic Cloud - Models with
semiconvection. A&A, Vol. 252, pp. 669–688, December 1991.

[235] N. Langer. Presupernova Evolution of Massive Single and Binary Stars. ARA&A,
Vol. 50, pp. 107–164, September 2012.

[236] N. Langer and M. F. El Eid. The evolution of very luminous stars. I - Presupernova
evolution. A&A, Vol. 167, pp. 265–273, October 1986.

[237] N. Langer, M. F. El Eid, and K. J. Fricke. Evolution of massive stars with semicon-
vective diffusion. A&A, Vol. 145, pp. 179–191, April 1985.

[238] N. Langer, M. Kiriakidis, M. F. El Eid, K. J. Fricke, and A. Weiss. The surface
temperature of C/O-rich Wolf-Rayet stars. A&A, Vol. 192, pp. 177–181, March 1988.

[239] E. W. Larsen and B. Mercier. Analysis of a Monte Carlo method for nonlinear
radiative transfer. Journal of Computational Physics, Vol. 71, pp. 50–64, July 1987.

[240] J. M. Lattimer. The Nuclear Equation of State and Neutron Star Masses. Annual

Review of Nuclear and Particle Science, Vol. 62, pp. 485–515, November 2012.

[241] J. M. Lattimer and F. Douglas Swesty. A generalized equation of state for hot, dense
matter. Nuclear Physics A, Vol. 535, pp. 331–376, December 1991.

[242] J. M. Lattimer, C. J. Pethick, D. G. Ravenhall, and D. Q. Lamb. Physical properties
of hot, dense matter: The general case. Nuclear Physics A, Vol. 432, pp. 646–742,
January 1985.

[243] B. E. Launder and N. D. Sandham. Closure Strategies for Turbulent and Transitional

Flows. March 2002.

[244] E. J. Lentz, A. Mezzacappa, O. E. B. Messer, W. R. Hix, and S. W. Bruenn. Interplay
of Neutrino Opacities in Core-collapse Supernova Simulations. ApJ, Vol. 760, p. 94,
November 2012.

240



[245] E. J. Lentz, A. Mezzacappa, O. E. B. Messer, M. Liebendörfer, W. R. Hix, and
S. W. Bruenn. On the Requirements for Realistic Modeling of Neutrino Transport in
Simulations of Core-collapse Supernovae. ApJ, Vol. 747, p. 73, March 2012.

[246] P. Lesaffre, Z. Han, C. A. Tout, P. Podsiadlowski, and R. G. Martin. The C flash
and the ignition conditions of Type Ia supernovae. MNRAS, Vol. 368, pp. 187–195,
May 2006.

[247] W. Li, R. Chornock, J. Leaman, A. V. Filippenko, D. Poznanski, X. Wang, M. Gane-
shalingam, and F. Mannucci. Nearby supernova rates from the Lick Observatory
Supernova Search - III. The rate-size relation, and the rates as a function of galaxy
Hubble type and colour. MNRAS, Vol. 412, pp. 1473–1507, April 2011.

[248] M. Liebendörfer, O. E. B. Messer, A. Mezzacappa, S. W. Bruenn, C. Y. Cardall,
and F.-K. Thielemann. A Finite Difference Representation of Neutrino Radiation
Hydrodynamics in Spherically Symmetric General Relativistic Spacetime. ApJS, Vol.
150, pp. 263–316, January 2004.

[249] M. Liebendörfer, M. Rampp, H.-T. Janka, and A. Mezzacappa. Supernova Simu-
lations with Boltzmann Neutrino Transport: A Comparison of Methods. ApJ, Vol.
620, pp. 840–860, February 2005.

[250] M. Liebendörfer, S. Rosswog, and F.-K. Thielemann. An Adaptive Grid, Implicit
Code for Spherically Symmetric, General Relativistic Hydrodynamics in Comoving
Coordinates. ApJS, Vol. 141, pp. 229–246, July 2002.

[251] M. Liebendörfer, S. C. Whitehouse, and T. Fischer. The Isotropic Diffusion Source
Approximation for Supernova Neutrino Transport. ApJ, Vol. 698, pp. 1174–1190,
June 2009.

[252] M. Limongi and A. Chieffi. The Nucleosynthesis of 26Al and 60Fe in Solar Metallicity
Stars Extending in Mass from 11 to 120 Msolar: The Hydrostatic and Explosive
Contributions. ApJ, Vol. 647, pp. 483–500, August 2006.

[253] M. Limongi and A. Chieffi. Presupernova Evolution and Explosive Nucleosynthesis
of Zero Metal Massive Stars. ApJS, Vol. 199, p. 38, April 2012.

[254] I. I. Litvinova and D. K. Nadezhin. Hydrodynamical models of type II supernovae.
Ap&SS, Vol. 89, pp. 89–113, January 1983.

[255] L. B. Lucy. The formation of resonance lines in locally nonmonotonic winds. II - an
amplitude diagnostic. ApJ, Vol. 274, pp. 372–379, November 1983.

[256] L. B. Lucy. Computing radiative equilibria with Monte Carlo techniques. A&A, Vol.
344, pp. 282–288, April 1999.

[257] L. B. Lucy. Monte Carlo transition probabilities. A&A, Vol. 384, pp. 725–735, March
2002.

[258] L. B. Lucy. Monte Carlo transition probabilities. II. A&A, Vol. 403, pp. 261–275,
May 2003.

241



[259] L. B. Lucy. Monte Carlo techniques for time-dependent radiative transfer in 3-D
supernovae. A&A, Vol. 429, pp. 19–30, January 2005.

[260] C. Lunardini. Theory and phenomenology of supernova neutrinos. In American

Institute of Physics Conference Series, Vol. 1666 of American Institute of Physics

Conference Series, p. 070001, July 2015.

[261] A. Maeder and G. Meynet. Grids of evolutionary models of massive stars with mass
loss and overshooting - Properties of Wolf-Rayet stars sensitive to overshooting. A&A,
Vol. 182, pp. 243–263, August 1987.

[262] A. Maeder and G. Meynet. The Evolution of Rotating Stars. ARA&A, Vol. 38, pp.
143–190, 2000.

[263] A. Maeder and J.-P. Zahn. Stellar evolution with rotation. III. Meridional circulation
with MU -gradients and non-stationarity. A&A, Vol. 334, pp. 1000–1006, June 1998.

[264] G. Magkotsios, F. X. Timmes, A. L. Hungerford, C. L. Fryer, P. A. Young, and
M. Wiescher. Trends in 44Ti and 56Ni from Core-collapse Supernovae. ApJS, Vol.
191, pp. 66–95, November 2010.

[265] F. Mannucci, M. Della Valle, N. Panagia, E. Cappellaro, G. Cresci, R. Maiolino,
A. Petrosian, and M. Turatto. The supernova rate per unit mass. A&A, Vol. 433,
pp. 807–814, April 2005.

[266] A. Marek and H.-T. Janka. Delayed Neutrino-Driven Supernova Explosions Aided by
the Standing Accretion-Shock Instability. ApJ, Vol. 694, pp. 664–696, March 2009.

[267] G. Mart́ınez-Pinedo, T. Fischer, and L. Huther. Supernova neutrinos and nucle-
osynthesis. Journal of Physics G Nuclear Physics, Vol. 41, No. 4, p. 044008, April
2014.

[268] F. Martins and A. Palacios. A comparison of evolutionary tracks for single Galactic
massive stars. A&A, Vol. 560, p. A16, December 2013.

[269] S. Mathis and J.-P. Zahn. Transport and mixing in the radiation zones of rotating
stars. I. Hydrodynamical processes. A&A, Vol. 425, pp. 229–242, October 2004.

[270] J. R. Maund, M. Fraser, M. Ergon, A. Pastorello, S. J. Smartt, J. Sollerman,
S. Benetti, M.-T. Botticella, F. Bufano, I. J. Danziger, R. Kotak, L. Magill, A. W.
Stephens, and S. Valenti. The Yellow Supergiant Progenitor of the Type II Supernova
2011dh in M51. ApJL, Vol. 739, p. L37, October 2011.

[271] C. A. Meakin and D. Arnett. Anelastic and Compressible Simulations of Stellar
Oxygen Burning. ApJ, Vol. 665, pp. 690–697, August 2007.

[272] C. A. Meakin and D. Arnett. Anelastic and Compressible Simulations of Stellar
Oxygen Burning. ApJ, Vol. 665, pp. 690–697, August 2007.

[273] C. A. Meakin and D. Arnett. Turbulent Convection in Stellar Interiors. I. Hydrody-
namic Simulation. ApJ, Vol. 667, pp. 448–475, September 2007.

242



[274] C. A. Meakin and W. D. Arnett. Some properties of the kinetic energy flux and
dissipation in turbulent stellar convection zones. Ap&SS, Vol. 328, pp. 221–225, July
2010.

[275] T. Melson, H.-T. Janka, R. Bollig, F. Hanke, A. Marek, and B. Müller. Neutrino-
driven Explosion of a 20 Solar-mass Star in Three Dimensions Enabled by Strange-
quark Contributions to Neutrino-Nucleon Scattering. ApJL, Vol. 808, p. L42, August
2015.

[276] T. Melson, H.-T. Janka, and A. Marek. Neutrino-driven Supernova of a Low-mass
Iron-core Progenitor Boosted by Three-dimensional Turbulent Convection. ApJL,
Vol. 801, p. L24, March 2015.

[277] O. E. B. Messer, A. Mezzacappa, S. W. Bruenn, and M. W. Guidry. A Comparison
of Boltzmann and Multigroup Flux-limited Diffusion Neutrino Transport during the
Postbounce Shock Reheating Phase in Core-Collapse Supernovae. ApJ, Vol. 507, pp.
353–360, November 1998.

[278] B. S. Meyer and J. S. Brown. Survey of r-Process Models. ApJS, Vol. 112, pp.
199–220, September 1997.

[279] G. Meynet, C. Georgy, R. Hirschi, A. Maeder, P. Massey, N. Przybilla, and M.-F.
Nieva. Red Supergiants, Luminous Blue Variables and Wolf-Rayet stars: the single
massive star perspective. Bulletin de la Societe Royale des Sciences de Liege, Vol. 80,
pp. 266–278, January 2011.

[280] G. Meynet and A. Maeder. Stellar evolution with rotation. I. The computational
method and the inhibiting effect of the µ-gradient. A&A, Vol. 321, pp. 465–476, May
1997.

[281] G. Meynet and A. Maeder. Stellar evolution with rotation. X. Wolf-Rayet star pop-
ulations at solar metallicity. A&A, Vol. 404, pp. 975–990, June 2003.

[282] A. Mezzacappa and S. W. Bruenn. Type II supernovae and Boltzmann neutrino
transport - The infall phase. ApJ, Vol. 405, pp. 637–668, March 1993.

[283] A. Mezzacappa, A. C. Calder, S. W. Bruenn, J. M. Blondin, M. W. Guidry, M. R.
Strayer, and A. S. Umar. An Investigation of Neutrino-driven Convection and the
Core Collapse Supernova Mechanism Using Multigroup Neutrino Transport. ApJ,
Vol. 495, pp. 911–926, March 1998.

[284] A. Mezzacappa, M. Liebendörfer, O. E. Messer, W. R. Hix, F.-K. Thielemann,
and S. W. Bruenn. Simulation of the Spherically Symmetric Stellar Core Collapse,
Bounce, and Postbounce Evolution of a Star of 13 Solar Masses with Boltzmann Neu-
trino Transport, and Its Implications for the Supernova Mechanism. Physical Review
Letters, Vol. 86, pp. 1935–1938, March 2001.

[285] D. Mihalas and B. W. Mihalas. Foundations of radiation hydrodynamics. 1984.

[286] M. Min, C. P. Dullemond, C. Dominik, A. de Koter, and J. W. Hovenier. Radiative
transfer in very optically thick circumstellar disks. A&A, Vol. 497, pp. 155–166, April
2009.

243



[287] M. Mocák, C. A. Meakin, E. Müller, and L. Siess. A New Stellar Mixing Process
Operating below Shell Convection Zones Following Off-center Ignition. ApJ, Vol. 743,
p. 55, December 2011.

[288] B. Müller and H.-T. Janka. Non-radial instabilities and progenitor asphericities in
core-collapse supernovae. MNRAS, Vol. 448, pp. 2141–2174, April 2015.

[289] B. Müller, H.-T. Janka, and A. Heger. New Two-dimensional Models of Supernova
Explosions by the Neutrino-heating Mechanism: Evidence for Different Instability
Regimes in Collapsing Stellar Cores. ApJ, Vol. 761, p. 72, December 2012.

[290] B. Müller, H.-T. Janka, and A. Heger. New Two-dimensional Models of Supernova
Explosions by the Neutrino-heating Mechanism: Evidence for Different Instability
Regimes in Collapsing Stellar Cores. ApJ, Vol. 761, p. 72, December 2012.

[291] J. W. Murphy and A. Burrows. Criteria for Core-Collapse Supernova Explosions by
the Neutrino Mechanism. ApJ, Vol. 688, pp. 1159–1175, December 2008.

[292] J. W. Murphy and J. C. Dolence. An Integral Condition for Core-Collapse Supernova
Explosions. ArXiv e-prints, July 2015.

[293] J. W. Murphy, J. C. Dolence, and A. Burrows. The Dominance of Neutrino-driven
Convection in Core-collapse Supernovae. ApJ, Vol. 771, p. 52, July 2013.

[294] J. W. Murphy, Z. G. Jennings, B. Williams, J. J. Dalcanton, and A. E. Dolphin. The
Progenitor Mass of SN 2011dh from Stellar Population Analysis. ApJL, Vol. 742,
p. L4, November 2011.

[295] J. W. Murphy and C. Meakin. A Global Turbulence Model for Neutrino-driven
Convection in Core-collapse Supernovae. ApJ, Vol. 742, p. 74, December 2011.

[296] J. W. Murphy, C. D. Ott, and A. Burrows. A Model for Gravitational Wave Emis-
sion from Neutrino-Driven Core-Collapse Supernovae. ApJ, Vol. 707, pp. 1173–1190,
December 2009.
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[310] T. Nikšić, D. Vretenar, and P. Ring. Relativistic nuclear energy density functionals:
Mean-field and beyond. Progress in Particle and Nuclear Physics, Vol. 66, pp. 519–
548, July 2011.

[311] U. M. Noebauer, S. A. Sim, M. Kromer, F. K. Röpke, and W. Hillebrandt. Monte
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