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With the  deve lopme nt  o f  the  informat ion soc iety,  mult imedia  contents  

are  wide ly  used .  Video  data occupies  the  major i ty  o f  mult imedia  data  and  

i t  w i l l  dramati ca l ly  grow when h igh  de f in i t i on  (HD)  and  u lt ra -HD v ideo  

app l icat ions  are  popular ized  in  the  near  future .  In  order  to  re l ieve  the  

burden of  v ideo  s torage  and  t ransmiss ion ,  v ideo  compress ion  technique 

has  been wide ly  used.  By  encod ing,  large  raw v ideo  data  i s  compressed to  

smal l  b inary data.  By  decod ing,  the  compressed data i s  decompressed f or  

d i sp lay.  High e f f i c iency v ide o  coding  (HEVC)  i s  the  la tes t  v ideo  

compress ion standard which doubles  the  compress ion rat io  as  i t s  

predecessor  H .264 /AVC.  Howev er,  to  reach  such h igh compress ion ab i l i ty,  

many new cod ing  f eatures  are  adopted .  As  a  resul t ,  the  encod ing /decod ing  

complex ity  becomes  5 .2x/2 .1x  higher  than H.264.  So  l ow -complex i ty  

a lgor i thms  and architectures  for  HEVC are  extremely des i red .  

Mode  dec is ion and  reconstruct ion  l oop  are  two indispensable  components  

in  the  v ideo  cod ing .  Mode dec is ion i s  used  to  se lec t  the  bes t  mode wh ich 

has  the  smal les t  rate -d is tor t ion  (R -D)  cost .  Af ter  choos ing the  best  mode ,  

the  reconstruct ion  l oop  is  conducted  to  generate  the  recons tructed  p ixel s  

for  the  mode dec is ion  af terwards .  In  the  mode  dec i s ion ,  the  res idual  o f  the  

or ig ina l  and pred ic ted  p i ct ure  passes  through f orward  t rans form and 

quant izat ion  to  reduce  the  data  vo lume.  Rate  represents  the  requir ing  b i t s  

for  cod ing  quant ized  t ransformed res idual  and the  bes t  mode informat ion.  

After  that ,  de -quant izat ion and inverse  t rans form are  conducted  to  

recover  the  res idual  and  generate  the  recons tructed  p ic ture .  S ince  

quant izat ion  i s  l ossy,  the  recon s tructed  p i cture  is  d i f f erent  f rom the  

or ig ina l  p i c ture  and d istort ion is  used to  re f l ect  the  degree  o f  d i f f erence .  

In  HEVC,  mode dec is ion  and recons truct ion  l oop  become much more  

complex  and  important  due to  two  reasons .  The f i r s t  reason  comes  f rom 

the  adopt ion o f  large  t ransform in HEVC.  The larges t  t ransform s ize  in  

HEVC is  32×32 which  i s  16x  larger  than H.264 ,  which wi l l  l ead  to  huge  

hardware  consumpt ion.  In  the  s tate -o f - the -ar t  HEVC intra  encoder  

[Pastuszak,  TCSVT 2015] ,  t rans form consumes  about  53% of  the  overa l l  

gate  counts .  There fore ,  the  area -ef f i c i ent  des igns  for  trans form are  h ighly  

required .  Moreover,  due  to  the  large  t ransform s ize ,  many high - f requency  

quant ized  t ransformed  coef f i c ients  wi l l  be  zero .  The  process ing for  the  

zero  e lements  can be  opt imized.  The second reason  i s  that  there  are  many  

more  modes  in  HEVC than H.264.  For  int ra  pred ic t i on ,  5  predi ct i on unit s  

(PU)  and  35  predi ct i on modes  are  s upported .  Overa l l ,  175 modes  are  

prov ided in  HEVC.  However,  there  are  on ly  2  PUs and 9  pred i ct i on modes  
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for  intra  predi c t i on  in  H .264.  The  complex i ty  o f  ca l culat ing  the  R -D  cos ts  

for  a l l  the  modes  is  high .  Therefore ,  reduc ing  the  number  o f  modes  i s  

ext reme ly necessary.  In  th is  thes is ,  low -complex i ty  a lgor i thms  and 

architectures  f or  three  re search  top ics  o f  the  mode dec is ion and  

recons truct ion loop  are  proposed.  Because  the  s imple  para l le l i zat ion wi l l  

s t i l l  suf f er  f rom high  hardware  cost  such  as  large  area  a nd  power  

consumpt ion,  the  acce lerat ion based on data reuse  and reorder ing is  

s tud ied .  

The thes i s  is  composed  o f  f i ve  chapters .  

In  Chapter  1 ,  the  v ideo  encod ing d iagram i s  descr ibed at  f i rs t .  And then ,  

the  pos i t ion  o f  mode  dec is ion  and reconstruct ion  l oop  i n  the  v ideo  cod ing 

and  the ir  re lat ion ship  are  presented .  F inal ly,  the  mot ivat ions  o f  choos ing 

three  research  top ics  are  g iven .  

In  Chapter  2 ,  an  area -e f f i c i ent  arch itecture  for  t ransform is  presented.  

A complete  trans form is  composed  o f  row  and co lumn t rans form which 

require  the  l og i cal  com putat ional  part .  In  add it i on,  a  transpose  buf f er  i s  

required  to  s tore  the  results  o f  row trans form.  For  the  l og ica l  

computat ional  par t ,  Chen ’s  a lgor i thm is  adopted  so  that  the  symmetr i c  

property  o f  the  t rans form matr ix  can  be  ut i l i zed  to  reduce  the  number  o f  

mul t ip l icat ions  and  add it i ons .  In  addi t ion ,  a  reordered para l le l - in  

ser ia l -out  (RPISO)  scheme is  proposed so  that  the  inputs  o f  the  but ter f ly  

s t ruc ture  could  be  reused  in  each  c lock  cyc le .  As  a  result ,  25% normal ized  

gate  counts  are  saved compared wi th [Shen,  IEICE 2013] .  For  the  

transpose  buf f er  par t ,  s tat i c  random -access  memory  (SRAM) ins tead o f  

reg i ster  i s  adopted  in  order  to  reduce  the  a rea consumption.  The stor ing  

pos i t i ons  in  the  SRAM are  reordered  so  that  i t  can  a chieve  100% I /O  

ut i l i zat ion o f  SRAM.  In add i t i on,  two data  mapping  methods  are  proposed 

so  that  wr i te  and read operat ion  can  be  operated  in  para l l e l .  As  a  resul t ,  

about  62% area  consumpt ion can be  reduced compared wi th the  

SRAM-based  t ranspose  buf f er  in  [Z hu,  ISCAS 2013] .  

In  Chapter  3 ,  a  l ow -cost  sys tem des ign o f  the  de -quant izat ion and  

inverse  trans form i s  presented .  The  system can  be  used  to  generate  the  

recons tructed  p ixe ls  in  both  encoder  and  decoder.  For  the  de -quant izat ion ,  

the  input  coef f i c ients  are  m ult ip l i ed  wi th s ca l ing  parameters .  In  order  to  

reduce  the  number  o f  mult ip l i cat ions ,  the  input  coef f i c i ents  are  

decomposed  to  base  par t  (baseLeve l )  and  remaining  par t .  The va lue  o f  

base  par t  is  not  g reater  than 3 ,  thus  the  mult ip l i cat ion o f  baseLeve l  and 

sca l ing parameter  can be  rep laced  by l ook -up -tab les  (LUTs) .  For  the  
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remaining  par t ,  the  number  o f  pos i t i ons  with  non -zero  va lue  is  usual ly  not  

greater  than  f our  in  one  4×4 b lock .  There fore ,  on ly  f our  mul t ip l iers  are  

prov ided for  process ing  one  4×4 b lock .  In  the  system,  there  are  three  

memory  operat ions :  read operat ion  o f  the  buf f er  between de -quant izat ion 

and  inverse  trans form,  wr i te  and read operat ion o f  the  transpose  buf fer  o f  

inverse  t rans form.  A spec i f i c  path  i s  c reated  to  detec t  zero  e lements  by  

reus ing  the  p ixe l  data .  Af ter  the  detec t ion ,  the  memory  operat ions  are  

skipped f or  the  zero  e lements .  As  a  result ,  f o r  the  de -quant izat ion ,  77% 

normal ized  area  consumpt ion  is  reduced  compared  wi th [Tikekar,  ICIP 

2014] .  For  the  memory  parts  in  the  system,  29% -86% power  consumpt ion is  

saved compared with not  sk ipp ing the  memory operat ions  for  the  zero  

e lements .  

In  Chapter  4 ,  a  pred i ct i on  uni t  (PU)  depth  and  pred ic t i on  mode  se lec t i on  

a lgor i thm for  int ra  pred i ct i on is  proposed.  At  f i rs t ,  a  fast  preprocess ing 

s tage  bas ed on a  proposed cost  mode l  i s  presented.  After  est imat ing  the  

costs  f or  8×8 PU,  the  resul ts  are  reused  to  predi c t  the  cos ts  for  larger  PUs .  

Based on the  est imated costs  o f  a l l  the  PUs ,  2  ne ighbor ing PU depths  out  

o f  5  are  se lec ted  to  do  the  R -D  cost  ca l cu lat ion .  St i l l  based on  the  

preprocess ing result s ,  a  pred ic t ion mode  se lect i on s cheme e l iminates  the  

necess i ty  to  per form f ine  Hadamard cost  cal cu lat ion in  the  or ig ina l  HM.  A 

32×32 PU compensat ion  s cheme is  a l so  exp lo i ted  to  a l l ev iate  the  mismatch 

prob lem between proposed  s impl i f i ed  cos t  and  R -D cos t  due  to  the  lack  o f  

large  t rans form s ize  in  proposed  cos t  mode l .  The  compensat ion  s cheme i s  

ab le  t o  e f f ec t ive ly  improve  coding per formance  for  h igh - reso lut ion 

sequences .  In  compar ison  with  HM (vers ion 7 .0) ,  the  p roposed a lgor i thm 

achieves  about  52% encod ing  t ime  reduct ion,  w i th the  corresponding  1 .87% 

BD-bi t rate  increment .  Compared wi th  [X iong ,  ISPACS 2012] ,  the  coding  

e f f i c i ency  becomes  worse  by 0 .62% in terms  o f  BD -b it rate .  However,  the  

encoding  t ime reduct ion i s  increased by  14% on average  and  23% in  the  

bes t  case .  Compared with [Zhang,  VCIP 2012] ,  the  encoding t ime i s  

increased  by 5%.  However,  the  cod ing  e f f i c i ency becomes  bet ter  by  3 .23% 

in terms of  BD -b i t rate .  

In  Chapter  5 ,  the  conc lus ion and future  work are  g iven.  The methods  in  

Chapter  2  and  3  are  des igned  f or  mode  dec is ion and  reconstruct ion  l oop  

and  contr ibute  to  both intra  and  inter  pred i ct i on.  The  proposa ls  in  

Chapter  4  intend  to  reduce  the  complex i ty  o f  mode  dec is ion for  int ra 

pred i ct i on.  In  the  future ,  the  o ther  components  w i l l  be  de s igned and the  

overa l l  system pipe l ine  schedule  wi l l  be  des i gned .  


