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Abstract

China and Japan are producing a large amount of scientific articles and patents in their
respective languages. The World Intellectual Property Organization (WIPO) Indicators
show that China was the first country for patent applications in 2013. Japan was the
first country for patent grants in 2013. Much of current scientific development in China
or Japan is not readily available to non-Chinese or non-Japanese speaking researchers.
Making Chinese patents and scientific texts available in Japanese, and Japanese patents

and scientific texts in Chinese is a key issue for increasing economical development in
Asia.

The crucial process of translation of technical texts should be helped by the use of ma-
chine translation (MT) as recognized by the Japan Science and Technology Agency (JST)
project and State Intellectual Property Office (SIPO) project in China. Sentence-level
aligned parallel corpora are an essential resource for data-driven statistical machine
translation (SMT). For Chinese-Japanese SMT, the first problem is that there are al-
most no Chinese—Japanese parallel corpora publicly freely available in any domain. An-
other problem is that Chinese and Japanese do not have typographic boundaries in their
writing systems. Thus, for machine translation, word segmentation (tokenization), i.e.,
breaking sentences down into individual characters or words (tokens) is normally treated
as the first step of pre-processing in natural language processing (NLP). But different
segmentation conventions lead to different segmentation results at different levels of gran-
ularity, such as segment a sentence into characters, words or chunks between Chinese and
Japanese that lead to inconsistencies in alignment that negatively affect the accuracy of
translation. In Chinese-Japanese technical machine translation, a corpus may contain
large amounts of domain-specific terms in words or multi-word expressions. Reasonable
word segmentation and multi-word alignment in terms is an important processing task

for technical machine translation in order to keep higher translation accuracy.

When investigating the translation equivalences between Chinese and Japanese, we have
to notice that in the Chinese and Japanese writing systems, there exist translation
equivalences at character and word level. Indeed, Chinese and Japanese share a large
amount of characters and words with the same or similar meaning. Most of the Japanese
kanji ideograms were original created in ancient China and a large amount of words
written in kanji created in Japan were re-imported back to China to be widely used.
Even nowadays, there still constantly exist creation of words in Japan that come into

China. These characteristics should be helpful in construction or acquisition of different



v

types of data for the less-resourced language pair Chinese—Japanese, for instance, lex-
ica (word level), bilingual term alignments (multi-word or phrase level) and approxi-
mately parallel corpus (sentence level). These bilingual data should be very helpful to

improve translation accuracy of statistical machine translation.

We firstly introduce the basic knowledge and background of the research: machine trans-
lation and different types of machine translation, less-resourced languages and language
pairs including the language pair address in our work: Chinese-Japanese, parallel cor-
pora and non-parallel corpora including quasi-parallel corpora, moreover, we present an
investigation on the word segmentation and granularity for Chinese and Japanese. The

research and experiments are given for our subsequent work on Chinese and Japanese.

Bilingual dictionaries are very useful for several types of machine translation. For SMT, a
dictionary or a lexicon can increase lexical coverage and the quality of phrase alignment.
Dictionaries can be added into an existing training corpus, or they can be used in the
decoding process directly without changing the translation model. For addressing the
problem of scarcity of bilingual lexica, we construct a bilingual lexicon by combining
several automatic techniques on several freely available resources. We try to increase
the quality of the lexicon with several methods, including kanji-hanzi conversion method.
We obtain a Chinese—Japanese lexicon with more than 45,000 entries, 85% of which have
correct translation correspondence (40% increase in accuracy). 83% of the entries in this

lexicon are not included in a reference dictionary.

Improving the quality of word and phrase alignment in a phrase-based statistical ma-
chine translation (PB-SMT) system could lead to improvements in machine translation
performance. Multi-word terms in technical translation need to be translated as one
word to avoid being translated using incorrect word-to-word alignments. Consequently,
our ultimate goal is to enforce the proper translation of multi-word terms between Chi-
nese and Japanese. We extract bilingual multi-word to multi-word or single-word to
multi-word terms from an existing training corpus and re-tokenize the training corpus
with these extracted bilingual terms. Finally, we train a translation model using this re-
tokenized training corpus. We combine several statistical methods and the kanji-hanzi
conversion method. We obtained better results in bilingual term extraction with 90%+
and in statistically significant improvement evaluation results of SMT with an increase
of 1 to 2 BLEU points.

Exploiting existing parallel corpora and monolingual corpora using analogical associa-
tions is our approach for addressing the problem of scarcity of parallel corpora for the
Chinese—Japanese language pair. Monolingual data is easier to access than bilingual
data for Chinese and Japanese. Each of these two languages is a well-resourced lan-
guage. We propose a method that generates large amounts of new sentences from a
small amount of parallel data and certain number of analogical rewriting models which

are built from a large amount of monolingual data. We proposed two methods (BLEU



and N-sequence) for filtering the over-generated sentences. The N-sequence method al-
lows us to keep sentences with 99% in grammatically correct accuracy. A quasi-parallel
corpus is constructed based on the similarity of the clusters across two languages for
new sentence generation and the translation relations between the parallel corpus used
for new sentence generation. By adding the constructed quasi-parallel corpus into an
existing training corpus, we obtain 0.27 to 6 BLEU points of statistically significant

improvement over the baseline system in several experiments.

In our work, we also combine several proposed methods and works on translation equiv-
alences at various levels of granularity for Chinese-Japanese to improve technical ma-
chine translation accuracy. We obtain a statistically significant improvement of 1.8
BLEU point using bilingual multi-word term extraction and re-tokenization methods,
the result of quasi-parallel corpus constructed from monolingual data using analogical
associations, and the result of a lexicon constructed using several technologies and free

resources.
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Chapter 1

Introduction

This chapter introduces the background and related work for our research. We intro-
duce the types of machine translation (MT) and especially describe the phrase-based
statistical machine translation (PB-SMT) used in our work. We also describe what are
less-resourced languages and language pairs. The parallel corpora and the related work
on construction of one of the less-resourced language pairs: Chinese—Japanese are also
introduced in this chapter. We also introduce the granularity and word segmentation
which is necessary as pre-processing for Chinese and Japanese. In this chapter, we
give a big picture and the overview of our work, as well as the outline and research

contributions of this dissertation.

The structure of this chapter is as follows.

e Section 1.1 introduces the basic knowledge and the overview of the machine trans-
lation system. We especially give the introduction for phrase-based statistical

machine translation used in our research.
e In Section 1.2, we introduce the less-resourced languages and language pairs.

e Section 1.3 describes the parallel corpora which are important used in phrase-based
statistical machine translation. We also give some related work on construction of

Chinese-Japanese parallel corpus.

e Section 1.4 introduces the granularity and word segmentation for Chinese and

Japanese.

e Section 1.5 and Section 1.6 describe the overview of our research and the contri-

bution of our research in this dissertation.
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1.1 Statistical Machine Translation

Machine translation (MT) is a specific task of natural language processing (NLP). It
is used to automatically translate speech or text from one natural language to another
natural language using translation system. Basically, there exist five kinds (methods) of
machine translation: rule-based machine translation (RBMT), example-based machine
translation (EBMT), statistical machine translation (SMT), hybrid machine transla-
tion (HMT) and neural machine translation (NMT).

In rule-based machine translation (RBMT) (Hutchins and Somers, 1992), (Sénchez-
Cartagena et al., 2011), there are intermediate states between the source language and
the final target translation. Firstly, a source language is analyzed to build a source lan-
guage intermediate representation, based on grammar rules and linguistic analysis using,
for instance, lemma, part-of-speech (POS) tagging, syntactic analysis, etc; secondly, the
source language intermediate representation is transferred to a target language interme-
diate representation; finally, a final translation in the target language is generated from

the target intermediate representation.

Example-based machine translation (EBMT) as one of the methods of machine transla-
tion was firstly proposed by Nagao (1984). The basic ideas of EBMT is translation of
sentences by analogy and translation of a sentence based on learned translation knowl-

edge of portions (sub-sentential components) of a sentence.

In statistical machine translation (SMT) (Weaver, 1955), (Brown et al., 1990), (Brown
et al., 1993), (Koehn, 2010), different from the RBMT and EBMT, SMT a system is
built using several statistical models based on bilingual or monolingual corpora. SMT
is the most widely used and studied machine translation method in recent 10 years. In
SMT, machine-readable parallel corpora are a crucial resource to acquire the translation
knowledge from aligned parallel data. Thus, the scarcity of parallel corpora is one of
the problems for SMT.

There are several kinds of translation models used in SMT, for instance, word-based
model (translation based on words) (Och and Ney, 2003); phrase-based model (Koehn
et al., 2003) (translation based on any sequences of words (phrases)), i.e., single word and
multi-word; syntax-based model (Yamada and Knight, 2001) which differ from the word-
based model and phrase-based model as they are based on syntactic units, i.e., parse
trees of sentences; and hierarchical phrase-based model (Chiang, 2005) which combines

the phrase-based and syntax-based translation models.

The phrase-based translation model usually contains a phrase translation table (phrase
table) and a configuration file for translation (decoding or testing). Phrase translation
tables contain word or multi-word alignments (phrase entries) with: the probability

of the source phrase (f) knowing the target phrase (&), the probability of the target
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phrase knowing the source phrase, the lexical weighting (lexical translation probability)
of the source phrase knowing the target phrase, the lexical weighting of the target phrase
knowing the source phrase, and a phrase penalty (set to 2.718). They are denoted as:
o(fle), lex(fle), #(elf), lex(e|f) (Koehn et al., 2003). The translation probabilities
(#(f|€) and ¢(e|f)) are estimated based on the relative frequency given in Formula 1.1.
The lexical weightings (lex(f|€) and lex(e|f)) are estimated based on alignments (a)

between the words (w(e;|f;) or w(file;)) contained in the phrase as given in Formula 1.2.

s count(e, f)
o(fle) = >, count(e, f) "
lex(e|f a)—lmﬁ(é); > wlelfy) (1.2)
= W g yean & e |

Table 1.1 shows an example of a Chinese—Japanese translation table obtained based on

a parallel training corpus in the technical domain.

TABLE 1.1: An example of a Chinese-Japanese phrase translation table obtained from
a parallel corpus in the technical domain.

Source language Target language

Feature scores ‘

Chinese Japanese o(f1e) lex(f|é) #(elf) lex(e|f) penalty
BF FA=AP RN 0.409967 0.364362 0.273312 0.532784 2.718
AL gL 0.128052 0.438749  0.128052 0.410469 2.718
oo b—T 0.000337 0.014059 0.137377 0.929329 2.718
WE E 127 k3 0.128052 0.198724  0.128052 0.673249 2.718
R [ 3.36618¢-06 2.95662e-06 0.045792 0.014704 2.718
FoOmm 3z . E=Y 0.027476  2.95662¢-06 0.045792  2.33791e-06 2.718
o [ G ¥ ) 0.013738 0.011537 0.045792 0.034063 2.718
A R fifi i 0.019929 1.000000  0.006643 1.000000 2.718

There are two main components in creating a statistical machine translation (SMT)
system: the training pipeline and the decoding. The training pipeline mainly contains
in training the translation model (here we use the phrase-based translation model men-
tioned above), training the language model (LM) and tuning (weighting) the different

statistical models. The overview of creating a SMT system is given in Figure 1.1.

The

language model is one of the important part in training a SMT translation system

A language model is trained on a monolingual corpus in the target language.

to ensure fluency of the outputs in the target language. In our experiments, we use
SRILM (Stolcke et al., 2002) and KenLM (Heafield, 2011).

The tuning step is used for determining the weighting parameters for the different sta-

tistical models to produce the best possible translations of the test set in the source
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language. In our experiments, we use minimum error rate training (MERT) (Och, 2003)

in the tuning step.

The decoding step is used to find and output the translation of the source language
with the highest scores according to the translation model. It can also output different
types of information, for instance the trace of the corresponding source phrase used in
decoding into the target phrase. This will be used in Chapter 3 and Chapter 4. For
translation, it considers the length of the sentences, the word order in the languages and

the fluency of the sentences.

The main metric used in our experiments for automatically evaluating the translation
outputs is BLEU (Papineni et al., 2002) method. The basic idea of the BLEU metric is
counting the number of n-grams (sequence of word) in the translation output against the
reference in the target language. The n-grams used in our experiments are 1-gram to 4-
gram. We also check the statistical significance of two SMT systems by p-value (Koehn,
2010). If the p-value is less than 5% (0.05) or even 1% (0.01), it means that there is less
than 5% or 1% chance that the difference in two scores obtained by two different systems
is due to accidental fluctuation of two equal systems. In other words, the difference of the

two systems has 95% or 99% statistical significance with p-values of p < 0.05 or p < 0.01.

Training corpus
(source-target)

Training Training R Training
corpus corpus “l language model
(source) (target) 7

Language
model
(target)

Evaluation

Training
translation model
(phrase based)

Translation
output
(target) ,

Test set
(source)

Decoding

A4

Phrasg Tunin Dev training set
translation ® g ) (source-target)
table 7 v

FIGURE 1.1: The overview of producing a phrase-based SMT system from training
data.

Here we also introduce two other kinds of machine translation. Hybrid machine transla-
tion (HMT) builds machine translation systems which combine multiple machine trans-
lation approaches. For instance, combining statistical and rule-based translation meth-

ods. There are two ways of doing this: translating text using RBMT and then adjust or
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correct the output of the translation using SMT; the rules used in RBMT are used as pre-
processing or post-processing to guide the SMT system or post-process the translation
output by SMT.

In neural machine translation (NMT)!, different from SMT, deep learning is done using
neural network technology. In the last two years, statistical machine translation is
gradually fading out in favor of neural machine translation. Google translate supports
over 100 languages. In November 2016, Google? has switched to a neural machine
translation engine for 8 languages between English (to and from) and Chinese, French,
German, Japanese, Korean, Portuguese, Spanish and Turkish. Microsoft Translator live
and Skype Translator released 10 languages for speech translation® (in November, 2016).
An open source “OpenNMT” has been released by the Harvard NLP group* (in March,
2017).

In our work, we focus on the statistical machine translation based on phrase-based
translation model. All SMT experiments in our research are performed by using a state-
of-the-art phrase-based SMT, an open-resource toolkit: Moses (Koehn et al., 2007) with
GIZA++ (Och and Ney, 2000, 2003) for word alignment.

1.2 Less-resourced Languages and Language Pairs

The term “less-resourced language” or “under-resourced language” was introduced by
Krauwer (2003) and mentioned in (Scannell, 2007) and (Besacier et al., 2014). It refers
to a language with some or all of the following aspects in the implementation of Human
Language Technologies (HLT) (speech recognition and machine translation for instance):
lack of independent writing system or orthography, limited resource on the Web, lack
of linguist knowledge, lack of electronic (machine-readable) resources, such as bilingual
electronic dictionaries, monolingual corpus, bilingual corpora, lack of part-of-speech and

morphological analyzers, parsers, pronunciation database, etc.

Linguistic resources between languages like: Chinese, Japanese, Thai, Hindi or Bahasa
Indonesian are relatively scarce. This does not mean that they are minority languages or
less-resourced languages, as all these languages have several million speakers and writers
and monolingual data is quite easy to collect. The language pairs (not the languages)

in this case are called less-resourced language pairs.

In the following section, we introduce extremely important resources used in SMT: par-
allel corpora, and some related work on construction of resources for the less-resourced

language pair: Chinese—Japanese.

"https://en.wikipedia.org/wiki/Neural_machine_translation

2https ://en.wikipedia.org/wiki/Google_Neural Machine_Translation
3ht‘cps ://blogs.msdn.microsoft.com

‘http://opennmt .net
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1.3 Parallel Corpora and Non-parallel Corpora

Parallel corpora are parallel texts aligned at the sentence level. Parallel sentences
are an extremely important resource in current data-driven Natural Language Pro-
cessing (NLP). Especially, they are a prerequisite for training corpus-based MT, like
statistical machine translation (SMT). Figure 1.2 shows an example of a parallel corpus

between Chinese and Japanese from ASPEC corpus® in technical domain.

Chinese Japanese

18 BT AN B R TR A 2 0 B v aiai I TIcoRT 2 0 T
5.

A, EHPABNRFIREZIEE A TRA 7  ANomEBIE IR

BTGNS 5 o WFFEd g & L.
DB RRE KA BRI LB R, PEIC B AT (Ll A RE T S e
B 1AM R YA - iz~

Fro oL — Mo /ES T 7 T
X, "M A7 REZTA IR ) RD
WFEzfAL 7=,

AR T FEIRAEETREIR AR RN & 7
o, EYEAeS e -

FIGURE 1.2: An example of a Chinese-Japanese parallel corpus in technical domain.

Corresponding to the concept of parallel corpora, there are several types of non-parallel
corpora. For instance, comparable corpus and quasi-comparable corpus. Comparable
corpora are texts in two languages that express similar contents on the same topic,
but are not exact sentence-aligned translations of each other. Figure 1.3 shows an
example of a comparable corpus between Chinese and Japanese from WikipediaS 7.
Quasi-comparable corpora include more disparate very-non-parallel bilingual documents
that could either be on the same topic or not. In our research, we construct a quasi-
parallel corpus which contains sentences that are translations of each other to a certain

extent as estimated by certain similarity scores (see Figure 1.4).

Chinese

Japanese

WHALEE (J€1E: Digestive enzymes) &4
RAE R 7 T RERE BT AL S B T A il
K, DURIARA 19 S Rl . TH LR AT
wEY (N FBIE NS, EIRE
BRI, BIBEET AT,
Tl RAEEVERG IR P L IEIER, DAEP4H
MR Y) - THILEBRZFEHE, 4Bi]
FET: HMEIRWARER 2 - HE N
BEARI A B IR~ FRERSN 53 W4
MU RIIRIR . Hr AR RS (R5 /) B
S A -

WS (Lxoh25%) 13 WHitic
HboNaBEFENZETHSE, NEINs
KRN & - TRAKN filrsi. 7>
N REER . HEIE Y REE S L &12 )
Fons., EVENZENMT 5201
EET 1IN BEaL. B 5t
HeLTHHaNS, @I TIEr 7Y 4
YhELToOMMD L TV 5,

FIGURE 1.3: An example of a Chinese-Japanese comparable corpus which describes
‘digestive enzymes’ from Wikipedia.

*http://lotus.kuee.kyoto-u.ac.jp/ASPEC/
Shttps://zh.wikipedia.org/wiki/TH /L
"https://ja.wikipedia.org/wiki/ ¥ (L
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Chinese Japanese Simy  Sime

EALEH B &Y RIEIL WikicEbhaEEo 2t Tha 0978 0.667

BRI ENTIR 7 A ANDRAS T A2 b
HF % EROHSE L1, S

IIE I RERE RN BERGE AL I B LTI T e 2R SR
B, WE T ARSI Y - TEREMEY Z I~

ST TR R WS RS AT o (SR s
AIHCRBE 2 7 OB - REMALE. e

0.821 0.333

FIGURE 1.4: An example of a Chinese-Japanese quasi-parallel corpus.

The quantity and the quality of the parallel sentences are two important factors that
strongly impact translation quality. In SMT systems, the translation knowledge is ac-
quired from these parallel sentences. Consequently, the quantity and the quality of the
translation relations extracted between words or phrases between the source language

and the target language depend on the quantity and the quality of the parallel sentences.

There already exist numerous freely available bilingual or multilingual corpora for Euro-
pean languages. For instance, the Europarl parallel corpus (Koehn, 2005) is a collection
of parallel text from the proceedings of the European Parliament. It includes versions
in 21 European languages. The aligned multilingual JRC-Acquis corpus (Steinberger
et al., 2006) also funded by the European Union, contains resources in 21 European

languages.

Currently, there are almost no Chinese-Japanese parallel corpora publicly freely avail-
able on all domains for users and researchers. Some research institutions have tried to
construct Chinese-Japanese bilingual parallel corpora, for instance, the basic traveler’s
expression corpus (BTEC) in Japanese, English, and Chinese has been constructed by
the Advanced Telecommunications Research Institute International (ATR). It was then
extended to over 20 languages. A speech recognition engine was developed based on
this corpus (Sakti et al., 2009). The National Institute of Information and Commu-
nications Technology (NICT) in Japan created a Japanese—Chinese corpus of 38,383
sentences by selecting Japanese sentences from the Mainichi Newspaper and translating
them manually into Chinese (Zhang et al., 2005). Harbin Institute of Technology in
China (HIT) constructed the Olympic Oriented Chinese-English—Japanese Trilingual
Corpus (Yang et al., 2006) from a Chinese—English parallel corpus collection by adding
Japanese translations. This initiative was intended for the development of natural lan-
guage processing (NLP) for the Olympic Games in Beijing in 2008. The resource consists
of 54,043 sentence pairs. Most of the above corpora are not released or freely available,

due to copyright problems.

In the last two years, two parallel corpora were released in the domain of scientific

papers and patents. They are provided under the condition of participating in the
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open evaluation campaign Workshop on Asian Translation (WAT)® 9. The first paral-
lel corpus is the Asian Scientific Paper Excerpt Corpus (ASPEC)!X. It contains 680,000
Japanese—Chinese parallel sentences extracted from scientific papers. It was built within
the frame of a four-year project of translating Japanese scientific papers from the liter-
ature database and electronic journal site J-STAGE of JST into Chinese after receiving
permission from the relevant academic associations (Nakazawa et al., 2014). The sec-
ond parallel corpus provided for WAT is the JPO corpus'!, created jointly, based on
an agreement between the Japan Patent Office (JPO) and NICT. This corpus consists
of a Chinese—Japanese and a Korean—Japanese patent description corpus of one million
parallel sentences in science and technology divided into four sections. As already men-
tioned above, for the collection of Chinese—Japanese parallel corpora, an important issue
arises from copyright restrictions. Most existing resources are not freely available due

to copyright restrictions.

It is worth noticing that the data contained in the mentioned corpora above are trans-
lated from one language into another language manually in the frame of long term
projects (e.g., the ASPEC corpus) or extracted from the existing article level aligned text
via sentence alignment (e.g., the Europarl and JPO corpora). There are also some works
for parallel corpora construction by collaborative manner (e.g., the Tatoeba project)!? or
crowdsourcing translation (Zaidan and Callison-Burch, 2011). Automatic extraction or
construction of parallel corpus in different domains is research that is indispensable for
improving SMT performance, especially for the less-resourced language pair addressed
here: Chinese-Japanese. In general, researchers face many difficulties in extracting or
constructing parallel corpora from general texts or from specialized texts like patent

families.

In our work, In Chapter 4, we propose a different way to construct a quasi-parallel
Chinese—Japanese corpus by leveraging a small amount of parallel data and large amounts

of unrelated monolingual data and using analogical associations.

1.4 Granularity and Word Segmentation

Many Asian languages like Chinese and Japanese do not have typographic boundaries in
their writing systems. Word segmentation (tokenization), i.e., breaking sentences down
into individual words (tokens), is normally treated as the first step of preprocessing for
natural language processing. For Chinese and Japanese, different rules and segmentation

standards lead to different segmentation results at different levels of granularity.

8http://orchid.kuee.kyoto-u.ac.jp/WAT/WAT2014/index . html

“http://orchid.kuee.kyoto-u.ac.jp/WAT/
Ohttp://lotus.kuee.kyoto-u.ac. jp/ASPEC/
"http://lotus.kuee.kyoto-u.ac. jp/WAT/patent/
2http://tatoeba.org/eng/



Chapter 1 Introduction 9

In tokenization for practical tasks, like machine translation, there should be a balance
in granularity to keep consistency between Chinese and Japanese. Because choosing the
reasonable granularity of tokenization for each pair of sentences is a critical task for both

word/phrase alignment and translation accuracy.

In (Zhao et al., 2013), an investigation in the relationship between the choice of seg-
mentation strategy and the improvement of MT is conducted. It is concluded that
the segmented corpora and the dictionary that the segmenter relies on is crucial and
affects MT performance. Thus, they improve word segmentation for Chinese MT by
directly optimizing the dictionary for word segmentation. In (Chang et al., 2008), it
is demonstrated that the way different segmentation strategies affect MT is still poorly
understood: optimizing segmentation for an existing segmentation standard does not
always yield better M'T performance. It is found that segmentation granularity and con-
sistency of Chinese word segmentation are very important. They optimize segmentation
granularity and improve segmentation consistency using an external lexicon and proper

noun features to improve Chinese-English translation accuracy.

In (Bai et al., 2008), they improve word alignment (obtain more 1-to-1 mapping tokens)
by adjusting Chinese word segmentation in Chinese-English MT. So as to significantly
improve the performance of word alignment, two methods are used: learning affix rules
from a Chinese—English bilingual terminology bank and using the concept of impurity
measure motivated by a decision tree. In (Wu and Wang, 2004), to improve word
alignment on a small-scale domain-specific bilingual corpus, they combine the use of word
alignment based on a large-scale corpus in the general domain and a small-scale corpus
in a specific domain. They improve the domain-specific word alignment by combing

these two statistical word alignment models.

In our work, we shall improve translation accuracy for patent SMT by adjusting the
granularity and keeping consistency between Chinese and Japanese training corpus us-
ing extracted bilingual terms but without the use of any additional lexicon, bilingual

terminology bank or additional corpus.

In (Xu et al., 2004), an investigation in word segmentation is performed in relation to
Chinese translation quality. They perform Chinese word segmentation (only one side of
parallel corpus) using a self-trained domain-specific Chinese dictionary from an existing
Chinese-English training corpus. In (Ma and Way, 2009), the correspondence between
source and target languages in Chinese and English (bilingually motivated segmentation
process) is examined. They make use of bilingual corpora and statistical word align-
ment techniques. Compared with (Xu et al., 2004), they focus on more specific domain
translation tasks and avoid the use of monolingual segmenters in order to improve the
segmentation across different domains. In our work, we shall use a similar idea. We
shall adjust Chinese and Japanese tokenization at the same time for technical training

corpus in different domains for SMT, but only around bilingual multi-word terms.
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In Chinese—Japanese technical machine translation, a corpus may contain large amounts
of domain-specific terms in words or multi-word expressions. This brings up the question
of tokenization. In some fields, it may be harmful to tokenize some words in patents
or scientific texts, as they may just be parts of more complex single units like terms.
But it is uneasy to control the tokenization of multi-word terms, as it may happen that
multi-word terms are blindly segmented into several single words in one language but are
not segmented in the other language. It may also happen that some of the multi-word
terms have different levels of granularity due to different conventions of segmentation

for different languages.

Figure 1.5 shows examples of segmentation results for a Chinese-Japanese sentence pair
in the chemical domain based on different segmentation tools. We use Standford (Tseng
et al., 2005), Urheen (Wang et al., 2010a) and KyTea (Neubig et al., 2011) for Chi-
nese segmentation, Juman'3, Mecab (Kudo, 2005) and KyTea (Neubig et al., 2011) for
Japanese segmentation. For the Stanford Chinese segmentation tool, there are two mod-
els with two different segmentation standards used in segmentation: the Chinese Penn
Treebank (ctb) standard!* and the Peking University (pku) standard!®.

Chinese sentence  iXAEFE N/KS FEHEREEEE RS, LUK -
Japanese sentence ZHIUT. KEA VL T A= ENRETEIET. L THENWEL 2120 TH B,

Meaning ‘This is because of thc reaction between water and isocyanate groups for forming urea bonds.’

by Stanford (ctb) X/ /BE /7K /5 /| B /MR /R R/, /LR IR ]/ -
by Stanford (pku) 5% /£/B % /7K /5 /| S BB/ /R R/, /LR | IR ) -
by Urheen X/ E R K S R R RS/, VTR R -

by KyTea 535 A K5 ] R | S DA MR R

by Juman n/i/. /ﬂ</t//h*/ WG/ 5/ E/T) [ LT RG] EC B/ TR B .
by Mecab SN/ RS TTET R R I DIRIS/ T B/ 2 E [T [T T RG] B /10T 8B
by KyTea SRR/ R4S T R b DI F B S X [T [TL T GG DY )10/ T 8 B

FIGURE 1.5: Segmentation results for a Chinese-Japanese sentence pair using different
segmentation tools.

From these examples, we see that different segmentation tools used in Chinese and
Japanese lead to different segmentation results with different numbers of tokens for terms
across languages. In other words, there are inconsistencies of segmentation results in
different levels of granularity between Chinese and Japanese terms. For instance, the
term S HELBEE: ‘isocyanate group’ in Chinese is segmented as 5/ FUR /EE /2 (4 tokens)
by KyTea, but it is segmented as 1/ > 7 *— k /3£ (2 tokens) by any segmentation

tool used in Japanese.

Even for the same language (Chinese), different segmentation tools lead to different

levels of granularity in terms. For instance, the term F&FBLHEZE in Chinese is seg-
mented as 58 /FLHE /5 by Stanford (pku), 58 /BREEE: by Stanford (ctb)/Urheen and

Bhttp://nlp.ist.i.kyoto-u.ac.jp/index.php?JUMAN
Yhttp://www.cis.upenn.edu/~chinese/segguide.3rd.ch.pdf
Yhttp://sighan.cs.uchicago.edu/bakeof£2005/data/pku_spec.pdf



Chapter 1 Introduction 11

5 /8L /B /5 by KyTea. The same segmentation tools based on different models with
different segmentation standards also may produce different levels of granularity. For
instance, the term FEELAEZE: in Chinese is segmented as /. /B2HE2E by Stanford (ctb)
and 58 /FLHE /% by Stanford (pku).

In these examples, whatever segmentation tool is used in Chinese or Japanese, actually,
they do not have any correspondence in word-to-word alignments for terms. Another
case in these examples is that some terms are single-word terms in one language but
multi-word terms in another language. For instance, the single-word term HRE# ‘urea
bond’ (one token) segmented by Stanford (ctb)/Stanford (pku)/Urheen in Chinese and
the multi-word terms ™ L 77 /% &5 (2 tokens) segmented by any tool in Japanese. In
SMT, these cases lead to inconsistencies in word/phrase alignment and negatively affect
the accuracy of translation. Thus, for keeping the direct and exact translations between
Chinese and Japanese terms, re-tokenization (re-segmentation) centered around terms
is necessary. For the above examples, the expected tokenization (segmentation) results
for the two pairs of terms across languages are: FHELFEZE (Chinese) to £/ > 7 #—
b3 (Japanese) and X5 (Chinese) to ™7 L 7§ (Japanese).

1.5 Big Picture and Overview of Our Approach

We propose an integrated framework for our research in this dissertation. The overview
of our approach is presented in a big picture given in Figure 1.6. The main focus of
this dissertation is to exploit several freely available linguistic resources to address the
scarcity of linguistic data and technical term translation in specific domains between

Chinese and Japanese.

Firstly, for solving the problem of scarcity of bilingual lexica between Chinese and
Japanese, we construct a Chinese-Japanese word-to-word lexicon based on freely avail-
able Chinese-English and Japanese—English lexica ((Chapter 2) in Figure 1.6). Using the
constructed lexicon, we may solve the unknown word problem directly in the decoding
process of SMT.

Secondly, for solving the problem of the translation of terms in technical domains, we ex-
tract bilingual multi-word terms from an existing training corpus. These extracted terms
are used in adjusting and balancing the tokenization between Chinese and Japanese tech-
nical data ((Chapter 3) in Figure 1.6).

Thirdly, for solving the problem of scarcity of bilingual corpora between Chinese and
Japanese, we construct a quasi-parallel corpus of sentences using analogical associations
based on freely available Chinese and Japanese monolingual data. This kind of quasi-

parallel sentences are used as additional training data in SMT. They help in acquiring
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more potential useful translation knowledge from the inflated training corpus ((Chap-
ter 4) in Figure 1.6).

Finally, we combine and apply all above approaches to further improve the translation
accuracy of Chinese-Japanese SMT ((Section 4.5) in Figure 1.6). We make use of the
kanji-hanzi conversion method through our work in this dissertation, because in the
Chinese and Japanese writing systems, there exist large amounts of characters shared
with the same meaning. They can be considered as a linguistic clue to align words or
multi-word expressions. Table 1.2 shows the overview of our work in each chapter for

solving different problems in technical translation between Chinese and Japanese.

TABLE 1.2: The overview of our work in the dissertation.

Chapter granularity Equivalence Problem addressed

Chapter 2 characters/words lexical graphical meaning scarcity of open bilingual lexicon

Chapter 3 terms technical + translation of terms in technical domain
due to inconsistency in segmentation
+ scarcity of open term banks

Chapter 4 short sentences similar translation scarcity of open bilingual corpora
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1.6 Outline of This Dissertation and Research Contribu-

tions

The organization of the dissertation is as follows.

In Chapter 1, we describe the background and the basic knowledge of the research:
statistical machine translation (SMT), parallel corpora and non-parallel corpora, as well
as less-resourced languages and language pairs. We also introduce the basic notions in
Chinese—-Japanese technical translation, different levels of granularity and segmentation.
Moreover, we give the overview of our approach and present the contributions of this

dissertation.

In Chapter 2, we propose a method to construct a Chinese-Japanese lexicon by com-
bining several automatic techniques on several freely available resources. The basic
technique used is the classical pivot language technique. To improve the quality of
the resource built, we combine three additional different techniques: one time inverse
consultation; Japanese kanji to Chinese hanzi character conversion; expansion through
a Chinese synonym table. The Chinese-Japanese lexicon built consists of more than
45,000 Chinese-Japanese word pairs with an accuracy of 85%. This work can be used
to enrich the Chinese-Japanese training corpus to train a translation model or directly

used in decoding of statistical machine translation.

The main contributions of the work described in this chapter are: 1) Combine several
automatic methods to construct a Chinese-Japanese bilingual lexicon 2) Propose an
approach using kanji-hanzi conversion and a Chinese synonyms table to improve the
quality and quantity of the resource built. 3) In this work, all of the resources used are
free available. In addition, the kanji-hanzi conversion method is used in bilingual multi-

word term extraction (Chapter 3) and quasi-parallel corpus construction (Chapter 4).

Chapter 3 describes a method to improve Chinese—Japanese statistical machine trans-
lation of patents by re-tokenizing the training corpus with aligned bilingual multi-word
terms. We try two experimental protocols to make use of the extracted bilingual terms
in Chinese—Japanese SMT experiments and find the better one. We obtain a high quality
of correspondence with 93% in bilingual term extraction and a significant improvement
of 1.5 BLEU score in a translation experiment. We also consider the terms for which
one side is a single-word term and the other side is a multi-word term. We combine
using the kanji-hanzi conversion method, and obtain even better results in BLEU with

2 point improvement.

The main contributions of the work described in this chapter are: 1) We automati-
cally extract multi-word terms from monolingual corpora using statistical and linguistic
filtering methods. We propose an automatic alignment method to identify correspond-

ing terms. The most promising bilingual multi-word terms are extracted by setting
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some threshold on translation probabilities and further filtering. 2) We also use kanji
(Japanese)-hanzi (Chinese) character conversion to confirm and extract more promis-
ing bilingual multi-word terms. 3) This work is helpful for improving the translation
accuracy for Chinese—Japanese patent or scientific corpora by adjusting and balancing
the granularity of segmentation results around terms. 4) This work improves the per-
formance of SMT not only on small-scale scientific training sets, but also for large-scale

training sets.

In Chapter 4, we propose a method to construct a quasi-parallel corpus by using ana-
logical associations based on large amounts of monolingual data and a small amount of
parallel data, so as to improve Chinese-Japanese statistical machine translation qual-
ity. These quasi-parallel corpora are added to an existing training corpus to address
the shortage of parallel corpora between Chinese and Japanese. The best result that
we obtain is a very significant improvement of 6 BLEU points over a Chinese—Japanese

baseline system.

The main contributions of the work described in this chapter are: 1) Construct a quasi-
parallel corpus with freely and easily accessible monolingual data and an existing small
number of parallel corpus. 2) Generated new quasi-parallel corpus using analogical
associations. 3) Filtered over-generated sentences using two filtering methods, the N-

sequence method and the BLEU method, independently or combined.

In Chapter 4, we also combine several proposed techniques described in previous chapters
and this chapter in statistical machine translation. The evaluation result in BLEU (1.8
point statistically significant improvement) shows that the combination of our proposed
methods and obtained results are helpful and effective for improving translation accuracy

in technical domain.

In Chapter 5, we summarize and conclude this dissertation. Future directions are also
presented. In summary, the main points of this dissertation and research work are as

follows:

To solve the problem of the translation of large amounts of terms (due to different seg-
mentation granularity) in Chinese-Japanese statistical machine translation in specific
domains, adjusting the granularity of segmentation results of these terms in training
corpus is necessary. To solve the translation quality problem of less-resourced lan-
guage pairs, like we address here with Chinese—Japanese, the most natural answer is
to build larger and larger aligned training data, that is to make those language pairs

well-resourced.

Thus, we propose several approaches to improve Chinese—Japanese statistical machine
translation accuracy with lexicon, bilingual multi-word terms and quasi-parallel cor-

pus. We make use of these different automatically constructed or extracted resources
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as additional data in phrase-based statistical machine translation systems and improved

translation accuracy.

In our work, we provide experimental results that show that it is possible to obtain
additional quasi-parallel corpus using monolingual data and an existing small number of
training data. We are also able to extract bilingual multi-word terms from an existing
training corpus and make use of them in adjusting and balancing the segmentation results
on the training corpus. The originality of this work is the possibility and efficiency of
the proposed techniques in constructing new data and re-tokenizing training corpus for
statistical machine translation. The characteristics of our methods are to make use of
existing data as much as possible; adjusting tokenization for Chinese—Japanese technical
corpus for both languages at the same time, i.e., not only for one side of a parallel corpus,

or do not consider the technical term translation in some previous work.



Chapter 2
Chinese and Japanese Characters

Because the Chinese and Japanese writing systems share a large amount of characters
with same or similar meanings, they can be considered as a linguistic clue to align words
or multi-word expressions. For addressing the problem of the scarcity of open, machine-
readable Chinese—Japanese lexicon, we make use of freely available Chinese-English and
Japanese-FEnglish dictionaries to construct a Chinese-Japanese lexicon. We make use of
it to translate words in the test data, primarily to solve the problem of unknown words

that cannot be successfully translated by an existing translation system.

This chapter! focuses on a kanji-hanzi conversion method. Also in this chapter, we show
how to combine several automatic techniques to build a Chinese—Japanese lexicon from

freely available resources. This lexicon can be used in statistical machine translation.

The structure of this chapter is as follows.

e Section 2.1 introduces the relationship between written Chinese and Japanese. We

also introduce some freely available resources and tools for kanji-hanzi conversion.

e Section 2.2 presents the basic method to generate a Chinese-Japanese bilingual
lexicon via English as the third language by joining two bilingual lexical resources
for Chinese-English and Japanese-English. We describe a first additional method:
one time inverse consultation (Tanaka and Umemura, 1994). Compared with
the classical joining approach, it increases the accuracy. The second additional
method: consists in using kanji-hanzi conversion and comparison between Chinese
words and Japanese words; third and a last improvement is achieved by expansion
through Chinese synonym table. By combining these three additional methods, we
increased the number of translation candidates and the accuracy of the resulting

Chinese—Japanese lexicon.

e We summarize this chapter in Section 2.3.

'Related to (Yang and Lepage, 2012)
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2.1 Relationship between Written Chinese and Japanese

2.1.1 Hanzi and Kanji Ideograms

There exist a large amounts of variants of Sinitic languages or dialects, for instance,
Putonghua (standard Mandarin), Cantonese, Hokkien, Chaozhou, Hakka, etc. For stan-
dard writing systems, they adopt in Chinese characters (hanzi). There are two types
of writing systems for Chinese: simplified and traditional Chinese. Thus, there are two
styles of characters (hanzi) used: simplified characters and traditional characters. We
can easily imagine that simplified Chinese characters are just a simplified version of
traditional Chinese characters. The number of strokes used in simplified Chinese char-
acters is reduced in comparison with the traditional Chinese characters. Somewhat, it
makes writing and remembering easier for people learning Chinese. Today, simplified
Chinese characters are used in mainland China and Singapore, and traditional Chinese
characters are used in Taiwan, Hong Kong and Macau. Table 2.1 shows examples of the

characteristics between simplified Chinese and traditional Chinese in different cases:

e There are Chinese hanzi characters used in simplified Chinese but not in traditional
Chinese, and characters used in traditional Chinese but not in simplified Chinese.
These characters need to be converted by mapping them. For instance, & ‘love’

is only used in simplified Chinese and % ‘love’ is only used in traditional Chinese.

e There are Chinese hanzi which are used in both simplified Chinese and traditional
Chinese without any change. For instance, hanzi ¥] which means first or early is

both used in simplified Chinese and traditional Chinese.

e A Chinese hanzi is mapped to itself or to another character in simplified to tradi-
tional conversion depending on context. For instance, the hanzi character 2} has
two traditional Chinese mapping characters: itself 2} (with the meaning of a mea-
sure for grain) and [ (with the meaning of fight). Conversely, when converting

from traditional Chinese to simplified Chinese, two hanzi are mapped to one only.

e Similar but different from the case above, there are also a one-to-many mappings
in simplified to traditional Chinese conversion but the multiple mapping in tradi-
tional Chinese are different depending on context but not including the simplified
character itself. For instance, the simplified character Jf has two different corre-
sponding traditional characters: [ when it means viscera and # when it means
dirty.

e A Chinese hanzi used as both simplified Chinese and traditional Chinese with

different meanings. For instance, hanzi %* used in traditional Chinese, it is pro-
nounced /zhii/ and means a kind of nettle. Its simplified form is 2. But when it
is used as a simplified Chinese, it is pronounced /ning/ and means limonene, its

o) . . . E’—?
traditional Chinese is ==,
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TABLE 2.1: Comparison of simplified Chinese and traditional Chinese.

Sln.lphﬁed wadltlonal Meaning of the Chinese hanzi in English
Chinese Chinese

% = love

g H fail, lose

5 b change

W i) wealth, property

{4 % that, those

54 e compare

) ) first, early

F F/E abundant / good-looking

= G /& queen / later

3t 2H/H a measure for grain / fight

JIE ek /e viscera / dirty

= S a kind of nettle

S oo limonene

From the examples given above, we understand that the relations between simplified
and traditional Chinese characters are diverse. We now turn to the investigation of the

relationship between written Chinese (hanzi) and Japanese (kanji).

Most of the kanji ideograms were original created in ancient China. Many hanzi and kanji
ideograms shared and look similar in Chinese and Japanese. Most of these characters
express the same meaning (Table 2.2), although the number of hanzi used in Chinese is
larger than the number of kanji used in Japanese. Of course, some words made up of
hanzi and kanji which are shared and look similar in Chinese and Japanese do not have

the same meanings in both languages. Table 2.2 shows some examples of such cases.

TABLE 2.2: Comparison of simplified Chinese, traditional Chinese and Japanese in
character and word granularity.

Chinese hanzi  Chinese hanzi Meani Javanese kanii  Meani
(simplified) (traditional) eaning apanese kanji eaning
= H basic 3 basic
i B number £ number
7l gl agent #l agent
oo R news g center
)38 & construction Fig construction
HriE B news HrE newspaper
LER LERE structure B well, fine

Some changes and developments from hanzi to kanji characters occurred when they
were transmitted to Japan. Some kanji, named kokuji (the number of kokuji: about
30 characters) were also created in Japan. They do not exist in the original Chinese
writing system. Some of the kokujis also have its corresponding hanzi to show up (see
Table 2.3).



20 Chapter 2 Chinese and Japanese Characters

TABLE 2.3: Comparison of simplified Chinese, traditional Chinese and some of the
Japanese kokujis.

Chinese hanzi Chinese hanzi Japanese

(simplified) (traditional) Meaning kokuji Meaning
+ - calorie, clip, checkpost Il mountain pass
H H cultivated field, cropland JH cultivated field, cropland
il i manger i horse chestnut
i i deity, god il evergreen tree used in a Shinto ritual

During the Meji period, Japan began to adopt Western culture, technology, medical
science, economy, philosophy and so on. A large amount of words written in kanji were
created in Japan during that period and were re-imported back to China to be widely
used. Even nowadays, there still constantly exists creation of words in Japan that come
into China. Instead of creating translations from Japanese to Chinese, it is preferred to
share the same meaning across the two languages by using the same hanzi/kanji. Such
examples of words created in Japan and adopted in China are: 2% ‘philosophy’, i
‘rational’, J&4 ‘perceptual’, 738 ‘consciousness’, F}2# ‘science’, P ‘physics’, {LF
‘chemistry’, 73+ ‘molecule’, |5 ‘atomatom’, Ff[l] ‘time’, ZE[H ‘space’, Fi@ ‘theory’,
W literature’, SEART ‘art’, FBL ‘subjectivity’, B8l ‘objectivity’, 5B ‘photo’, £}
‘deal with’, ¥ A ‘talent’, Y& ‘story’, #FI/& ‘something wrong’.

2.1.2 Freely Available Resources and Tools

The Unihan database? is a database for the Unicode Consortium’s collective knowledge
for the Chinese-Japanese—Korean (CJK ) Unified Ideographs contained in the Unicode
Standard.

The Unihan database contains a number of categories with different properties for Han
ideographs in the Unicode Standard, for instance, readings, structural analyses, defini-

tions and so on.

There are several fields in the Unihan database for each category. These fields are divided
according to the purpose they fulfill for ideographs. For instance, the “Unihan_Variants”
category includes traditional-to-simplified variation, simplified-to-traditional variation

and so on.

In our work, we make use of “ksimplified variant” (SimplifiedVariant) in the “Uni-
han_Variants” category to convert traditional Chinese characters into simplified Chinese
characters. This field only contains characters used in traditional Chinese, not simpli-
fied Chinese. It allows us to obtain the equivalence in characters between Chinese and
Japanese in cases where the Japanese character is the same as the traditional Chinese

character. There are 3,662 SimplifiedVariant pairs.

’http://www.unicode.org/Public/UNIDATA/
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3 is a tool for simplified-traditional conversion between Chinese and Japanese.

Langconv
The database used by Langconv comes from Wikipedia. It provides simplified Chinese to
traditional Chinese conversion and traditional Chinese to simplified Chinese conversion.
In our work, we make use of this database for traditional Chinese to simplified Chinese
conversion. This database does not only include the conversion between characters, but
also includes the conversion between words. For instance, fXfR ‘permission’: #FFJ##E; %
M ‘interface’ : J7TH; fE#EZ( ‘portable’: #HF . It contains a Wiki traditional-simplified

conversion database, consisting of about 3,000 traditional to simplified conversion pairs.

The Hanzi-kanji Conversion Table* is a conversion table between simplified Chinese
hanzi and Japanese kanji. We use a hanzi-kanji conversion table which consists of 2,236

simplified hanzi-kanji pairs in characters.

The Chinese encoding converter® is an open source tool that converts between traditional
Chinese and simplified Chinese. The conversion database contains simplified-traditional
pairs in Chinese, including the characters which are the same in both simplified and
traditional Chinese. It contains 6,740 corresponding simplified-traditional Chinese pairs

in characters.

Kanconvit® is a freely available tool for conversion between Japanese kanji and simplified

Chinese. There are 1,158 pairs of kanji-hanzi conversion data used in this tool.

In our work, we use the first three sources or tools (Unihan database, Langconv and
Hanzi-kanji Conversion Table) in our method for kanji-hanzi conversion. Because the
Simplified Variant filed in Unihan database only contains the traditional-simplified con-
version only for those characters are different used in traditional and simplified Chinese.
The Hanzi-kanji Conversion Table contains more hanzi-kanji conversion pairs compare

with Kanconvit.

2.1.3 Discussion

Kanji is one of the three character sets (the other two sets are katakana and hiragana)
used in Japanese. It is normally used to write content words, such as nouns, adjective
stems and verb stems. Hanzi in Chinese and Kanji in Japanese can be considered as
semantic clues to connect Chinese and Japanese, because they are ideographic charac-
ters that partly describe their meanings. Although, some of the kanjis (hanzis) have
been modified and developed after they were imported from China to fit the Japanese
language. We also find corresponding hanzi in the Chinese language which share the

same meaning. All these relations and characteristics between Chinese and Japanese

*http://code.google.com/p/advanced-langconv/source/browse/trunk/langconv/?r=7
‘https://www.kishugiken.co.jp/cn/code10d.html
Shttp://www.mandarintools.com/zhcode . html

Shttp://kanconvit.ta2o.net/
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characters allow us to construct a Chinese-Japanese lexicon (Chapter 2), extract bilin-
gual Chinese—-Japanese terms (Chapter 3) and compute similarity between two sets of

changes between Chinese and Japanese sentences (Chapter 4).

2.2 Free Resource-based Lexicon Construction

2.2.1 Related Work

In the development of machine translation and cross-language information retrieval sys-
tems, it is necessary to construct machine-readable bilingual dictionaries from one lan-

guage to another, but the cost is enormous from the viewpoint of labor and time.

However, even if bilingual dictionaries do not directly exist for a particular source lan-
guage and a particular target language, the possibility is high that bilingual dictionaries
exist into an identical third language, particularly English nowadays. In other words, it
is conceivable that a bilingual dictionary between Chinese and Japanese be built through

a third language, like English.

In addition, Japanese kanji are similar to Chinese hanzi. We propose, relying on the
similarities between kanji and hanzi, to compare the Unicode of Chinese words with that

of Japanese words in kanji-hanzi conversion.

The existence of a large amount of characters sharing the same meaning in the Chinese
and Japanese writing systems can be considered as a linguistic clue to align words or
multi-word expressions. Many studies have exploited common Chinese and Japanese
characters. In (Goh et al., 2005), they build a Japanese-Simplified Chinese dictionary
consisting of kanjis which are identical to traditional Chinese and associate the corre-
sponding simplified Chinese character to it. In (Tan and Nagao, 1995), they use the
occurrence of identical common Chinese characters in Chinese—Japanese in the sentence

alignment task.

In our work, different from previous work, we constructed a Chinese—Japanese lexicon
by combining several automatic techniques on several freely available resources. The
basic technique used is the classical pivot language technique. To improve the qual-
ity of the resource built, we combined three additional different techniques: one time
inverse consultation; Japanese kanji to Chinese hanzi character conversion; expansion
through Chinese synonyms table. We used the Unihan database, Langconv tranditional-
simplified conversion data (tool), Hanzi-kanji Conversion Table and Chinese synonym

table as resources.
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2.2.2 Construction with a Classical Pivot Language Technique

In this section, first we will describe the Chinese—English and Japanese—English dictio-

naries we use, and then how we join them via English as the pivot language.

The XDXF dictionary” is a project to unite all existing open dictionaries and provide
both users and developers with universal XML-based format, convertible to and from
other popular dictionary formats. The Chinese-English XDXF dictionary consists of
43,433 articles, each article consists of three main components: (1) both traditional Chi-
nese and simplified Chinese; (2) pronunciation in pinyin; (3) English translations. The
Japanese-English XDXF dictionary we use consists of 108,473 articles. Some articles
consist of the pronunciation in katakana, especially for those Japanese words made up
of kanji only. From these two dictionaries we extract simplified Chinese and Japanese
words only with their corresponding FEnglish translations. We make use of these two
generated lexica as our experimental primary resources. After eliminating duplicate
lines, we obtained a Chinese—Fnglish and Japanese—FEnglish lexica consisting of 43,389

and 105,182 entries respectively.

In a first step, we proceed as follows:

e Firstly, convert Chinese-English and Japanese-English dictionaries into lexicon

resources.

e Secondly, output the phrase translation tables (using Anymalign (Lardilleux and
Lepage, 2009)) corresponding to Chinese—English and Japanese—English lexica by

computing translation probabilities.

e Thirdly, perform a join of the two phrase translation tables through English as
the pivot language and compute probabilities to get a Chinese-Japanese phrase
translation table. Here the join is the same as the algebraic operation in relational

databases.

Hereafter, zh, en, and ja denote terms in the source language Chinese, in the pivot
language English, and in the target language Japanese respectively. For the translation
pairs (zh, en) and (en, ja), the translation probabilities P(en|zh) and P(jalen) are com-
puted using the maximum likelihood estimation from the co-occurrence frequencies that

are consistent with the word alignment in the phrase translation table:

Plen|zh) = 2 gj&;;%) _ C(i}(;)zm (2.1)

P(en,ja) _ C(ja <> en)
P(en) C(en)

P(jalen) =

"http://xdxf .revdanica.com/down/
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In the equations, C(z) denotes the number of occurences of the word or phrase x in
the lexicon, and C(x <> y) is the number of co-occurrences of x and y in the lexicon.
In theory we calculate the direct translation probabilities between the source language
Chinese and target language Japanese by the following equation (e.g., for the probability

of the target language Japanese knowing the source language Chinese):

P(jalzh) = > P(jalen) x P(en|zh) (2.3)

all pivot en

One of the characteristics of using this approach is that we obtain all possible alignments
as a result in a phrase translation table. We can normalize translation probabilities by
discarding any translation pair with both translation probabilities less than a threshold.
The threshold we used was 0.05 for both P(zh|ja) and P(ja|zh). We obtained a Chinese—

Japanese lexicon consisting of 119,203 pairs.

We extract ten samples with 100 translation alignments randomly and check manually
in an existing bilingual dictionary. We calculate the accuracy of the result by p-value

using Student’s t-test:

T=—"xvn-1 (2.4)

With a null hypothesis of 45%, and an experimental result of 42.6%, the p-value is 0.06,
above the usual 0.05. We conclude that there is not enough evidence to state that the
overall translation quality is higher than 45%. We infer that the quality lies below 45%

of correct entries, or is even worse.

2.2.3 Using One Time Inverse Consultation

In previous work, Tanaka and Umemura (1994) used the inverse consultation method
through English as a pivot language to improve a Japanese—French lexicon built using the
join method. We also rely on one time inverse consultation to find suitable equivalents for
our Chinese-Japanese lexicon. We proceed as follows: first look up English translations
of a Chinese word, then look up Japanese translations of these English translations;
for each Japanese translation, look up how many English translations shared with the
original Chinese word. The more matches there are, the better the Japanese translation
candidate is. Figure 2.1 illustrates one time inverse consultation between Chinese and

Japanese.

To measure the quality of a Japanese translation candidate, a similarity score is calcu-

lated according to a classical Dice coefficient formula:
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Chinese  English Japanese
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FIGURE 2.1: Sample of one time inverse consultation between Chinese and Japanese
using English as a pivot language.

2 x |E(C) N E(J)|

[E©C)[+ [ED)) 25)

SimilarityScore =

Here E(C) and E(J) are the sets of English translations for the Chinese word and the

Japanese word respectively.

Due to the relatively small sizes of the two lexica we use, a similarity score equal to one
does not necessarily mean that a translation pair is correct. As shown in Figure 2.1,
the similarity scores of “U —8”, ‘B H-< 4> and “H IU-KEFE” are all equal to one,
but only “H 4] is a correct translation pair. Using this method may lead to generate

many irrelevant translation candidates.

In our experiment we obtained 33,297 translation candidates. A same p-value evaluation
of the results showed an accuracy of 76%. Compared with standard classical pivot
technique, the number of translation candidates was reduced, but the accuracy was
increased. However, the problem of distinguishing ambiguous words was not solved

completely.

2.2.4 Increasing Translation Candidates by Using Kanji-Hanzi Con-

version

Figure 2.1 leads to the observation that some translation pairs can be directly retrieved
or reinforced by looking at the similarity between hanzi and kanji. In this figure, the pair
“B°LU-gkIL” is supported by the kanji-hanzi conversion of the first element “ —§}”.

Consequently, we propose to convert Japanese words made up of only Japanese kanji
into simplified Chinese characters through kanji-hanzi conversion. By doing so, we
generate a ja’—ja file automatically where each line consists in the converted Japanese
word (simplified Chinese) and the original Japanese word. In this way, we avoid the

difficult problem of converting Chinese simplified characters back to Japanese kanji (Goh
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et al., 2005). By comparing ja’ with the Chinese entries in the Chinese-English lexicon

we can select more reliable Chinese-Japanese translation pairs.

Below, we explain how we combine three sources of data for our conversion experiments

so as to maximize the result quality and quantity.

We also describe a method based on the use of a Chinese synonym table® to increase
the candidates for those different words which share a similar meaning in Chinese and

Japanese after kanji-hanzi conversion.

We combined three different sources of data to maximize our conversion results. Ta-
ble 2.4 shows the relationships between Chinese (traditional and simplified) and Japanese.
The Japanese words made up of kanji in the parts “All same” and “TC different” (Tradi-
tional Chinese different) could compare the Unicode with Chinese directly without any
conversion; the characters in “SC different” (Simplified Chinese different) become com-
parable by traditional Chinese to simplified Chinese conversion; for the “All different”
and “Ja different” parts we propose to utilize Hanzi-kanji Conversion Table (ffj{k7 &
H AN 7 HH5%Y) to make them comparable with Chinese.

TABLE 2.4: Relationship between Chinese hanzi and Japanese kanji.

Relationship | All same | TC different | SC different | All different | Ja different \

‘ word { center ‘ conuntry { learn ‘ struct { wind ‘ value { fight ‘ multiplication { flame ‘
| Japanese | HEE| k| b | EeE | MEE | R | E | 0 ik | N |
| T Chinese | UEF | oSk | BB | WO | M| | (A | B | Tk | KK |
| S Chinese | UEFF | 5t |  BE | KCE| MBE | A | O | B | Tk | KK |

The first source of data we used is the Unihan database'®. In particular we use the corre-
spondence relation SimplifiedVariant in the “Unihan_Variants” of the Unihan database.
There are 3,662 SimplifiedVariant pairs. Using them, we could check translation pairs
between Japanese words (made up of kanji) and simplified Chinese words (made up of
hanzi) in the following way. For each Japanese character, consider it as a traditional Chi-
nese character, and look up for its corresponding simplified Chinese character through
the SimplifiedVariant relation and replace it. If this simplified Chinese word (converted

Japanese word) is the one in the Chinese-English lexicon, confirm the translation pair.

The second source of data we used is that of the Langconv traditional-simplified Con-
version!! data (tool). It contains a Wiki traditional-simplified conversion database,
consisting of about 3,000 traditional to simplified conversion pairs. We perform similar

experiments as above to confirm Chinese-Japanese translation word pairs.

8http://ishare.iask.sina.com.cn/f/21267706.html
“http://www.kishugiken.co.jp/cn/code10d. html
Ohttp://www.unicode . org/Public/UNIDATA/
"http://code.google.com/p/advanced-langconv/source/browse/trunk/langconv/?r=7
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The third source of data we used concerns the case where the characters in Japanese are
neither found in the traditional Chinese nor simplified Chinese character sets. For this
case, we use a Hanzi-kanji Conversion Table which consists of 2,236 simplified hanzi and
kanji pairs. We use this table same as described above for the two previous sources of
data.

Table 2.5 shows the result of kanji-hanzi conversion using these three sources of data.
There exist about 62,852 Japanese entries made up of kanji only from the Japanese—
English lexicon, 36,590 Japanese words were converted successfully. For all Japanese
words we confirm their simplified Chinese translations: 8,137 translation pairs were

confirmed. The accuracy is 98.5%, which shows that the method is quite efficient.

TABLE 2.5: Result of kanji-hanzi conversion and Chinese (zh)-Japanese (ja) lexicon

construction.
‘ Method ‘ Successful conversion ‘ Zh-ja lexicon ‘ Accuracy ‘
| (a) Unihan database | 27,929 (44.4%) | 6856 | 98.0% |
| (b) Langconv | 28,153 (44.8%) | 6877 | 985% |
| (c) Hanzi-kanji Conoversion Table | 36,035 (57.3%) | 8,012 | 985% |
| Combining results (a) + (b) + (¢) | 36,590 (58.2%) | 8,137 | 985% |

2.2.5 Expansion through Chinese Synonym Table

The last method we use to improve the quality of our Chinese-Japanese lexicon is to use
a Chinese synonym table to extract more translation candidates for words in Chinese and
Japanese that share similar meaning. Again, this applies for Japanese words consisting

only of kanji, after conversion into simplified Chinese characters.

The source of data we used consists of 17,170 Chinese synonym pairs. For each Chinese
word found in the synonym table, we checked whether the Japanese word (converted)
appears as a synonym in the table. This allows to confirm translation pairs. Using this
method, we obtained a Chinese-Japanese lexicon consisting of 3,952 pairs. The accuracy

was shown to reach 98.5%, which shows the efficiency of this method.

2.3 Summary of This Chapter

In this chapter, we combined different methods and different sources of data to construct
a Chinese—Japanese lexicon. We basically joined two bilingual lexica sharing a pivot
language, English. The accuracy of the resulting Chinese—Japanese lexicon was improved

by using three additional methods:
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1. one time inverse consultation through the pivot language, English;

2. Japanese kanji to Chinese hanzi character conversion, using three different sources
of data;

3. expansion through a Chinese synonym table.

The combination of these three additional methods produced the final translation can-
didates of our resultant lexicon. In total, we obtained 45,386 translation pairs. Among
the 12,089 candidate pairs obtained using kanji-hanzi conversion (8,137) and Chinese
synonym table (3,952), 1,399 already existed in the result obtained by one time in-
verse consultation method. The kanji-hanzi conversion and Chinese synonyms table
thus added 10,690 (12,089 - 1,399) candidates of very high quality. The three additional
methods allowed us to increase the quality of our Chinese—Japanese lexicon from less
that 45% to 85%. Table 2.6 shows an excerpt of our final lexicon. A comparison with a
reference dictionary (the EDR dictionary constructed by the National Institute of Infor-
mation and Communications Technology (NICT)), shows that our techniques are very

efficient as 83% of the word pairs in the lexicon were not present in the EDR dictionary.



29

Chapter 2 Chinese and Japanese Characters

» O pIom mou 1 | [
» O Aryuenbaay Lydy NS
A O 299°0 O 10JU00 Yerh Qe
A O 0001 O 180105 ¥ WYY
A 0070 O yeods 09 by 4
» 0070 O 11S1A 0) gl ¥
A O 000'T O red WIOYINOS BT Ll
A 000'T O 1004 )80 g £
Y 000°T O Teox moN Addepy QA LD B Iy
A 000'T O oords yue[q [TER i
A 000°'T O juerd romod responu LB R/ 3| HEB
A 1990 O uosiod UROLISWY L (E L Y EE
A 00%°0 O UOTJOR JO 9SINOD JEL R )
\/ 000°T O OISNUI [RIISSB]D $BL 2o | EFgH
» O uoryeordimnu Yk Zhale
» O sowiry peq TN TN

< O todedsmou / smou i Lk fi) g
X €ee0 O eounoq / uosess Jurids €1 Fl i
» O 0001 O a3¥eq JO SYNSOI Ot o
» O 299°0 O UOTJONLI)STOD sy Bl
X 000°T O opedioy / s3uIssIp S A M.
» O 000°T O I9JUD Yeth M¥h

yuotssosse uewmy | swiuouss | fwes/rzuey | ostoaut owy ouo | Suruwof reorssep | Supueow ysySuy | osoueder | esoury) |

"JUONISSasse URWINY [eul © pue sired plom o1} Jo UISLIO 91} UO SUOIJRIIPUL YIIM UOIIXA] asourrdre—osouly)) [euy oy jo 3dieoxe Uy :9'g AIdV],






Chapter 3

Monolingual and Bilingual Term

Extraction for Re-tokenization in
SMT

Because Chinese and Japanese do not have typographic boundaries (words are not sep-
arated by white spaces) like English in their writing systems, word segmentation or
tokenization is used to break sentences down into individual words or tokens. Word
segmentation is normally treated as a preprocessing step for machine translation. This
allows us to obtain word-to-word or multi-word to multi-word translation relations in
SMT. In Chinese-Japanese technical machine translation, it is uneasy to control the
tokenization of multi-word technical terms. It may lead to erroneous isolated word-
to-word translation relations in an inappropriate order or position. Thus, we propose
to re-tokenize and group bilingual multi-word terms together to increase the transla-
tion probability of multi-word term to multi-word term translation. We propose to do
this without the use of any additional lexicon, bilingual terminology bank or additional

corpus.

This chapter!' focuses on the study of re-tokenization of parallel data with multi-word
terms for solving the problem of different segmentation constraints leading to different
levels of granularity in Chinese and in Japanese. We present an automatic method
to extract bilingual multi-word terms (or single-word to multi-word terms) from the
training parallel corpus to re-tokenize parallel corpora. We perform experiments with

an SMT system.

The structure of this chapter is as follows.

'Related to (Yang and Lepage, 2018), (Yang and Lepage, 2017), (Yang and Lepage, 2016), and (Yang
et al., 2016)

31
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e Section 3.1 introduces and identifies the problem of different segmentation between

Chinese and Japanese in technical parallel corpora. It also reviews related works.

e Section 3.2 describes the extraction of Chinese—Japanese bilingual multi-word
terms (multi-word to multi-word terms) using the C-value method and the sampling-
based alignment method, and how to use these terms in two different SMT proto-

cols.

e Section 3.3 presents how to further filter the extracted bilingual multi-word terms
to obtain better accuracy in translation correspondence. Especially it shows how
to extract single-word to multi-word terms to increase the number of bilingual
terms for re-tokenizing the training data, so as to obtain even better results in

translation accuracy.

e Finally, Section 3.4 summarizes this chapter.

3.1 Related Work

In (Wang et al., 2010b), a short unit transformation method for adapting Chinese word
segmentation for MT based on transfer rules is described. The rules are obtained from
alignment results and from a database constructed using additional lexica. In the re-
search by Li et al. (2012), they improved a Chinese-to-Japanese patent translation system
by using English as a pivot language for three different purposes: corpus enrichment,
sentence pivot translation and phrase pivot translation. In our work, we propose a way
to improve Chinese-to-Japanese phrase-based statistical machine translation (PB-SMT)
quality based on the re-tokenization of a bilingual patent corpus with extracted bilingual

aligned terms, without exploiting extra bilingual data, nor using a third language.

There exist previous work on extracting scientific or technical terms in different lan-
guages and different domains for applications like information retrieval, text catego-
rization and also for machine translation. As an important milestone in terminology
extraction, Frantzi et al. (2000) describe a combination of linguistic filtering and sta-
tistical measure, called C-value/NC-value, for the automatic extraction of multi-word
terms from English scientific or technical texts. As an application for estimating the
similarity of scientific papers, Milios et al. (2003) show how to extract English terms in
the computer science and the medical domains using the C-value/NC-value extraction
method. They make use of these terms to estimate the similarity of scientific papers
in a vector space model. Lossio-Ventura et al. (2013) extracted and ranked English
and French biomedical terms from free texts by using linguistic patterns, the C-value
and keyword extraction measures. They showed that an appropriate harmonic mean of
the C-value with keyword extraction measures offers better results in precision, either

for the extraction of single-word or multi-words terms. Hadni et al. (2014) extracted
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Arabic multi-word terms in the environment domain using a linguistic and a statis-
tical approach. They incorporated contextual information as an association measure
for unithood and termhood. From these previous works, we can see that the C-value
is commonly used as a domain-independent method for single-word or multi-word term
extraction. As for language independence, it was shown in (Mima and Ananiadou, 2001)
that the C-value/NC-value method is an efficient domain-independent multi-word term
extraction technique not only in English but in Japanese as well. In our work, we only
focus on multi-word term extraction using the C-value method, because our ultimate
gaol is that making use of these extract monolingual or bilingual multi-word terms in

re-tokenization of Chinese and Japanese technical corpora.

Some pieces of work recognize monolingual or bilingual terms by considering compound
words and their constituents. In (Nakagawa et al., 2004), they automatically extract
Chinese terms from Web pages based on compound word productivity. They basically
focus on how many words or characters adjoin the word or character under consideration
to form compound words. They also take into account the frequency of terms. In (Fan
et al., 2009), Chinese—Japanese multi-word terms are extracted by re-segmenting a Chi-
nese and Japanese bi-corpus and combining multi-word terms as one token (glue them
as one word) based on the extracted monolingual terms. The word alignments con-
taining terms are smoothed by computing the associations between pairs of bilingual
term candidates. They add the extracted bilingual terms to the phrase tables and com-
pare translation accuracy with a baseline system. Different from their work, we focus on
improving translation accuracy by re-tokenizing the training corpus with extracted bilin-
gual multi-word terms (that we align using no-space word separators), i.e., improving
technical translation quality by changing and balancing the granularity of the training

data in Chinese and Japanese based on bilingual multi-word terms.

In (Mima et al., 1998), English—-Japanese multi-word terms are recognized by the C-value
method and by an example-based approach. In the example-based framework, trans-
lation example pairs describe the correspondence between source language expressions
and target language expressions. They compute the semantic distance of the transla-
tion of terms extracted from a corpus in one language by C-value and terms extracted
from another language using the same method. For translation of terms, they adopt
the Transfer-Driven Machine Translation (TDMT) (Furuse and Iida, 1996) mechanism.
In TDMT, source and target language expressions are expressed by patterns at various
linguistic levels, which efficiently represent meaningful units for linguistic analysis and

transfer.

In this chapter, we similarly consider monolingual multi-word terms, extracted from a
Chinese and Japanese corpus using the C-value method as one token for processing.
Different from the example-based approach used in (Mima et al., 1998), we then use
the sampling-based alignment method (Lardilleux and Lepage, 2009) to align multi-
word terms. We filter the aligned bilingual candidate terms by setting thresholds on
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translation probabilities and further filtering by taking the component of the terms and

the ratio of the lengths in words between bilingual candidate terms into consideration.

Additionally, we use free available simplified—traditional character conversion data and a
freely available hanzi—kanji conversion table between Chinese and Japanese characters to
confirm or extract more promising bilingual multi-word terms. Because in the Chinese
and Japanese writing systems, there exists a large amount of characters which share the
same meaning, they can be considered as a linguistic clue to align words or multi-word
expressions. Many studies have exploited common Chinese and Japanese characters.
In (Goh et al., 2005), they build a Japanese-Simplified Chinese dictionary consisting
of kanjis which are identical to traditional Chinese and associate the simplified Chinese
character to it. In (Tan and Nagao, 1995), they use the occurrence of identical common
Chinese characters in Chinese—-Japanese in the sentence alignment task. In (Chu et al.,
2012) and (Chu et al., 2013a), they construct a mapping table of Japanese, traditional
Chinese and simplified Chinese using several freely available resources. In their work,
they make use of the mapping table for adjusting Chinese segmentation results according
to Japanese segmentation based on characters shared between Chinese and Japanese.
In our work, we focus on terms and patent translation. We change and adjust the
segmentation for terms in Chinese and Japanese at the same time (not only for Chinese)
for improving SMT. We do not only consider the segmentation for the terms which made
up of hanzi/kanji, but also take the terms which made up of katakana in Japanese into

consideration.

In this chapter, we adopt the C-value method with its linguistic and statistical com-
ponents to extract monolingual multi-word terms in Chinese and Japanese indepen-
dently from a training corpus used to build a machine translation system. We first re-
tokenize the Chinese-Japanese training corpus with these extracted monolingual multi-
word terms to enforce these terms to be considered as one token (aligned with non-
space separators). We then apply an alignment technique, the sampling-based alignment
method (Lardilleux and Lepage, 2009), on this re-tokenized Chinese—Japanese training
corpus to extract aligned candidate terms. The best aligned candidate terms (filtered
bilingual multi-word terms) are finally kept by setting thresholds on translation proba-
bilities (Chapter 3.2).

We perform SMT experiments using the Chinese-Japanese experimental data re-tokenized

again using the filtered bilingual multi-word terms.

In a first experimental protocol, we re-tokenize the training, tuning and test data with
the filtered bilingual multi-word terms before building an SMT system. The corpus used
for learning the language model (LM) is the target language part of the re-tokenized

training corpus.

In a second experimental protocol, we only re-tokenize the training corpus with the

filtered bilingual multi-word terms. In the phrase tables, we segment these multi-word
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terms into words back before performing tuning and decoding. Another difference with
the first experimental protocol is that the corpus for learning the language model is the

original unchanged target language part of the training corpus.

We compare the two above different translation systems with a baseline system. We ob-
tain a significant improvement in translation accuracy as evaluated by BLEU (Papineni

et al., 2002) with the second experimental protocol.

We further filter the extracted bilingual multi-word terms by considering the components
of the bilingual multi-word terms in characters as well as the ratio of their lengths in
words (Chapter 3.3.1). We make use of kanji (Japanese)-hanzi (Chinese) character
conversion to confirm and extract more promising bilingual terms (Chapter 3.3.1). We
then consider the case in bilingual term extraction that some terms are single-word
terms in one language but multi-word terms in another language (Chapter 3.3.4). Our
pre-processing on terms has the effect of solving the problem of different segmentation

conventions across languages.

Figure 3.1 gives examples of Chinese—Japanese patent sentences which are tokenized at
different levels of granularity based on different segmentation tools. For instance, the
multi-word term fHFH /4 ‘tantalum anode body’ in Chinese is in translation relation
with the multi-word % > % )L /FZ#i/ ;R 7 1 in Japanese, but actually, there is not any
correspondence in word-to-word alignments (Case 1). Similar examples are 78 /FREH
% ‘isocyanate group’ in Chinese and 4/ > 7 % — b /3% in Japanese, or HU 4%/ &
‘radiation dose’ in Chinese and J{&f / & in Japanese. Another case is that some terms
are single-word terms in one language but multi-word terms in another language. For
instance, the single-word term i/ ‘emphysema’ in Chinese and the multi-word term
fiti /52l in Japanese, ¥l 2% ‘controller’ in Chinese and 2> /@ — J in Japanese,
or fft% ‘oxygen deficiency’ in Chinese and f§##://K.Z in Japanese. Actually, this also
can be divided into two cases (Case 2 and Case 3): the first case (Case 2) is when the
single-word to multi-word terms are made up of hanzi/kanji and they share all characters
after kanji-hanzi conversion; the second case (Case 3) is when the single-word to multi-
word terms have no shared (or partial shared) characters after kanji-hanzi conversion,
even if they are made up of hanzi/kanji. For keeping the direct and exact translations
between Chinese and Japanese terms, we intend to re-tokenize Chinese—Japanese parallel
sentences around the bilingual multi-word terms. We intend to solve the segmentation

problem of these three cases in the following sections.
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e Case 3: EHilgs & a2

Chinese

Japanese

Meaning

Chinese
Japanese

Meaning

Chinese

Japanese

Meaning

Chinese
Japanese

Meaning

Chinese
Japanese

Meaning

Chinese
Japanese

Meaning

Fi S i SR
a—3

R < L 7o kE

AW & B W)

BRE o HFo K2

2| RV B | e e
BN B INE T = TV AR

‘Normally the tantalum anode body is sintered.’

Wi - /52/-/58 /40T / S /7 B 2R e | B3 /30 -

Ny F 52/~ [58)1%). [ ET2). JEM/IZ/ KT/ 7&@//30/;:/1%3@/3/115/0

‘Patches 52-58 are also connected to the system controller 30 by wires.’

T/ /R 2R, B [ EFRE

/AR -

BAL/0 |/ ORI 12/ /551> /T UL /i /12 //iﬂ/ £/ /AL T B

1¢ oxide semiconductor layer becomes an oxygen-deficient type after the first heat treatment, namely,
the resistivity becomes lower.’

Ve AN a2 VI LYk Y

/R B K5 | R RRRRE R, /R R -
SHR/E)RIE) A T A= b RIS/ T B2 [T | LT R
510/ THB/.

‘This is because of the reaction between water and isocyanate groups for forming urea bonds.’

18K/ H /8 ) U /& )N BIE /RO T, /R I, KT /RN B /P8R 110/ -
W1/ L 7=/ 1RO AL | s /BRI /K /T B /i /13 /TS /NT/ AT v T 110/ /i .

‘In the case where the radiation dose detected is less than the threshold, it is considered as
the negative judgment, then go to step 110.’

W/, /A S/ 5|/, JRERS /R b /AT T | Bl S /E‘J/‘ E1g /2l ‘/E‘J/i%/o

> T/ /)| Tt/ WAE] 0t/ /| Wi/ SN |12/ B | /30T |/ o bR % e B <
/& /[ TES/.

‘Thus, in this embodiment, the support on the image diagnosis of emphysema can be performed efficiently.’

FIGURE 3.1: Examples of segmentation in Chinese-Japanese patents. Technical terms

in different languages are tokenized at different levels of granularity. The segmentation

tools used here are the Stanford parser for Chinese and Juman for Japanese. The words
given in the box are multi-word terms or single-word terms in Chinese or Japanese.



Chapter 3 Monolingual and Bilingual Term Extraction for Re-tokenization in SMT 37

3.2 Bilingual Multi-Word Term Extraction for Different
SMT Protocols

This section describes our proposed method that uses the C-value method (Frantzi et al.,
2000) combined with the sampling-based alignment method (Lardilleux and Lepage,
2009) for the extraction of Chinese-Japanese bilingual multi-word terms and how to use

these terms in different SMT protocols.

3.2.1 C-value based Monolingual Multi-Word Term Extraction

The C-value is a commonly used automatic domain-independent method for multi-word
term extraction. This method has two main parts: a linguistic part and a statistical
part. The linguistic part constrains the type of terms extracted relying on part-of-speech
tagging, linguistic filters, stopword list, etc. The statistical part provides a termhood
measure called C-value. The larger this value, the higher the probability for an extracted
candidate term to actually be a term. The advantage of the C-value method is that it can
compute multi-word terms made up of complex structures even when these structures
have a low frequency. In our experiments, we monolingually extract multi-word terms
which contain a sequence of nouns or adjectives followed by a noun in both Chinese and

Japanese.

This linguistic pattern can be written as follows using a regular expression?:

( Adjective | Noun )* Noun

The statistical component, the measure of termhood, called the C-value, is given by the

following formula:

logy |al X f(a) if a is not nested,

logy |a| x (f(a) — |T1a| >ver, S (b)) otherwise (3-1)

C-value(a) =

where a is the candidate string. |a| is the length of a. f(a) is its frequency of occurrence
in the corpus. 7, is the set of extracted candidate terms that contain a. |T,| is the

number of these candidate terms.

In our experiments, we follow the basic steps of the C-value approach to extract mono-
lingual multi-word terms from the monolingual part of the existing Chinese—Japanese
training corpus. Firstly, we tag each word in the Chinese and the Japanese corpus
respectively; then, we compute and extract multi-word terms based on the linguistic

pattern and the formula given above for each language. The stopword list is used to

2Pattern for Chinese: (JJ|NN)+ NN, pattern for Japanese: (5%l | %)™ &l JJ and ‘&
i’ are codes for adjectives, ‘NN’ and ‘% &’ are codes for nouns in the Chinese and the Japanese taggers
that we use.
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avoid extracting infelicitous sequences of words. Our stopword list consists of 240 func-

tion words (including numbers, letters, punctuations etc.)

Then, we re-tokenize the training corpus with these extracted monolingual multi-word
terms by enforcing these terms to be considered as one token. Technically, we just
replace each space inside a multi-word term by a non-space word separator, so that each
multi-word term is considered as one token. In the figures and tables of this document,

the non-space word separator is notes by . .

The segmenter and part-of-speech tagger that we use are the Stanford parser® for Chi-
nese and Juman?® for Japanese. Figure 3.2 shows examples of Chinese and Japanese
monolingual multi-word term candidates extracted based on this approach. In some
cases (Case A), we may obtain the same number of multi-word terms in Chinese and
Japanese respectively; in some other cases (Case B), we obtain different numbers of
multi-word terms in the two languages; we also may extract a certain number of multi-
word terms in one language, but fail to extract any term in the other language (Case C).
Figure 3.3 shows examples of re-tokenized Chinese—Japanese sentences with monolingual

multi-word terms in Chinese and Japanese respectively, as extracted by this approach.

3.2.2 Sampling-based Bilingual Multi-Word Term Extraction

Bilingual multi-word terms are multi-word term to multi-word term alignments, i.e., we
only want to extract corresponding terms which are multi-word terms at the same time
in both languages. We extract them by performing word-to-word, or, better said, token-
to-token alignment on the Chinese—Japanese training corpus re-tokenized as described in
the previous section (see Figure 3.3). For that, we use the open source implementation

of the sampling-based alignment method, Anymalign (Lardilleux and Lepage, 2009)°.

We filter these aligned multi-word candidate terms by setting some threshold P on each
of the direct and inverse translation probabilities (0 < P < 1). The translation prob-
abilities P(t|s) and P(t|s) are computed as prior probabilities from the co-occurrence

frequencies consistent with the word alignment in the translation table:

P(zh, ja) _ C(ja <> zh)
P(zh) C(zh)

P(jalzh) = (3.2)

P(zhlja) = ggfj)h) - C(?(;)j“) (3.3)

*http://nlp.stanford.edu/software/segmenter.shtml

‘http://nlp.ist.i.kyoto-u.ac.jp/index.php? JUMAN

®Anymalign (https://anymalign.limsi.fr) is a phrase-to-phrase alignment tool, but the use of
option -N 1 limits its functionality to word-to-word alignment. Technically, we identify the multi-word
term to multi-word term alignments by spotting the non-space word separators inserted inside multi-
word terms in place of spaces.
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MR Wk RRE
‘diamond-like
Chinese Einn 21s0p FEive Fermevy BB BN BRinn R BN ipec B carbon’
filnn BLPH NN Hipee BFnn o spu ek HRE
‘contact
resistance’
Case A P B K
i
Japanese e 21 s 1L man < /:mﬁfﬁ/aﬁ HF wm K eam B zm O i dwg;c;rgi’hke
1l ea bl 2m T ma KT a7 7 jam T B a0 i . N
T e
‘contact
Meani ‘Figure 21 shows the graph for the contact resistance of the resistance
eaning | .
diamond-like carbon.’
WAk FLBE
T WA s B Nn Tiop Biome Birop Ui gpu 2 [Eiap 4 | ‘gate resistance’
Chinese é%:vv ji=e. 12:cp Hise Z'J’fﬁ:vv J4PU NP 955,05 Bmec B il B
filt:nn AR eNN Gicp o iU ‘contact
electrode’
7=~ ikt
Case B ‘gate resistance’
47— b sra WIea T Oma WG a0 Cma T8/ oa B Mgy
Japanese | % ea B am 12/m% Dma Ty F 2 Zem e N /wes | “dielectric film’
ok I T AT pea Fppew D AT TS jem BEhye | 229 2~ B
@ 615 D3ma PR ma A F ja AU mmese \N B pese o /17 i
‘contact
. . L . . electrode’
Meaning A layer dielectric film 12 is etched at both ends of the gate
resistor 7, the contact electrode 6 of tungsten is embedded.’
%;P Z’:EuP Hﬁﬁécl\‘l\‘ éﬂé,u\;vv E/‘JuDEC m %uvv Efj)]%‘tl\‘l\‘ ﬂi%uvv (HO mono-terms
Chinese | Fiwrc B [A] B W Esvv Nive K&sap Hiop ﬁj\)‘éEF:M Hipec extracted in
HTHB%\:NN JPU ﬁ%@]:vv ?Eﬁj\:u E"]nDEG g?:f%:mx‘ o #PU Chinese)
Mo M LA
Case C C D i T i WERE s 1w < oo e RO 2 AELARR 2 ‘bral.n‘tm,nor
Japanese | @ O wa PTE za 12 ma 5T omar 13 /ma 5w ) e FEFL e ,Atlflsue(/t
0 Cmi T maa MR e D Smm O NIz e o T/T,"k R
‘satisfactory
. . . . results’
In the measurement of brain tumor tissue, the satisfactory
Meaning | results are obtained while the scheduled time is set as about
5 minutes.’

FI1GURE 3.2: Examples of different cases of Chinese and Japanese monolingual multi-
word terms extracted using the C-value and the linguistic pattern: ( Adjective |
Noun )* Noun. See Footnote 2 for POS codes.

In the equations, C'(x) denotes the number of occurences of the word or phrase x in the
monolingual re-tokenized part of the training corpus, and C(x <> y) is the number of

co-occurrences of x and y in the re-tokenized parallel training corpus.

Table 3.1 shows examples from the results of bilingual multi-word term extraction.

3.2.3 Using Bilingual Multi-Word Terms in SMT

We propose two protocols to use these extracted bilingual multi-word terms in SMT

experiments. We compare these two protocols with a standard baseline system.
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L R O S R
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ncT ws o,

YoE moE AR M oWl s O M E L
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HORA 5 S B KR | < x5 4 B OE T \+ﬁ}r;uﬁu%\
BE 7T©h OB R B osnes .

FIGURE 3.3: Examples of Chinese (left) and Japanese (right) sentences re-tokenized

using the extracted monolingual multi-word terms. The boxes in plain line show the

monolingual multi-word terms which correspond across languages. The boxes in dashed

line show the monolingual multi-word terms which are re-tokenized in their language
only.

TABLE 3.1: Examples of bilingual multi-word terms extracted and then filtered by our
method: firstly, pairs with only one word on any side are rejected (non-space word
separator: . ), then pairs of multi-word terms where one of the translation probabil-
ities is below the threshold (0.6 here) are rejected. The but last column indicates the
bilingual multi-word term pairs which are kept. The last column shows which extracted
multi-word term pairs were considered correct or not by manual inspection.

Chinese Japanese Meaning P(t|s) P(s|t) ‘ Kept Good
match

TR T L T R P 25 B i ‘diamond-like carbon’ | 1.000  1.000 yes yes
Fefi o ETH Ffil o #5 ‘contact resistance’ 0.920 0.973 yes yes
MR o FLRE = i ‘grid resistance’ 1.000  1.000 yes yes
B AR = A NIy i ‘contact electrode’ 0.946  0.972 yes yes
A7 W 1 ‘nucleic acid’ 0.974  0.956 no yes
iR Tl 4K ‘electrode plate’ 0.992  1.000 no yes
El_l fﬁx_l =0 ‘waste heat’ 0.844  0.241 no yes
A T)'L L B ‘variable-speed motor’ | 1.000  0.006 no yes
RO R ER L Fy 7oL~ - 1.000  1.000 yes no
?Tﬂu E‘Qﬂ%
B RSSEs T F AT - 1.000 1.000 yes no

Tia V) T

Ny T b —

=N
Wk B FiC o K - 0.862 0.982 | yes no

The first protocol (System re-tok-all) is as follows. We train the translation model on
the training corpus re-tokenized with the best bilingual multi-word terms. The language
model is learnt on the target part of the re-tokenized training corpus. The tuning and
test sets used are also re-tokenized with the same bilingual multi-word terms as used for

re-tokenizing the training data.

The second protocol (System re-tok-train-only) is as follows. We also train the transla-

tion model only on the training corpus re-tokenized with the best bilingual multi-word



Chapter 3 Monolingual and Bilingual Term Extraction for Re-tokenization in SMT 41

terms. But the language model is learnt based on the original, un-re-tokenized, target
language part of the training corpus. For consistency, we remove the non-space word

separators from the phrase tables before performing tuning and decoding.

3.2.4 Experiments and Results
3.2.4.1 Chinese and Japanese Data Used

In this section, we describe the results for the monolingual and the bilingual multi-word
term extraction from the training data. We give the technical settings and describe the
tools used for the baseline SMT system and in the two other protocols. We also give

the results of the evaluation of the systems and compare them.

The Chinese—Japanese parallel sentences used in our experiments are randomly extracted
from the Chinese-Japanese JPO Patent Corpus (JPC)S. This corpus consists of about
1 million parallel sentences with four sections (Chemistry, Electricity, Mechanical engi-
neering, and Physics). It is already divided into training, tuning and test sets: 1 million
sentences, 4,000 sentences and 2,000 sentences respectively. For our experiments, we
randomly extract 100,000 parallel sentences from the training part, 500 parallel sen-
tences from the tuning part, and 1,000 from the test part. The sentences have a length
of approximately 23 words in Chinese and 30 words in Japanese. Table 3.2 shows basic

statistics on our data sets.

TABLE 3.2: Statistics on our experimental data sets (after tokenizing and lowercasing).
Here ‘mean + std.dev.” gives the average length of the sentences in words.

‘ ‘ Baseline ‘ Chinese ‘ Japanese
sentences 100,000 100,000

train | words 2,314,922 2,975,479
length in words (avg. =+ std.dev.) | 23.29 £ 11.69 | 29.93 + 13.94
sentences 500 500

tune | words 14,251 17,904
length in words (avg. =+ std.dev.) | 28.61 £ 21.88 | 35.94 + 25.07
sentences 1,000 1,000

test words 27,267 34,292
length in words (avg. =+ std.dev.) | 27.34 £+ 15.59 | 34.38 + 18.78

3.2.4.2 Monolingual and Bilingual Multi-Word Term Extraction

We apply the method described in Section 3.2.1 to independently extract monolin-
gual multi-word terms from the 100,000 sentences of the training data of our Chinese—

Japanese parallel corpus. We independently obtain 81,618 multi-word terms in Chinese

Shttp://lotus.kuee.kyoto-u.ac.jp/WAT/patent/index.html
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and 93,105 in Japanese. We manually checked the precision of the extracted monolin-
gual multi-word terms for Chinese and Japanese by sampling 1,000 monolingual terms.
The precision was 95% in both languages. The extracted monolingual multi-word terms
were ranked by decreasing order of C-values. For keeping the balance between mono-
lingual term extraction in different languages, we re-tokenize the training corpus with
the same number of Chinese and Japanese monolingual multi-word terms respectively.
These terms are the first 80,000 monolingual multi-word terms with the highest C-values

in each language.

We then extract bilingual multi-word terms from the Chinese-Japanese training cor-
pus re-tokenized using these 80,000 monolingual multi-word terms, by following the
method described in Section 3.2.2. We measured the number of bilingual multi-word
terms extracted from the re-tokenized training corpus of 100,000 sentence pairs by the
sampling-based alignment method which meet the constraint of having both translation
probabilities above a given threshold. The second column in Table 3.3 shows this num-
ber when the threshold varies”. In addition, we manually checked the correspondence
between these bilingual multi-word terms. The percentage of good matches was roughly

estimated to be over 70 % when the threshold becomes greater than 0.4.

TABLE 3.3:  Results of bilingual multi-word extraction and evaluation results for

Chinese-to-Japanese translation with the two proposed protocols (Systems re-tok-all

and re-tok-train-only) for different thresholds on the translation probabilities. The

score of the baseline is given on line 4. The best BLEU score obtained (33.32) is for the

System re-tok-train-only with a threshold of 0.6 (boldfaced score). BLEU scores marked

with * are significantly better than the score of the Baseline system at p-value < 0.01,
except for threshold > 0.4 at p-value < 0.05.

f of bilingual multi-word BLEU
BLEU
Thresholds terms (System re-tok-all) (System
(filtered by thresholds) Y re-tok-train-only)
> 0.0 52,785 (35 %) 32.08+1.07 32.44+1.07
>0.1 31,795 (52 %) 31.88+1.10 32.23+1.18
> 0.2 27,916 (58 %) 32.42+1.14 32.00+1.16
| Baseline | - 32.3541.15 32.35+1.15
> 0.3 25,404 (63 %) 31.85+1.08 33.08+1.12"
>04 23,515 (72 %) 31.45+1.13 32.77+£1.15"
> 0.5 21,846 (76 %) 32.114+1.12 33.0241.14"
> 0.6 20,248 (78 %) 32.68+1.13 33.32+1.15"
> 0.7 18,759 (79 %) 32.61+£1.12 32.85+1.19"
> 0.8 17,311 (79 %) 32.34+1.15 33.254+1.06"
>0.9 15,464 (80 %) 32.16+1.11 33.20+1.15"

"We tried to extract bilingual multi-word terms using GIZA++. We obtained two times less multi-
word to multi-word alignments (23,085 without any filtering) compared with the sampling-based align-
ment method (52,785, P > 0.0 without any filtering). The sampling-based alignment method is more
efficient than GIZA++-.



Chapter 3 Monolingual and Bilingual Term Extraction for Re-tokenization in SMT 43

3.2.4.3 SMT Systems

e Baseline: no re-tokenization

We train a standard baseline system using the GIZA++/MOSES pipeline (Koehn et al.,
2007). We train the Chinese-to-Japanese translation model with the training parallel
corpus described in Table 3.2. The monolingual part in the target language (Japanese)
is used to learn a language model using KenLM (Heafield, 2011) in word-based 5-grams.
The development data with 500 parallel sentences is used for tuning by minimum error
rate training (MERT) (Och, 2003). For decoding, we use the default options of Moses,

the distortion limit is set to 20.
e System re-tok-all: re-tokenization of all the data

Different from the baseline SMT system, here we make use of bilingual multi-word terms.
We re-tokenize the training, tuning and test data with the bilingual multi-word terms
by enforcing them to be considered as one token. Each multi-word term is re-tokenized

with non-space word separators.

The bilingual multi-word terms used for re-tokenizing the training data are all the
bilingual terms extracted with both translation probabilities above a given threshold.
The tuning data is re-tokenized with the bilingual multi-word terms used during re-
tokenization of the training data. The test data in Chinese is re-tokenized with the
monolingual part of the bilingual multi-word terms used during re-tokenization of the
training and tuning data. The data for learning the language model is the target lan-
guage (Japanese) part of the re-tokenized training data. Of course, we remove the

non-space word separators after decoding before the evaluation process.

Table 3.3 (column 3) shows the evaluation results for our Chinese-to-Japanese SMT in
BLEU scores (Papineni et al., 2002). We did not obtain significant difference in BLEU
in comparison with the baseline system, except for BLEU scores which are significant
lower than those of the baseline system when the thresholds are P > 0.1 and P > 0.4.

e System re-tok-train-only: retokenization of the training data for translation models

only

Because re-tokenization of all of the data did not lead to improvement, we decide to
only re-tokenize the Chinese—Japanese training parallel corpus. We train the Chinese—
Japanese translation models, i.e., the phrase tables using this re-tokenized data. We
remove the non-space word separators from the phrase tables, and then train further
models, and perform tuning and decoding. The data for tuning, for learning the language

model, as well as the test data, are the same as in the baseline system.

Table 3.3 (column 4) shows the evaluation of the results of Chinese-to-Japanese transla-

tion in BLEU scores based on the procedure for this system. Compared with the baseline
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system and the System re-tok-all, we obtained significantly better results in BLEU scores
for thresholds equal to or greater than 0.3, while the scores for lower thresholds are sim-
ilar to and not significantly different from the score of the baseline system. This shows
that this protocol at least does not hurt and may be beneficial when applied with any
value for the threshold.

3.2.5 Analysis of the Results and Discussion

We further compare the best system: System re-tok-train-only (threshold of 0.6), with
the baseline system and the system: System re-tok-all (also P > 0.6).

An inspection of the BLEU scores obtained during tuning for the System re-tok-train-
only and for the System re-tok-all reveals that the former ones are all higher than the
scores of the latter ones at each step of the tuning (Table 3.4). This proves that the
second protocol is immediately profitable for improvement of BLEU scores. Figure 3.4

gives examples of translation results for one sentence from the tuning set.

We conducted manual inspection of the Chinese N-grams x Japanese M-grams dis-
tribution in the reduced phrase table, i.e., the phrase table which contains only those
potentially useful phrase pairs for the translation of the test set. Table 3.5 and Table 3.6
show that the total number of potentially useful phrase pairs with the re-tokenized train-
ing corpus is larger than that in the baseline system. This simply shows that multi-word
terms extracted from the training set are potentially useful for the translation of the test

set, which was precisely the goal of our work on extracting bilingual multi-word terms.

TABLE 3.4: Comparison of BLEU scores in tuning for Systems re-tokenize all data and
System re-tokenize training only (P > 0.6).

‘ ‘ System re-tokenize all data ‘ System re-tokenize training only ‘

runl.moses.ini not-estimated not-estimated

run2.moses.ini 34.0215 35.1813
run3d.moses.ini 33.9925 34.9997
run4.moses.ini 34.5491 35.8575
runb.moses.ini 34.6492 35.7729
run6.moses.ini 34.4521 35.8732
run7.moses.ini 34.7065 36.1072
run8.moses.ini 35.1249 36.2294
run9.moses.ini 35.2961 36.4267
runl(0.moses.ini 35.1621 36.4747
runll.moses.ini 35.3492 36.4911
runl2.moses.ini 35.3836 -

3.2.6 Summary

In this section, we proposed an approach to improve translation accuracy in statistical

machine translation of Chinese-Japanese patents by re-tokenizing the parallel training
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System BLEU Translation results (Japanese) Reference (Japanese)
(in tuning)

Frm . CoMEICREZT. | E2. 2o MR R2T.
F7(b)lcRT &kIlc. THO |7 (b)ICRT kIl T
HE I NI EREME 2 | oL - T T o &R
49.11 ﬁ'é S kY . BRIAM | U EFRE LT HE . (B
DEWVWL—=Y o T7oTFFICH | Vo EWL =Y 7T+ h
B LrrHEEL -5 L =YL HXHbf. wWE T—Y & (80
TF. CHws 2 TES,
gl Zo #EIc 2T if: 2o RIS X2 T
H7(b)IcRT oI, To | H7(b)ICRT XIIC. TH
FE I N BN 2 0 | L—FY 75+ o (BRI %
System re-tok-all 51.38 T2 X kY . {»Ef‘ﬁ JIlE {37 ﬂn‘: LT B&E . (80 HMT o
DENL—=F TOTFIC HXH BW Ll =Y 727+ G L
L =9 L—%7 K_Lf#T Yy % (% Mic B
+ ., W3 Zr 3 TES ., (CellA)
oo 2o M Ic 27T
H7(b)IZRT I . TH
HEINTL—Y /—r+07
Baseline 54.73 (B9 A Y = (9%t Ic . E same as Cell A
f‘ﬁllﬁf\r mﬁm L—%7 /%+
W& & n- g 7—% Thb

System re-tok-all
(non-space word
separators . kept
even in evaluation)

R

g

~

1

if: C 2o M IS 2T
.7( YIC R KDl . TH
TZEL—F 7T+ o (8% E
55.70 i % LT . kA o same as Cell A
BWwWl =Y 7 FF+IC sﬁ'ﬁﬂ']
I IXfF & iz @ 79 ¢
5 .

System
re-tok-train-only

FIGURE 3.4: Examples of translation results in the last iteration of the tuning. A
higher BLEU score (55.70) is obtained by the System re-tok-train-only in comparison
with the System re-tok-all (49.11). An obvious reason for this is that we aligned multi-
word terms with non-space word separators (. ) which are thus considered as one token,
hence the computation of BLEU mechanically leads to lower scores. When removing
the non-space word separators, we mechanically obtain a higher BLEU score (51.38),
but still lower than the BLEU score obtained by the System re-tok-train-only and the
baseline system. Here, P > 0.6.

corpus with bilingual multi-word terms. We did not use any other additional corpus or
terminological lexicon. We extracted monolingual multi-word terms from the monolin-
gual parts of the Chinese-Japanese training corpus independently by using a simple lin-
guistic pattern and the C-value score. We considered each monolingual multi-word term
as one token. We re-tokenized the training corpus with these monolingual multi-word
terms and performed a token-to-token alignment. Bilingual multi-word terms were ex-
tracted among the corresponding monolingual multi-word terms obtained by alignment.
We also set a threshold on translation probabilities in both directions. An investigation
of the results of our experiments indicate that the bilingual multi-word terms extracted
have over 70 % precision (good match) for threshold values over 0.4. We obtained the
highest percentage with 80% with a threshold of 0.9.

We proposed two experimental protocols for using the extracted bilingual multi-word

terms in SMT experiments. The first protocol re-tokenized all of the data with the
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TABLE 3.5: Distribution of the reduced phrase table (System re-tok-train-only) of a

C-value/sampling-based alignment term extraction method based on GIZA++/Moses

2.1.1. The bold face numbers showing the increased N (Chinese) x M (Japanese)-grams

(less than 4-grams) in the reduced phrase table, and the total number of N (Chinese)
x M (Japanese)-grams, which increased in comparison with the baseline system.

Target = Japanese

l-gram 2-gram 3-gram 4-gram 5-gram 6-gram 7-gram 8-gram 9-gram total

l-gram | 29986 86874 79132 49514 27936 14843 7767 149 15 296218

¢ 2-gram | 14201 39342 42833 27865 15746 8292 4293 103 14 152690
_§ 3-gram 1492 3997 7985 7244 4627 2528 1290 65 3 29231
{3* 4-gram 186 434 1106 2099 1896 1310 691 23 0 7745
Il 5-gram 27 49 163 388 659 556 392 12 0 2246
g 6-gram 2 6 14 60 114 180 170 10 1 557
£ T-gram 0 0 4 4 22 48 72 6 1 157
9 8 gram 0 0 0 0 0 0 0 1 0 1
9-gram 0 0 0 0 0 0 0 0 1 1
total | 45894 130702 131237 87174 51000 27757 14675 369 35 488846

TABLE 3.6: Distribution of the reduced phrase table of the baseline system based on
GIZA++/Moses 2.1.1.

Target = Japanese
l-gram 2-gram J3-gram 4-gram 5-gram 6-gram 7-gram 8-gram 9-gram total
l-gram | 32320 84308 71713 42518 22831 11726 6035 0 0 271451
¢ 2-gram | 13570 39534 41775 25628 13703 6922 3518 0 0 144650
_% 3-gram 1384 3906 8067 7117 4276 2238 1093 0 0 28081
5 4-gram 163 413 1124 2124 1853 1248 614 0 0 7539
|| 5-gram 27 50 154 386 658 562 360 0 0 2197
§ 6-gram 6 9 13 59 116 181 164 0 0 548
g T-gram 1 1 3 5 20 50 73 0 0 153
A §-gram 0 0 0 0 0 0 0 0 0 0
9-gram 0 0 0 0 0 0 0 0 0 0
total | 47471 128221 122849 77837 43457 22927 11857 0 0 454619

bilingual multi-word terms. The second protocol only re-tokenized the training data
to produce the phrase tables of the SMT system. The first protocol did not lead to
improvements in translation accuracy compared with the baseline system. The second
protocol led to statistically significant improvements for thresholds equal to or greater
than 0.3.

In this section, for bilingual term extraction, we considered only the case (Case 1 in
page 35) where multi-word terms can be found in both languages at the same time
so that they can be aligned, e.g., (Chinese) ff# .. FLFH / (Japanese) 7" — k . ¥kt
‘orid resistance’ or (Chinese) i it B, ZHE / (Japanese) iFHE L B25 . By B
‘diamond-like carbon’. One can interpret our work as a way to change the granularity of

multi-word terms and enforce a different segmentation in the case of such aligned terms.
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Manual inspection of the data allowed us to spot the fact that, for Chinese and Japanese,
many cases of bilingual terms are single-word terms in one language but multi-word
terms in another language. These cases are mainly due to different segmentation results

in Chinese and Japanese. There are three cases of these kind of bilingual terms:

o the first case (Case 2 in page 35) is when these bilingual terms share common hanzi
and kanji after kanji-hanzi conversion. E.g., (Chinese) t#X / (Japanese) i #X
‘electrode plate’ or (Chinese)EHAE / (Japanese) J#& . M ‘cancer cell’;

e the second case (Case 3 in page 35) is when only one side is recognized as multi-
word term, but the Japanese part is made up of katakana or a combination of kanji
and katakana, e.g., (Chinese) Tk KE / (Japanese) 7 —R> ., + ) F=2—7
‘carbon nano tube’, or (Chinese) 1525, %5/ (Japanese) 1> ’Y— % ‘inverter’ or
still (Chinese) ZFRZHE / (Japanese) BEf . = F L ‘ethyl acetate’;

e the third case (Case 3 in page 35) is when a single-word corresponds to a multi-word
term made up of hanzi/kanji not shared (without any corresponding character) or
partial shared, e.g., (Chinese) fl% / (Japanese) ¢ . K Z ‘oxygen deficit’ or
(Chinese) HEiHEE / (Japanese) ffi s Hif “feed oil passage’.

In the following section, we intend to leverage previous results on bilingual term ex-
traction to address these cases and make use of kanji-hanzi conversion to improve the

extraction of bilingual terms. We expect further improvements in translation results.

3.3 Expending Bilingual Terms by Single-Word to Multi-

Word Term Extraction

This section describes the work on expending extraction of bilingual terms by con-
sidering alignments of single-word to multi-word terms. We use kanji-hanzi conversion
combined with the further filtering results based on the results obtained by the sampling-
based alignment method. We also try to ignore the constraints on the components of
terms (make up of hanzi/kanji). We just focus on single-word to multi-word term ex-
traction. We present evaluation results for SMT experiments based only on the second

experimental protocol (System re-tok-train-only) described in Section 3.2.3.

3.3.1 Kanji-Hanzi Conversion based Method

Table 3.7 shows some bilingual multi-word terms that we extracted by setting a threshold
P of 0.6 based on the method proposed in Section 3.2.2. It is possible that some incorrect

alignments are extracted. Such examples appear on the last three lines in this table.



48 Chapter 3 Monolingual and Bilingual Term Extraction for Re-tokenization in SM'T

TABLE 3.7: Extraction of bilingual aligned multi-word terms in both languages at the

same time by setting a threshold of 0.6. Yes and no in the but last column show the

multi-word term (either on both sides or on one side only) alignments that are kept or

excluded. Yes and no in the last column show whether the extracted (or not extracted)
term pairs are correct or incorrect alignments by manual check.

Chinese ‘ Japanese Meaning ‘ P(t]s) | P(s|t) ‘ Kept ‘ Good
match
I RE 7L a— A TR ‘glucose concentration’ 0.962 | 0.891 yes yes
T IEH L JKP | TEE L B L UL | ‘normal blood glucose level’ | 1.000 | 1.000 yes yes
JCME L JRIEE Ol A ‘cardiac cycle’ 1.000 | 1.000 yes yes
eAE B Do PG 1A ‘systole’ 1.000 | 0.833 yes yes
i B hogE R ‘cooking’ 1.000 | 0.815 yes yes
g HAL W AR o AR ‘fat composition’ 1.000 | 1.000 yes yes
Ag b _ BREE HERA L B = A5 L | “fatty acid ester’ 1.000 | 0.983 yes yes
TEY A TEW AR ‘vegetable oil and fat’ 1.000 | 1.000 yes yes
BEIR I FETR O ‘diabetes’ 1.000 | 0.667 no yes
firii o fitiyeg ‘lung cancer’ 1.000 | 1.000 no yes
R L PR e A ‘biocide’ 0.600 | 0.107 no yes
Bt HAE L FE ‘functional group’ 0.250 | 0.009 no yes
MR AN | BRzL - 1.000 | 1.000 | yes 1no
g NE L B
R 4 .
Bk R Al 7L 7 - 1.000 | 1.000 | yes no
NI R
& i
by 4= fi e Fid - 1.000 | 1.000 yes no

To improve the results, we further filter these extracted bilingual multi-word terms by
comparing the lengths in words of the Chinese (Japanese) part to its corresponding
Japanese (Chinese) part. We investigate the relation between the ratio of the lengths in
words between Chinese and Japanese multi-word terms and the precision of the extracted
bilingual multi-word terms. We set the ratio of the lengths to 1.0, 1.5, 2.0 and 2.5. The
precision of the kept bilingual multi-word terms in each ratio is checked by sampling
100 bilingual multi-word terms. On the bilingual multi-word term extraction results
obtained by setting P=0.6, the precisions for each ratio are 94%, 92%, 90% and 80%.
Because the precision of the extracted bilingual multi-word terms decreases rapidly when
the ratio tends to 2.5, we set the ratio of the lengths in both directions to a maximum
value of 2.0 to keep precision and recall high at the same time. This means that we
exclude aligned multi-word terms with a Chinese (resp. Japanese) part more than twice
as long as the Japanese (resp. Chinese) part. Another filtering constraint is to filter out
alignments which contain hiragana on the Japanese side. This constraint results from
an investigation of the distribution of the components in Japanese by which we found
that multi-word terms made up of “kanji + hiragana” or “kanji + hiragana + katakana”

have lower chance to be aligned with Chinese multi-word terms (see Table 3.8).

Table 3.7 leads to the observation that some correctly aligned bilingual terms cannot be
extracted by using the methods we described in Section 3.2.2. Such examples of terms

are given in Table 3.9. All such examples are cases where the terms in Japanese (or in
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TABLE 3.8: Distribution of the components for multi-word terms in Japanese (52,785
bilingual multi-word terms obtained by setting threshold P with 0).

Components for
multi-word terms in Sample f of these terms
Japanese
| all kanji | /Lo R A 28,978 (55%) |

0y
T 19,913 (37.7%)

‘ kanji 4+ hiragana ‘ % v
‘ kanji + hiragana + katakana ‘ s E L 2

‘ kanji/katakana + katakana

3,377 (6.3%) |
517 (1%) |

|
IR IR L~ ‘
|
— |

Chinese) are not multi-word terms, or cases discarded by the threshold P on translation

probabilities. Such aligned terms can be retrieved by taking the similarity between hanzi

and kanji into consideration. For instance, in Table 3.9, the pair “(Chinese) 817/

(Japanese) VML #)” ‘additive’ is supported by the kanji-hanzi conversion of the last
=g =]l

element “Ffll-#)” ‘agent’. On the contrary, “(Chinese) Eft. 2/ (Japanese) B BE_ 3"

‘functional group’ can be extracted without kanji-hanzi conversion.

TABLE 3.9: Examples of discarded bilingual aligned multi-word terms (either on both
sides or on one side only) by setting threshold P > 0.6.

‘ Cases ‘ Chinese ‘ Japanese ‘
B PRI PR T
One side is multi-word terms itz it
bl R ]
koS | AR
[ — I [ — [ —
Probability (P) is lower than threshold ‘ I% ﬁﬁ EHEEE e il

Consequently, we keep the alignments where either one side is a multi-word term after
token-to-token alignment. We convert Japanese words made up of Japanese kanji only
into simplified Chinese characters through kanji-hanzi conversion. By doing so, we gen-
erate a Zh—Ja—Converted-Ja file automatically where each line consists in the Chinese
term, the original Japanese term and the converted Japanese term (simplified Chinese
term). In this way, by comparing Converted-Ja with the Chinese term (Zh), if a con-
verted Japanese term is equal to its corresponding Chinese term for each character, we

can extract more reliable Chinese—Japanese bilingual aligned terms.

Table 3.10 shows all possible cases of correspondence between traditional/simplified

Chinese characters and Japanese characters.

e The Japanese words made up of kanji in the columns “All same” and “TC dif-
ferent” (Traditional Chinese different) could be compared with Chinese directly

without any conversion;
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TABLE 3.10: Correspondence between Chinese and Japanese characters.

Relationship ‘ All same ‘ TC different ‘ SC different ‘ All different ‘ Ja different

| |
‘ Meaning ‘ basic ‘ number ‘ intestines ‘ agent ‘ collect ‘
‘ Japanese ‘ 3k ‘ Ey ‘ Iz ‘ il ‘ IX ‘
‘ T Chinese ‘ = ‘ # ‘ 1% ‘ bl ‘ i ‘
‘ S Chinese ‘ = ‘ ] ‘ 7] ‘ 7 ‘ 1z ‘

e The Japanese characters in “SC different” (Simplified Chinese different) become

comparable when Japanese (traditional Chinese) is converted to simplified Chinese;

e For the “All different” and “Ja different” parts we propose to utilize hanzi-kanji

conversion table to make them comparable with simplified Chinese.

We combined three different freely available sources of data to maximize our conversion

results. The first source of data we used is the Unihan database®

. In particular we
used the correspondence relation Simplified Variant in the Unihan_Variant of the Unihan
database. The second source of data we used is the Langconv traditional-simplified
conversion data’. It contains a database for traditional-simplified characters. The third
source of data we used concerns the case where the characters in Japanese are proper
to Japanese. For this case, we used a hanzi-kanji conversion table, provided in the
resource (AT & HABFIHF0 which consists pairs of simplified hanzi and kanji.
Table 3.11 shows the results of extracting bilingual multi-word terms by kanji-hanzi

conversion using these three sources of data.

8http://www.unicode.org/Public/UNIDATA/
“http://code.google.com/p/advanced-langconv/source/browse/trunk/langconv/?r=7
Ohttp://www.kishugiken.co.jp/cn/code10d.html
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3.3.2 Experiments and Results

Table 3.12 and Table 3.13 show two experimental settings: Table 3.12 gives the same
setting as given in Section 3.2.4 for Table 3.2 for bilingual multi-word term extraction
and SMT experiments. Table 3.13 gives the setting which the tuning set is different
from the setting given in Table 3.12. We propose to compare the BLEU scores of SMT

experiments base on these two experimental settings.

TABLE 3.12: Statistics on our experimental data sets (after tokenizing and lowercasing).
Here ‘mean + std.dev.” gives the average length of the sentences in words. Tuning set

= 500 lines.
‘ ‘ Baseline ‘ Chinese ‘ Japanese ‘
sentences (lines) 100,000 100,000
train | words 2,314,922 2,975,479
length in words (avg. + std.dev.) | 23.29 + 11.69 | 29.93 + 13.94
sentences (lines) 500 500
tune | words 14,251 17,904
length in words (avg. + std.dev.) | 28.61 £ 21.88 | 35.94 + 25.07
sentences (lines) 1,000 1,000
test | words 27,267 34,292
length in words (avg. + std.dev.) | 27.34 £ 15.59 | 34.38 + 18.78

TABLE 3.13: Statistics on our experimental data sets (after tokenizing and lowercasing).
Here ‘mean + std.dev.” gives the average length of the sentences in words. Tuning set

= 1000 lines.
‘ ‘ Baseline ‘ Chinese ‘ Japanese ‘
sentences (lines) 100,000 100,000
train | words 2,314,922 2,975,479
length in words (avg. + std.dev.) | 23.29 £ 11.69 | 29.93 + 13.94
sentences (lines) 1,000 1,000
tune | words 28,203 35,452
length in words (avg. + std.dev.) | 28.31 £ 17.52 | 35.61 + 20.78
sentences (lines) 1,000 1,000
test | words 27,267 34,292
length in words (avg. + std.dev.) | 27.34 + 15.59 | 34.38 + 18.78

We extracted 4,591 bilingual multi-word terms (100% good match) from 309,406 phrase
alignments obtained by word-to-word (token-to-token) alignment from the Chinese—
Japanese re-tokenized training corpus using kanji-hanzi conversion as described in Sec-
tion 3.3.1. The numbers of extracted multi-word terms using kanji-hanzi conversion
combined with further filtering by constraints are given in Table 3.14 and Table 3.15
(column (a + b + ¢)). The percentage of good match terms is over 80%, when the thresh-
old is greater than 0.2. We obtained the highest percentage with 93% for a threshold of

0.9 by combining kanji-hanzi conversion and further filtering methods.

We build several Chinese—Japanese training corpora re-tokenized with:
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e several thresholds P for filtering (Table 3.15 (a)) (the same as the results shown
in Table 3.3)

e further filtering by constraints with several thresholds combined with kanji-hanzi
conversion results (Table 3.15 (a +b + ¢))

We train several Chinese-to-Japanese SMT systems using the standard GIZA++/MOSES
pipeline (Koehn et al., 2007). The Japanese corpus without re-tokenization is used to
train a language model using KenLM (Heafield, 2011). After removing non-space word
separators from the phrase table, we tune and test. In all experiments, the same data
sets are used, the only difference being whether the training data is re-tokenized or not
with bilingual multi-word terms. Table 3.14 presents the results of the evaluation in
Chinese-to-Japanese translation in BLEU scores (Papineni et al., 2002) with a tuning
set of 500 lines. Table 3.15 shows the results for a tuning set of 1,000 lines.
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To participate in the evaluation campaign of the 3rd Workshop on Asian Transla-
tion (WAT 2017)!, we test 2,000 sentences based on this best SMT system (tuning
= 1,000 lines and (a + b + c) with threshold of 0.6 in Table 3.15) and the baseline
system (tuning = 1,000 lines). We obtain a significant increased in BLEU score: 33.61
compared with 32.29 for the baseline system (p-value < 0.01).

3.3.3 Analysis of the Results and Discussion

We compare each BLEU score obtained with a tuning set of 1,000 lines with the BLEU
scores obtained with a tuning set of 500 lines in each comparable SMT experiments. The

similar results were obtained with a tuning set of 1,000 lines compared with a tuning
set of 500 lines.

When comparing the BLEU scores with the baseline system (tuning set of 1,000 lines)
in Table 3.15,

e for the training corpus re-tokenized with the results of several thresholds P for fil-
tering (a), we obtain significant improvements as soon as the threshold on transla-
tion probabilities becomes greater than 0.3. A statistically significant improvement
of 1.2 BLEU point (p-value of 0.001) is observed when the threshold is greater than
0.6. In the case of 0.6, the training corpus contains 20,248 re-tokenized bilingual

multi-word terms.

e for the training corpus re-tokenized with further filtering combined with kanji-
hanzi conversion results (a + b + ¢), we obtain significant improvements for all
thresholds. We obtain a 1.5 BLEU point (threshold of 0.6) improvement over the
baseline system. In this case, 20,679 re-tokenized terms are used. It also improves
by 0.3 BLEU point in comparison with the case where the bilingual terms are
filtered only by thresholds (a).

We also compare a system (tuning of 1,000 lines) based on a re-tokenized training corpus
with further filtering results for a threshold of 0.6 combined with kanji-hanzi conversion
results with a baseline system. We investigate the N (Chinese) x M (Japanese)-gram
distribution in the phrase tables potentially used in translation. These phrase tables
only contain the potentially useful phrase pairs which have some chance to be used in
the translation of the test set (before translation). MOSES discards all entries which do
not appear in the test set. In Tables 3.16 and 3.17, the statistics (Chinese—Japanese)
show that the total number of potentially useful phrase pairs used in translation based on
the re-tokenized corpus is larger than that used in the baseline system. We compare the
number of entries, the number of phrase pairs shows a significant increase in comparison

with the baseline system.
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TABLE 3.16: Distribution of N (Chinese) x M (Japanese)-gram entries in the phrase

table potentially used in testing using a C-value/sampling-based + kanji-hanzi conver-

sion method (threshold with 0.6). The bold face numbers show the N (Chinese) x M
(Japanese)-grams which increased in comparison to the baseline system.

Target = Japanese
l-gram 2-gram 3-gram 4-gram 5-gram 6-gram 7-gram total

@ l-gram 30074 86392 78101 48643 27069 14255 7461 291996
.g 2-gram | 14063 39245 42304 27707 15587 8214 4306 151427
6 3-gram 1484 4021 8052 7256 4674 2576 1307 29370
|| 4-gram 172 430 1109 2117 1869 1308 685 7690
§ 5-gram 23 46 163 378 667 566 377 2220
Z 6-gram 4 7 12 57 106 183 164 533
A T_gram 0 0 1 2 19 42 73 137

total | 45820 130141 129742 86160 49991 27144 14373 483373

TABLE 3.17: Distribution of N (Chinese) x M (Japanese)-gram in the phrase table
for the baseline system potentially used in testing.

Target = Japanese
l-gram 2-gram 3-gram 4-gram 5-gram 6-gram 7-gram total

¢ l-gram | 32320 84308 71713 42518 22831 11726 6035 271451
E 2-gram | 13570 39534 41775 25628 13703 6922 3518 144650
6 3-gram 1384 3906 8067 7117 4276 2238 1093 28081
|| 4-gram 163 413 1124 2124 1853 1248 614 7539
§ 5-gram 27 50 154 386 658 562 360 2197
5 OG-gram 6 9 13 59 116 181 164 548
A 7-gram 1 1 3 5 20 50 73 153

total | 47471 128221 122849 77837 43457 22927 11857 454619

We also investigate the distribution of the phrases actually used during the translation
of the test set by inspection of traces of translation. Tables 3.18 and 3.19 show the
distribution of phrases used during testing in our proposed method (monolingual term
extraction by C-value, bilingual terms aligned by the sampling-based alignment method
+ kanji-hanzi conversion bilingual multi-word term extraction method for re-tokenizing
training corpus) and in the baseline system. From these tables, we see that more uni-
grams and bi-grams are actually used in Chinese with our method than with the baseline
system. These uni-grams or bi-grams were translated into 1-gram to 7-gram phrases
in Japanese. The improved translation accuracy (Table 3.14 and Table 3.15) and the
analysis of the increase of potentially used and actually used phrase pairs are respectively
the effect and the cause of the impact of our method of re-tokenizing the training corpus

with bilingual aligned terms.

Figure 3.5 gives an example of improvement in Chinese-to-Japanese translation, thanks
to our method. Re-tokenizing the training corpus with bilingual terms gave a better

translation accuracy (BLEU=65.74) of the test sentence in this example. Re-tokenizing

"http://lotus.kuee.kyoto-u.ac.jp/WAT/index.html
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TABLE 3.18: Distribution of phrases used during testing in a system that uses: a C-

value/sampling-based + hanzi/kanji conversion bilingual multi-word term extraction

method for re-tokenizing the training corpus (threshold with 0.6). The bold face num-

bers show the increased N (Chinese) x M (Japanese)-grams actually used in decoding
in our SMT experiment.

Target = Japanese

l-gram 2-gram 3-gram 4-gram 5-gram 6-gram 7-gram total

¢ 1l-gram 9364 2252 534 190 64 12 3 12419
§ 2-gram 616 2725 1001 407 176 94 38 5057
6* 3-gram 62 253 393 218 119 59 27 1131
I 4-gram (] 16 35 64 56 25 14 216
g  S-gram 4 1 3 10 22 13 7 60
£ 6-gram 0 0 2 2 1 11 4 20
N 7_gram 0 0 0 0 1 0 3 4
total | 10052 5247 1968 891 439 214 96 18907

TABLE 3.19: Distribution of phrases used during testing in the baseline system.

Target = Japanese
l-gram 2-gram 3-gram 4-gram 5-gram 6-gram 7-gram  total

¢ l-gram 9144 2086 478 183 40 9 3 11943
S ogram| 615 2503 980 414 184 84 30 4900
'5‘ 3-gram 69 259 439 237 127 57 22 1210
|| 4-gram 3 25 53 94 67 31 22 295
§ 5-gram 5 1 4 16 30 17 16 89
5 G-gram 0 0 1 1 3 16 11 32
A 7-gram 0 0 0 0 2 3 6 11

total 9836 4964 1955 945 453 217 110 18480

and grouping the bilingual multi-word term together increased the probability of multi-
word term to multi-word term translation, i.e., “Em #H] R to 5 M H
il ' = —)L” ‘directivity control module’. This prevents the erroneous 1-to-1 gram
translation of isolated source words, like “fE[A]” ‘orientation’ to “X 91 T35 I &
ht TZE A7 ‘can become like that’. Figure 3.6 gives another example of improvement
in Chinese-to-Japanese translation, i.e., “%J% &Ml HIE” to “ffs HIE HE
‘immunoassay’ in this example. Our proposed method prevents the separated 1-to-1 or
2-to-2 gram translation of isolated source words in inappropriate order or position, like
“HRPE” to “SoPE ‘immunity’ and Rl 5¥E to “HIE  /57FE” ‘measuring method’.
In these examples, re-tokenization of the training corpus with extracted bilingual aligned

terms induced a direct and exact translation.
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To summarize these three sections (Section 3.3.1, 3.3.2 and 3.3.3), we used kanji-hanzi
conversion to extract bilingual multi-word terms and single-word to multi-word terms
which could not be extracted using thresholds in bilingual multi-word extraction. This
also allowed us to extract bilingual aligned terms made up of hanzi/kanji that were
recognized in one language as a multi-word term but not in the other language. By
using kanji-hanzi conversion, more reliable bilingual aligned terms could be retrieved or
reinforced thanks to the similarity between hanzi and kanji. We still did not use any
other additional corpus or lexicon in this work. The results of our experiments indicate
that the combination of the bilingual multi-word terms extracted have over 80% precision
for a threshold of 0.2. We obtained the highest precision with 93% for a threshold of 0.9.
Re-tokenizing the parallel training corpus with these terms led to statistically significant
improvements in BLEU scores for each threshold: 1.5 BLEU point (p-value of 0.001)

improvements over the baseline system (threshold of 0.6, tuning of 1,000 lines).

3.3.4 Bilingual Terms which not Share any Hanzi/Kanji

This section describes the work on the extraction of single-word to multi-word terms
which do not share any hanzi/kanji character or partly share some characters, so as to
increase the quantity of the extracted bilingual terms between Chinese and Japanese.
This work is justified by the fact that some single-word to multi-word bilingual terms
cannot be extracted by using the kanji-hanzi conversion method. We present evaluation
results of SMT experiments based on the second experimental protocol (System re-tok-
train-only) as described in Section 3.2.3 and compare them with the results obtained in

previous sections.

Table 3.20 shows the extraction of bilingual aligned multi-word terms using kanji-hanzi
conversion by setting a threshold of 0.6. It leads to the observation that some correctly
aligned bilingual terms made up of hanzi/kanji on both sides do not share any (or all)
character (or characters), or that only one side is a multi-word term but the components
of the terms in Japanese are made up of katakana or kanji+katakana, so that they cannot
be extracted by our proposed methods described in previous sections (Section 3.2 and
Section 3.3.1).

In this section, we propose to extract these kind of bilingual terms based on the re-
sults obtained by the sampling-based alignment method without considering the com-
ponents (hanzi/kanji). Table 3.21 shows the constrains for further filtering these kind
of extracted bilingual terms. Similar to the filtering constraints adopted for filtering
multi-word to multi-word terms, we also consider the ratio of the lengths in words for
the Chinese (Japanese) part to the corresponding Japanese (Chinese) part and the com-

ponents of the Japanese part.
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TABLE 3.20: Extraction of bilingual aligned multi-word terms using kanji-hanzi con-
version with a threshold of 0.6. Yes and no in the but last column indicate whether
the bilingual multi-word term (or one side is multi-word term) alignment is kept or
excluded. Yes and no in the last column indicate whether the extracted multi-word
term pairs (or single-word to multi-word pairs) where judged to be correct alignments
by manual check.

‘ ‘ Chinese Japanese ‘ Meaning ‘ P(t]s) ‘ P(s|t) ‘ Kept ‘ Good ‘
match
FHl RGE RAR L Y AT A ‘host system’ 1.000 | 1.000 yes yes
wme L ER a7y b L ER ‘command information’ | 1.000 | 0.671 yes yes
Ths o i E R ANE N ‘cap body’ 1.000 | 0.833 yes yes
Sec. 3.2 RElL 2 il T ‘cooling layer’ 1.000 | 0.951 yes yes
T A L L —k ‘filmcoated tablets’ 1.000 | 1.000 yes yes
fiti = il s SOl ‘pulmonary emphysema’ | 0.818 | 0.900 yes yes
Bk R Floo Bk - 0.862 | 0.982 no no
SR o # | Fy7oL - 1.000 | 1.000 no no
il T R
JE- M2 JFE L B ‘waste heat’ 0.844 | 0.241 yes yes
Sec. 3.3.1 | ZH Bl ESEIE ‘variable-speed motor’ 1.000 | 0.006 yes yes
BEH EE B ‘wall part’ 0.948 | 0.678 yes yes
A o f ‘nucleic acid’ 0.974 | 0.956 yes yes
AR Hilie s AR ‘electrode plate’ 0.992 | 1.000 yes yes
B pti ‘thin film’ 0.198 | 0.058 yes yes
Tt 28 JE & ‘noble metal’ 0.990 | 0.985 yes yes
B e K2 ‘oxygen deficit’ 0.957 | 0.984 no yes
Easliily e B ‘feed oil passage’ 1.000 | 1.000 no yes
A HitH A7 ‘in-out’ 0.952 | 0.811 no yes
IR TL =%k ‘brake fluid’ 0.985 | 0.902 no yes
I oL 7L T e R | formaldehyde’ 0.997 | 0.910 no yes
Sec. 3.3.4 | TFffas_ #HIEY A€V I bhBE—7 | ‘memory controller’ 0.969 | 0.918 no yes
ikl B ERy T L=} ‘pivot plate’ 0.977 | 1.000 no yes
Pt PR Handover - 1.000 | 1.000 no no
= X AU LR - 1.000 | 1.000 no no
AT A TRAT L (R - 1.000 | 1.000 no no
B HER L HARR | MEE - 1.000 | 1.000 no no
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3.3.5 Experiments and Results

Table 3.22 shows the experimental setting for considering single-word to multi-word term
extraction and SMT experiments. This experimental setting is the same as shown by
Table 3.2 in Section 3.2.4, and Table 3.12 in Section 3.3.2. The justification for doing
experiments with a tuning set of 500 lines is that we may obtain similar results in less

time (saving time in tuning).

TABLE 3.22: Statistics on our experimental data sets (after tokenizing and lowercasing).
Here ‘mean + std.dev.” gives the average length of the sentences in words. Tuning set
of 500 lines.

‘ ‘ Baseline ‘ Chinese ‘ Japanese ‘
sentences 100,000 100,000
train | words 2,314,922 2,975,479
length in words (avg. + std.dev.) | 23.29 £ 11.69 | 29.93 + 13.94
sentences 500 500
tune | words 14,251 17,904
length in words (avg. + std.dev.) | 28.61 £ 21.88 | 35.94 + 25.07
sentences 1,000 1,000
test | words 27,267 34,292
length in words (avg. + std.dev.) | 27.34 + 15.59 | 34.38 + 18.78

The basic steps are as follows:

e Extract single-word to multi-word candidate terms from the results obtained by

the sampling-based alignment method;

e Filter the extracted bilingual candidate terms by the constraints given in Ta-
ble 3.21;

e Combine the results obtained by multi-word to multi-word term extraction (further
filtering results), kanji-hanzi conversion based extraction and single-word to multi-

word term extraction without hanzi/kanji component constraints;
e Re-tokenize the training corpus with the combined bilingual terms;

e Perform SMT experiments with re-tokenized training data and compare the results

with the baseline and previous results.

Table 3.23 shows the evaluation results for Chinese-to-Japanese translation based on the
training corpus re-tokenized using the combined techniques for extraction of bilingual

terms.
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3.3.6 Analysis of the Results and Discussion

Compared with the baseline system and the results obtained in previous sections in
Table 3.23,

e for the training corpus re-tokenized with combined term extraction results (a + b
+ ¢ + d), we obtain significant improvements in all thresholds expect we keep all
extracted terms (P greater than 0). We obtain nearly 2 BLEU point (threshold
of 0.6) improvement in comparison with the baseline system. In this case, 23,522

extracted terms are used.

e We obtain an improvement of 0.6 BLEU point (threshold of 0.6) in comparison
with the case where bilingual terms are extracted by further filtering and using
kanji-hanzi conversion (a + b 4 ¢). We also obtain an improvement of 1 BLEU

point (threshold of 0.6) in comparison with the case where bilingual terms are

filtered only by thresholds (a).

We also compare a system (tuning of 500 lines) based on a re-tokenized training cor-
pus with combined term extraction results (a + b + ¢ 4+ d) with a threshold of 0.6
to a baseline system. We investigate the N (Chinese) x M (Japanese)-gram distri-
bution in the phrase tables potentially used in translation. In Tables 3.24, the statis-
tics (Chinese—Japanese) show that the total number of potentially useful phrase pairs
used in translation based on the combined term extraction results (a + b + ¢ + d) is
larger than that used in the baseline system (see Table 3.17). The number of phrase pairs
show a significant increase in comparison with the baseline system. It is also larger than
that in the system based on further filtering results with the same threshold combined

with kanji-hanzi conversion results (see Table 3.16).

TABLE 3.24: Distribution of N (Chinese) x M (Japanese)-gram entries in the phrase

table potentially used in testing based on: multi-word to multi-word terms + single-

word to multi-word terms extraction (threshold with 0.6). The bold face numbers show

the total number of N (Chinese) x M (Japanese)-grams which increased in comparison
with the baseline system.

Target = Japanese
l-gram 2-gram 3-gram 4-gram 5-gram 6-gram 7-gram total

¢ l-gram | 29675 86657 78804 49416 28062 14982 7822 295418
% 2-gram | 14001 39174 42711 27954 15810 8348 4350 152348
5 3-gram | 1452 3921 7988 7234 4711 2572 1290 29168
| 4-gram 178 444 1110 2147 1884 1345 712 7820
8 5-gram 23 46 172 388 672 554 380 2235
£ 6-gram 4 7 15 58 106 183 164 537
@ 7.gram 1 2 1 6 20 43 73 146

total | 45334 130251 130801 87203 51265 28027 14791 487672




Chapter 3 Monolingual and Bilingual Term Extraction for Re-tokenization in SMT 67

We also investigate the distribution of the phrases actually used during the translation
of the test set. Table 3.25 shows the distribution of phrases used during testing with
the combined term extraction results (a + b + ¢ + d) with a threshold of 0.6. More
1x1-grams, 1x2-grams and 1x3-grams are actually used in Chinese-Japanese phrase
alignment than in the baseline system (see Table 3.19) and than in the system with
further filtering results on the threshold of 0.6 combined with kanji-hanzi conversion (a
+ b + c) (see Table 3.18). This analysis of the increase in potentially used and actually
used phrase pairs explains the improved translation accuracy (Table 3.23). It makes the
impact of our method of re-tokenizing the training corpus with bilingual single-word to

multi-word terms.

TABLE 3.25: Distribution of phrases used during testing based on: multi-word to multi-

word terms + single-word to multi-word terms extraction for re-tokenizing training

corpus (threshold with 0.6). The bold face numbers show the increased N (Chinese) x
M (Japanese)-grams actually used in decoding of SMT experiment.

Target = Japanese ‘
l-gram 2-gram 3-gram 4-gram 5-gram 6-gram 7-gram total ‘

¢ l-gram | 10079 2968 658 150 34 3 2 13894
,% 2-gram 375 2538 967 314 126 32 15 4367
5 3-gram 38 212 408 215 75 26 8 982
|| 4-gram 3 17 41 104 59 25 9 258
§ 5-gram 5 1 11 10 25 21 11 84
2 G-gram 0 0 1 2 3 10 8 24
@ T.gram 0 0 0 0 1 1 4 6

total | 10500 5736 2086 795 322 118 58 19615

3.4 Summary of This Chapter

We presented an approach to improve the performance of Chinese—Japanese patent
machine translation by re-tokenizing the parallel training corpus with extracted bilingual
aligned terms. We extracted multi-word terms monolingually from each monolingual
part of the corpus by using the C-value method. We re-tokenized each extracted multi-
word terms as one token in their monolingual parts of the corpus. We then used the
sampling-based alignment method to align the re-tokenized parallel corpus and only
kept the aligned bilingual multi-word terms by setting different thresholds on translation
probabilities in both directions. We also used kanji-hanzi conversion to extract bilingual
aligned terms which could not be extracted using thresholds only. This allowed us to
extract more bilingual terms made up of hanzi/kanji that were recognized in one language
as a multi-word term but not in the other language. By using kanji-hanzi conversion,
more reliable bilingual aligned terms could be retrieved or reinforced thanks to the
similarity between hanzi and kanji. We even considered the case of single-word to multi-

word aligned terms which do not share or partly share hanzi/kanji characters. We did
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not use any other additional corpus, lexicon or pivot language in our work for improving
segmentation accuracy and translation accuracy. The results of our experiments indicate
that the combination of the bilingual aligned terms extracted have over 80% precision
for a threshold of 0.2. We obtained the highest precision with 95% for a threshold of 0.9.
Re-tokenizing the parallel training corpus with these terms led to statistically significant
improvements in BLEU scores for each threshold: about 2 BLEU point improvement (p-
value of 0.001) in comparison with the baseline system (threshold of 0.6).



Chapter 4
Quasi-parallel Data Construction

For data-driven machine translation, e.g., statistical machine translation, parallel cor-
pora (parallel sentences) are crucial for training translation systems. To increase the
translation accuracy in SMT, the most natural answer is to make the training data
larger and larger. However, open linguistic resources between Chinese and Japanese are
relatively scarce and most existing resources are not freely available due to copyright
restrictions. For solving the scarcity problem of open bilingual corpora between Chinese
and Japanese, we propose to make use of well-resourced monolingual data to generate

new sentences between Chinese and Japanese (quasi-parallel corpora).

This chapter! focuses on the study of construction of quasi-parallel corpora using ana-
logical associations based on freely available monolingual data and an existing parallel
training corpora. We present experiments and results in constructing quasi-parallel
corpora and adding this kind of quasi-parallel corpora as additional training data for

training SMT systems.

The structure of this chapter is as follows.

e Section 4.1 reviews related works and identifies the problem of scarcity of bilingual

corpora between Chinese and Japanese.

e In Section 4.2, we present the overview of our proposed method. We propose a
method to generate new candidate sentences using analogical associations. In ad-
dition, we propose two filtering techniques to increase the grammatical accuracy of
the newly generated sentences. Deduction of translation relations between filtered

sentences in Chinese and Japanese is also described in this section.

e Section 4.3 shows the experimental data used, the experimental settings and the
evaluation results for clustering, new sentence generation, filtering, quasi-parallel

corpus construction and SMT experiments, as well as some analysis of the results.

'Related to (Yang and Lepage, 2017), (Yang et al., 2014), (Yang and Lepage, 2014a) and (Yang and
Lepage, 2014b)

69
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e Section 4.4 describes the experiments and results in translating scientific and tech-
nical corpus (ASPEC corpus) using our proposed method. We also investigate the

influence of segmentation on translation results.

e Section 4.5 describes the experiments and the results that make use of the proposed

techniques described in previous chapters and this chapter.

e Finally, we summarize this chapter in Section 4.6.

4.1 Related Work

In recent years, there have been several approaches developed for obtaining parallel sen-
tences or fragments from non-parallel data (Munteanu and Marcu, 2005), (Munteanu
and Marcu, 2006), such as comparable data (Munteanu and Marcu, 2005), (Bin et al.,
2010), (Smith et al., 2010), (Chu et al., 2015) and quasi-comparable data (Fung and
Cheung, 2004) to make contributions to SMT. Parallel corpora contain parallel sen-
tences, i.e., sentences which are translations of each other. The term comparable corpora
refers to texts in two languages that are similar in meaning or expressions, but are
not exact translations. Quasi-comparable corpora that contain more disparate very-
non-parallel bilingual documents that could either be on the same topic (in-topic) or
not (out-topic) (Fung and Cheung, 2004), are more available than comparable corpora.
In quasi-comparable corpora, there are few or no parallel sentences (Chu et al., 2013b).
In (Munteanu and Marcu, 2005), they extract parallel sentences from non-parallel cor-
pora by starting with a relatively small parallel corpus and large Chinese, Arabic, and
English non-parallel newspaper corpora. They train a maximum entropy classifier to
determine which sentences may be aligned. They aim at improving the performance
of an SMT system for less-resourced language pairs. Similarly, we also start with an
existing small parallel corpus, but combine it with large amounts of monolingual data to
construct a quasi-parallel corpus. In the method in (Munteanu and Marcu, 2005), the
final sentences come from the monolingual corpora. In our method, the final sentences

are created by similarity with sentences in the parallel corpus.

Paraphrase generation is another way to make a contribution to SMT. This aims at
reducing out-of-vocabulary words and acquiring paraphrases of unknown phrases to
increase the model coverage (Jiang et al., 2011). Some of the previous work showed
that word lattices constructed to express input sentences in different ways are helpful
for obtaining better translation quality (Onishi et al., 2011). A syntax-based algorithm
to automatically build word lattices that are used as finite state automata (FSA) to
represent paraphrases is described in (Pang et al., 2003). FSAs extract paraphrase
pairs and generate new, unseen sentences that contain the same meaning as the input

sentences. In our work, we also generate unseen, new sentence pairs (i.e., they do not
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come from given parallel sentences). However, FSAs are replaced by the resolution of

analogical equations to produce new sentences.

Research is growing on analogical learning for NLP applications. In (Langlais and Yvon,
2008), they show how to retrieve all analogies for a given word (i.e., a sequence of
letters) in a very fast way, so as to allow the application of analogy to practical tasks.
In (Delhay and Miclet, 2004), they present a theoretical generalization of analogies
between sequences of letters. They show how to extend elementary analogies between
letters of the alphabet to sequences of letters (e.g., a: b:: ¢c: dand a: e a: ¢
imply aaa : bb :: cca : dd) based on an edit distance given in (Lepage, 1998), (Pirrelli
and Yvon, 1999). In (Lepage and Denoual, 2005b), they use proportional analogies to
translate sentences in an example-based machine translation. Translation of unknown
words by analogy has also been proposed in (Langlais and Patry, 2007), (Silva et al.,
2012). In (Stroppa and Yvon, 2005), they present the basic steps of analogical learning
and a definition of formal analogical relationships suitable for learning large datasets
in NLP, and use this approach in morphological analysis tasks. Different from these
works, in our research, we propose to cluster monolingual Chinese and Japanese short
sentences respectively using analogical associations. This allows us to obtain rewriting

models that can produce new sentences by solving analogical equations.

In (Doddington, 2002), the basic idea of automatic MT evaluation method is introduced
by using N-gram co-occurrence statistics. And in (Soricut and Brill, 2004), they describe
a framework by using N-gram co-occurrence statistics as an automatic evaluation of NLP
applications. To cut down on over-generation, we use filtering by seen N-sequences (Lep-
age and Denoual, 2005a) or using BLEU (Papineni et al., 2002) to keep only those newly
generated sentences which are acceptable in fluency of expression and in adequacy of

meaning.

4.2 Overview of the Proposed Method

In this section, we present our proposed method to construct a Chinese-Japanese quasi-
parallel corpus by using analogical associations. The overview of our method is given in

Figure 4.1. The procedure in our method has four steps:
(1) Construction of analogical clusters.

In this step, we cluster large amounts of short sentences collected from the Web in both
Chinese and Japanese independently. These clusters are groups of sentence pairs with
the same exchanges. We find corresponding Chinese and Japanese clusters with similar
exchanges by computing the similarity. Such corresponding clusters can be considered

as rewriting models that allow us to generate new sentences.

(2) Generation of new sentences.
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In this step, we generate new sentences using these rewriting models from an existing

small amount of Chinese—-Japanese parallel sentences, called seed sentences.
(3) Filtering over-generated sentences.

In this step, we filter out dubious newly generated sentences and keep only the well-

formed sentences using BLEU and N-sequence methods.
(4) Deduction of translation relations.

In this step, finally, we deduce translation relations between the filtered new sentences
and construct a quasi-parallel corpus based on the existing parallel corpus and the
corresponding clusters. Adding such quasi-parallel corpora to the training data leads to

improvements in translation quality.
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4.2.1 Clustering and Generation of New Sentences
4.2.1.1 Construction of Analogical Clusters

(1) Sentential analogies:

Gentner (1983), Lepage (2004) and Yvon et al. (2004) gave different definitions of pro-
portional analogies. The common notion is that proportional analogies establish a struc-
tural relationship between four objects, A, B, C' and D. It is written A : B :: C : D
(‘Aisto B as Cisto D).

Analogies can be classified as being semantical or formal. Examples of semantic analogy
are:
hand : glove :: foot : shoe
traffic : street :: water : riverbed
For such semantic analogy, Turney (2006) gives a definition of verbal analogies based on
high relational similarity.

On the other hand, examples of formal analogy are:

walk : walked :: work : worked
to create : creator :: to translate : translator
We use the same notion to cluster sentences. In sentential analogies, the changes between

the first and second sentences are the same as between the third and fourth sentences,

as in:

Do you [ like Do you go
I like music. : go to :: classical  : to classical
concert? music. concert?

An efficient algorithm for the resolution of analogical equations between strings of char-
acters has been proposed by Lepage (1998). The algorithm relies on counting numbers
of occurrences of characters and computing edit distances between strings of characters
(d(A,B) =d(C,D) and d(A,C) = d(B,D)). It is given by Formula 4.1. where |A],
stands for the number of occurrences of character a in string A and d (A, B) stands for
the edit distance between strings A and B with only insertion and deletion as edit oper-
ations. As B and C' may be exchanged in an analogy, the constraint on edit distance has

also to be verified for A: C':: B: D,i.e.,d(A,C)=d(B,D). The algorithm uses fast bit
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string operations and distance computation: d (A, B) = |A|+|B| — 2 x s (A, B) (Allison
and Dix, 1986).

|Ala = |Bla = |Cla — |Dla,Va
A:B:C:D= d(A,B)=d(C,D) (4.1)

d(A,C) = d(B, D)

In our research, we group pairs of sentences that constitute proportional analogies in
Chinese and Japanese respectively. For instance, the following two pairs of Japanese
sentences are said to form a sentential analogy, because the edit distance between the
sentence pair on the left of ‘::’ is the same as between the sentence pair on the right
side: d(A,B) = d(C,D) = 6 and d(A,C) = d(B,D) = 8. The equality which deals
with the number of occurrences of characters, which must be valid for each character is
met. It may be illustrated for the character : 1 (in A) — 1 (in B) =0 (in C) — 0 (in
D). An interpretation of the analogy is that the word 48¥4]C ‘really’ is substituted for
T very'.

2&%”:@ & T %ﬁnzl-i%llﬁof .c‘.’.’(%@')f

mTed., Td.  WEY TWET
It’s really It’sveryan- I'm really I'm very
annoying. noying. " troubled. " troubled.

(2) Analogical clusters:

When several sentential analogies involve the same pairs of sentences, they form a series
of analogous sentences. They can be written on a sequence of lines where each line
contains one sentence pair and any two pairs of sentences form a sentential analogy.
We call this an analogical cluster. The size of a cluster is the number of its sentential
pairs (=lines). The clusters contain at least 2 pairs of sentences. Figures 4.2 and 4.3
show two examples of clusters in Japanese. For each example, there are three possible

sentential analogies.

We give more examples of constructed analogical clusters and investigate the contents of
these clusters. The sentence pairs on the left and right are not necessarily paraphrases,
i.e., they do not necessarily have the similar meaning. Because different clusters illus-
trate different linguistic or semantic features, the same sentence may appear in different
clusters. For instance, the Japanese sentence tNZE R Hi\Vy L £ 9. /kaizen onegai shi-
masu,/ ‘Improve it, please.” appears on the right in the cluster in Figure 4.4 (indicated
with a ‘A’). The linguistic interpretation of this cluster is that the noun f#g] /ken-

tou/ ‘investigate’ is exchanged with 03 /kaizen/ ‘improve’ in similar situational and
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RHICHRET T, ETCHURETT,
‘It’s really annoying.’ ‘It’s very annoying.’
ARYHICH > TV E T ETHH-> TV E T
‘I’'m really troubled.’ ‘I'm very troubled.’
RLICHEL T ET. ETHHREL TV X,

‘I'm really in trouble.

‘I'm in a deep trouble.’

FIGURE 4.2: An example of an analogical cluster in Japanese exhibiting the exchange

of “ AYH|Z ” /hontoni/ with “ &£ C& 7 /totemo/.

FRINEEA ForINLL< Nl
. . , ‘No longer able to
Is not displayed be displayed’

TorrEETER
<7h XL

‘No longer able to
post on blog’

LFEOMmENTE R

<7h XL
‘No longer able to

edit the article’

Tu I EETE XA

‘Cannot post on blog’

ALHDMENTE A

‘Cannot edit the article’

FIGURE 4.3: An example of an analogical cluster in Japanese exhibiting the exchange
of “ ¥ A 7 /masen/ with “ 2t <% " XL 72”7 /naku narimashita/.

structural contexts in different meanings. The same sentence also appears in the cluster
in Figure 4.5. This cluster shows the insertion of the degree adverbial X % L < /y-
oroshiku/. In terms of linguistic features, it lies between a neutral and a more polite

form of expression.

We also found that the position of the changes in a cluster is not necessarily exactly
the same. As shown in Figure 4.6, obviously the position of insertion of the Chinese
adverbial 3F /feichang/ ‘very much’ in sentence pairs 1, 2 and 4 is different from that

observed in the sentence pairs 3 and 5.

From the point of view of the size of the clusters, the largest cluster for Chinese in
our experiment contains 240 pairs of sentences. The interpretation of this cluster is the
insertion of the Chinese degree adverbial /& /hén/ ‘very’. Tt is similar to the clusters we
give in Figure 4.6. The largest cluster for Japanese contains 192 pairs of sentences. This
cluster exhibits similar phenomena as the cluster shown in Figure 4.5. It lies between
a neutral and a more polite form of speaking or expresses a solemn decision by adding
the auxiliary verb ¢4 /desu/.
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The next largest and the third largest clusters for Chinese contain 125 and 121 sentence
pairs respectively, they both show the insertion model of Chinese word ] /de/. They
were separated into two clusters due to the difference of distances between the pairs
of sentences on the left and right. They also reflect different linguistic phenomena.
The next largest cluster (the distance is 5) shows subject-predicate phrase change to
nominal endocentric phrase (Figure 4.7). The third largest clusters (the distance is 1)
reflect some kind of usage of the word HYJ: (1) make a word or phrase into an adjective;
(2) change a word or phrase into a demonstrative pronoun; (3) express the relationship
between words (4) as the auxiliary word, that in the end of the sentence to strengthen

a affirmative tone. All these usages are shown in Figure 4.8.

MratHa ES. o OGERIWL X T
Wit EsEOL T, ALEESEGL X7
itk L<Bhrwl s, : EELIALLI<BhMVL T,
MEtk ALK BHWLET., @ HELISLLIBHVWL T,
ShHEt 3w, s SIELCR AW,
WMETBLWLET . EBEHVWL T

FIGURE 4.4: A Japanese cluster that illustrates the substitution of the verb “f&&]”
/kentou/ ‘investigate’ with “C{3E” /kaizen/ ‘improve’.

ACGEBVWL ET. @ EXALIBHWL ET.
FIBEEBIWL £9.  « FHIHFEXALIBWL £7.
HIBZHBMWL 9.  HIHZXALIBHWL 7.
CHERBIEANL £9 . @ CTHEERALLKBHWL X9

FIGURE 4.5: A Japanese cluster that illustrates the possible insertion of the adverbial
“X 5L <” /yoroshiku/.

BAERME . BEEETIE
RORAEE  + WORAFHAEE
EfRHEE - EHESHES
ZFEW - BTIEEEW
ERRE . EHEERE

FIGURE 4.6: A Chinese cluster that illustrates the insertion of the adverbial “JE%&”
/feichdng/ ‘very much’.

A manual inspection of the other larger Japanese clusters obtained shows that the clus-

ters illustrate a range of linguistic phenomena:

e Orthographical variations, mainly for Japanese with writing in kanji vs kana (e.g.,
&y /kudasai/ vs <723\ /kudasai/, they both mean ‘please’.);

e Exchange of place names, people names etc. (e.g., FKH /Akita/ and f#E /Fukushi-
may/.);
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HEES . ERAEE
ARG ET © IRIFDLAOHER
WEEH . HBHHE
L | o I | g g S s
TEWER . W E

FIGURE 4.7: A Chinese cluster that illustrates the insertion of the word “fJ” /de/,
shows the subject-predicate phrase change to nominal endocentric phrase.

FERE . RS (1)
EEE - BEEH (1)
Hf o HAbRY (2)

B . MEEREY (2)
RSB TERER i Dy R (3)
FHEZ T« HIERARTER  (4)

FIGURE 4.8: A Chinese cluster that illustrates the insertion of the word “HJ” /de/
reflect different linguistic phenomenas.

e Some clusters contain dozens of pairs of sentences that illustrate the exchange of
digits (e.g., 8H18H 4 £ M /hachi gatsu jyuhachi nichi umare/ ‘Born on August
18th.” and 8 H28 H’E £ 11 /hachi gatsu nijyuhachi nichi umare/ ‘Born on August
28th.”.);

e Change of attributive or adverbial to other expressions (e.g., change adverbial
/chou/ to &£ T3 /totemo/, they both mean ‘very much’.);

e ctc.

(3) Determining corresponding clusters:

The steps for determining corresponding clusters are:

e First, for each sentence pair in a cluster, we extract the change between the left
and the right sides by finding the longest common subsequence (LCS) (Wagner
and Fischer, 1974).

e Then, we consider the changes (see L., : R.;, and Lj, : Rj, in Figure 4.9) between
the left (Sjf¢) and the right (Sy;gnt) sides in one cluster as two sets. We perform
word segmentation on these changes in sets to obtain minimal sets of changes made

up with words or characters.

e Finally, we compute the similarity between the left sets (Si.s:) and the right sets
(Sm‘ght) of Chinese and Japanese clusters. To this end, we make use of the EDR
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IR - PRARAEE

‘classic game’ : ‘The game is not bad.’ 753y IPE . ZoOWEIRETH VN
ERAR . RAEEW ‘classic narrative’ : ‘The narrative is very good.’
‘I like classic.” : ‘Not bad, I like it.’ 5Ly B ZHOERITETHVN
2B« ARANEE IR ‘classic music’ : ‘The music is very good.’

‘Classic!” : ‘Not bad!’

{ &8} (1R, 78 ) {75297} :{ 2D, F, ETH, W}
Lzh : th Lja : Rja

FIGURE 4.9: An example of a real case of changes between the left and the right

sides in Chinese (L., : R.;) and Japanese clusters (L;q : Rjq). The characters/words

in bold face show the changes between the left and right sides of each sentence pair

in the clusters and the minimal sets of changes in Chinese or Japanese cluster after

segmentation. Note that the sentences in Japanese are not translations of the sentences
in Chinese.

dictionary?, Unihan database® and a Kanji-hanzi Conversion Table* to translate
all Japanese words into Chinese, or convert Japanese characters into simplified
Chinese. We calculate the similarity between two Chinese and Japanese word sets

according to a classical Dice formula:

. 2 X |Szh N Sja|

Sim = (4.2)
||+ 1Sjal

S.n and Sj, denote the minimal sets of changes across the clusters (both on the
left or right) in both languages (after translation and conversion). The formula
for computing the similarity between two Chinese and Japanese clusters is given
in equation (4.3):
. 1 .. .
Slmczh_cja = §(Slmleft + Slmm‘ght) (4.3)

Application on the example given in Figure 4.9:
(knowing 7 93 v 7= L TH=1R and L1\ =T5H)

. 1(2x{7 5> v =524
Sime, ), -c;, 5 <| I{ v 2}

B+ {752 v 7}
2 x [{&TH=R, VWn=FEEY )
R, NEEY + {2, 1d, £ TH, VY

. 1 2><1+2><2
o 2\1+1 244

1 2
= Z(1+2
:(1+3)

= 0.833

2The EDR Electronic Dictionary: National Institute of Information and Communication Technology
(NICT). URL: http://www2.nict.go.jp/out-promotion/techtransfer/EDR/index.html

3http://www.unicode.org/Public/UNIDATA/

‘http://www.kishugiken.co.jp/cn/code10d.html
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Such corresponding clusters can be considered as rewriting models that can be used to

generate new sentences. The larger the size of a cluster, the more productive it is.

4.2.1.2 Generation of New Sentences

Analogy is also a process (Itkonen, 2005) by which, given two related forms and only one
form, the fourth missing form is coined (de Saussure, 1995). In our work, in a sentential
analogy A : B :: C : D, a cluster provides A and B (left to right or right to left) and
we use a seed sentence C to generate a new candidate sentence D. The generated D
should satisfy the conditions given above on edit distance and number of occurrences of

characters. This can be illustrated with the following example:

ALt T SHRAYICE L SHEETRELLSL
wTd., WTYT.  LhskTd. <7,

In this example, the solution of the analogical equationis D = £HIZ & THHEL - /=
T . ‘It was very fun today.’. We generated new sentences with each pair of sentences
in clusters for Chinese and Japanese respectively. Because each sentence pair in a cluster
is thus a potential rewriting template for the generation of new candidate sentences. It
should be said that there may exist no solution to an analogical equation, so that a new

candidate is not coined each time.

Figures 4.10 and 4.11 are two examples of sentence generation in Japanese. In the case

of Figure 4.11, we generate a sentence which is not valid in meaning for a native speaker.

From the generated candidate sentences point of view, there are some characteristics
in new sentences generation process. Figure 4.12 and 4.13 give an example for new
sentence generation with some seed sentences and a series of clusters in Chinese. Several

important points that characterize the method are listed below:

e One seed sentence may produce different candidate sentences according to differ-
ent clusters, because different clusters illustrate different linguistic features. For
instance, the seed sentence B¥JIRANEE - ‘Food is very good.” in Figure 4.12 pro-

duced 7 different candidate sentences according to all clusters given in Figure 4.12.

e One seed sentence may produce different candidate sentences even for the same
cluster as different sentence pairs (templates) are used. Figure 4.13 illustrates
this situation. For instance, the seed sentence iX > Z#% K153 . “The girl looks
beautiful.” yielded two different candidate sentences using a clusters (identifier
‘3’) which is examplified by ‘JEHEEf . JEHEEHIEE and FHERPMR © &
BEEE R R ;
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(Seed sentence)
SHIIARBICHL 5 72T
‘It was really fun today.’

4
RYICHRETT . : ETCIHHRTT.

‘It’s really annoying’ ‘It’s very annoying’
BHICH- TV ET, o ECHWR-s T ET,
‘I’'m really troubled’ ‘I’'m very troubled’
RYICHELTWET. ¢ ETHHRBL W ET,
‘I'm really in trouble’ ‘I’'m in a deep trouble’
4

(Generated sentence)
SHITETHHRL P 2T,

‘It was very fun today’

FIGURE 4.10: An example of sentence generation result (valid sentence).

(Seed sentence)
RYIZZAKDTOLVLDOY
‘Is this really all right’

v
AYCHBTT L THRETT

‘It’s really annoying’ ‘It’s very annoying’

RYZH->TWETFT @ ETIHER->TET

‘I'm really troubled’ ‘I’'m very troubled’
RYICHERL TWET ¢ e THERL TV ET

‘I'm really in trouble’ ‘I'm in a deep trouble’

4
(Generated sentence)
FETHIALDODTOLVDY

“*Is this very all right’

FIGURE 4.11: An example of sentence generation result (invalid sentence).

e Different seed sentences may produce different candidate sentences according to
the same cluster depending on the direction of the rewriting model, from left to
right or right to left. For instance, the seed sentences 2 #H % ‘classic movie’ and
BYIRAEE . ‘Food is very good.” produced four different candidate sentences
according to a cluster (identifier ‘2’) which represents the exchange of “4% #i”
‘classic’ with “JRANEE” ‘very good’ in one direction and the exchange of “IRANEH"

‘very good’ with “4H#1” ‘classic’ in the other direction.

e Different seed sentences may produce the same candidate sentence when passed
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to different clusters. For instance, the seed sentences 2 HE % ‘classic movie’ and
FEREFLR ‘bad movie’ produced the same sentence FLFZRNE ‘the movie is very
good’ when passed to a cluster (identifier ‘2’) which model is to change “4%#i”
into “fRANEE” and a cluster (identifier ‘4’) which models the exchange of “F&fE”
‘bad’ to “IRANEE” ‘very good’.

Seed short sentences ‘ Chinese clusters Cluster identifier

EERE : EERALE
HEEHR) - HEAEEM
WOEERE RS
HE . HIHE
£ . T
A EHE . B
3 - A 1
XN LRGSR LRI ARANERI
TR 2z R
BYIRAEE - SHEE . MERAEE
B o RAEEX
ZHE o FERARAEE
.................................... 2
IR kA JEH I EE
7 B RUBR i R i R RURAFR R
.................................... 3
FEREMT - ARSI
FEEET R - PR
.................................... 4

FIGURE 4.12: Examples of some seed sentences and a series of clusters in Chinese used
for new sentence generation.

Seed short sentences Newly generated sentences ‘ Cluster identifier Freq.

DT WU 3 1
DAYz e T RS 3 1
ZHEE RAEE 2 4
ZHLHY RN, 2 3

XN EHREE XN EHRGAEE - 1 4
X EHREE XN EHREEES 3 1
XN EHREE {EZ XN T HRKIESE 3 1
FEREFR 5 R 4 4

FERER HL AR AN 4 3
BYIRAES - Sk 2 2 2
BEYRAE - Y. Fit 2 1
BEYIRAE - BEYMHRE. 1 5
BEYIRAE - EEYMR. 1 1
BEYRAE - BYRAEES - 3 1
BYIRAES . 1EE BYRAEE - 3 1
BYIRAES . YRR . 4 1

FIGURE 4.13: The result of newly generated sentences according to the seed sentences
and clusters in Table 4.12. The frequencies shows the times a candidate sentence has
been generated using all possible clusters.
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During the generation of candidate sentences, many invalid (e.g., “B%) . 2 #”) and
grammatically incorrect (e.g., “X ML ZKBEEIEE” and “L THZALDOTVLIVLD
h>") sentences are produced. To filter out these sentences and keep only well-formed
sentences (e.g., “IX M LZEKEAEE - 7), afiltering step is needed so as to ensure fluency

of expression and adequacy of meaning.

4.2.2 Filtering Techniques for Quasi-parallel Corpus Construction

To filter out semantically or grammatically invalid sentences and keep only well-formed
sentences, we make use of a BLEU-based filtering method and an N-sequence filtering
method.

4.2.2.1 BLEU-based Filtering Method

BLEU is the main evaluation metric for automatic MT Papineni et al. (2002). It com-
pares a candidate sentence output from an MT system to possibly refer sentences. The

formula of BLEU we use is as follows:

BLEU = BP x (4.4)

ppn, stands for modified n-gram precision. It is the core of the calculation of BLEU.
pn, calculates the precision from 1-gram to 4-gram. Different from the normal N-gram
precision, modified N-gram precision counts N-grams in the references and clips the
count of the same number of N-grams in the candidate sentence to give a lower score
to repeated words or phrases. The geometric average of the p,, is computed as a global
score. In addition, in order to lessen the advantage given to short candidates by this
global score, it is multiplied by a brevity penalty (BP) depending on the length of the

candidate and reference sentences.

In the sequel we consider applying BLEU as a filtering method for our work on construc-
tion of quasi-parallel corpora. However, the calculation of BLEU is very time consuming,
because the quantity of candidate sentences to be filtered is usually very large. A possible
solution to this problem is to reduce the size of the reference set used for each candidate
sentence. For each candidate sentence, we use a set of reference sentences, and calculate
its BLEU score relative to this reference set. By setting a threshold, we will be able to
keep candidate sentences with higher BLEU scores and discard any sentence with lower

scores. So we propose three steps:
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1. Group seed sentences by similarity;
2. Build small reference sets for each seed group;

3. Calculate BLEU score.

The information of the generated sentence consists of the associated seed sentence and
the cluster the sentence was generated from. In the first step, to reduce the time for
construction of reference sets, we group the seed sentences actually used to generate new

sentences by computing their Dice similarity. We make several seed groups in this way.

In the second step, we construct a small reference set for each seed group. We propose
and apply a weighting method to weight references by N-grams, and only make use of

references with higher weights. The formula is given as follows:

Sy Clogelp)x p) [T

Roweight(fs) = = (Cloaex B |7 (45)

fi is a line in the reference corpus.

T is the n-gram representation of the seed group.

f} is the set of N-grams contained in the line of the reference corpus.
p represents an N-gram, |p| is the length of the N-gram.

—logc(p) is proportional to the self-information of an N-gram.

We extract all 1-grams to 4-grams in each seed group and use these N-grams to compute
the weight of each reference sentence. We only take the reference sentences with higher
weights to construct a small reference set, so that each seed group will have a specific

corresponding reference set.

In the third step, for each candidate sentence, we search the seed sentence used in seed
groups. If the seed is found in any seed group, we calculate the BLEU score of the
candidate sentence against the corresponding reference set. Only sentences with BLEU

scores higher than some given threshold will be kept in this step.

4.2.2.2 N-sequence Filtering Method

We consider that a generated sentence should be valid if almost all of its sequences of N
characters are attested in a reference corpus. The number of non-attested strings that
can be tolerated is called the tolerance. In other words, any sentence containing a higher

number of non-attested N-sequences of characters than the tolerance will be discarded.
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We thoroughly test several values of N and tolerance to assess the quality of the sentences
kept. In English, the beginning and the end of sentences are well defined by the use of
capital letters and the full stop. So as to reproduce similar conditions in Chinese and
Japanese, we introduced begin/end markers to make sure that at least the beginning
and the end of a sentence is correct. Since the experiments are time consuming, we
developed a method which makes use of the shortest absent substring to output all the
filtering results we expect at the same time so as to reduce the overall experiment time.
The algorithm is based on the computation of shortest absent substrings computed on
a representation of the reference corpus into a suffix array (Nagao and Mori, 1994),
(Yamamoto and Church, 2001), (Kérkkdinen and Sanders, 2003).

The shortest absent substring of a string is the shortest substring that cannot be found
in a reference text or corpus. Necessarily, if an N-gram contains one or several shortest

absent substrings, this N-gram is an absent substring itself.

For example in the sentence “& THV I\ ID N, suppose that the 2-gram “C 4” and
the 1-gram “h>” are shortest absent substrings. This means that we cannot find “7C
3” and “n” but can find “C7, “d7, “& T”, “34, W in the reference corpus. By
definition, any N-gram which contains “»*” or “C & is also an absent substring. This
will be the case for “? 7> and “& T 3 .

4.2.2.3 Differences between the BLEU-based Filtering Method and the N-
sequence Filtering Method

The common feature of the proposed BLEU-based method and the N-sequence filtering
method is that both are based on the precision of N-grams in candidate sentences. The
primary difference between these two methods is the length of the N-grams used. The
N-grams used in the N-sequence filtering method are relatively long, e.g., 6 characters
for Chinese and 7 characters for Japanese in our experiments. However, longer N-grams
usually cause a low recall (smaller than 10%) of the valid sentences. The positive aspect

is that a very high precision of 99% can be reached.

The purpose of using BLEU as a filtering method is to increase the recall. BLEU uses
N-grams from 1 to 4 in length which are relatively shorter than the N-grams used in
the N-sequence filtering method. Therefore, we consider that BLEU may help reach
a higher precision when keeping sentences with higher scores, and at the same time a
reasonable recall by using shorter N-grams. It seems natural to think that the sentences
with higher BLEU scores should induce a positive effect on the evaluation results of our
SMT systems.

The BLEU-based method may seem very ad hoc, but the kept sentences are not so much

similar with the seed sentences. Because it just keeps new sentences with a BLEU score
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higher than a given threshold, there may be many sequences of words which did not

appear in the reference set (selected based on seed sentences).

The BLEU-based method and the N-sequence filtering method use different reference
corpora in each language in the filtering steps. Especially for the N-sequence filtering
method, we just use the additional monolingual corpus which is not related to seed
sentences. It is not an “ad hoc” method because the comparison with the reference
corpus is not based on the seed sentences, but based on all additional reference sentences;

many sequences of words do not exist in the seed sentences.

4.2.3 Deduction of Translation Relations

Relying on the similarity of the correspondence between the clusters across languages and
the translation relations between the seed sentences, we deduce the translation relations
between filtered newly generated sentences. A Chinese sentence and a Japanese sentence
are considered translations of one another to a certain extent if they satisfy the following

two conditions:

e their seed sentences are aligned in the parallel corpus;

e they were generated from corresponding clusters.

4.3 Experiments for Quasi-parallel Sentence Construction

4.3.1 Data Preparation

Chinese and Japanese subtitles of movies and TV series have been collected from the Web
sites Subscene.com and Opensubtitles.org using an in-house Web-crawler and aligned.

After cleaning, 106,310 pairs of parallel Chinese—Japanese sentences were obtained.

To build our baseline SMT system, 500 and 1,000 sentence pairs from JEC Basic Sentence
Data® were extracted as tuning and testing data. The rest of the 3,804 pairs of sentences
were combined with the subtitle corpus and constitute the training data with 110,114

sentence pairs. Table 4.13 shows the statistics on the data preparation.

To construct a quasi-parallel corpus, we prepared unaligned unrelated monolingual sen-
tences in each language to construct analogical clusters (Table 4.2). Monolingual re-

sources are collected mainly from the following website: “douban”®, “Yahoo China””,

5JEC Basic Sentence Data: http://nlp.ist.i.kyoto-u.ac.jp by Kurohashi-Kawahara Lab., Kyoto
University. Released in 2011.

Sdouban: http://www.douban.com

"Yahoo China: http://cn.yahoo.com Closed in 2013.
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TABLE 4.1: Statistics on the Chinese-Japanese corpus used for the training, tuning,
and test sets in baseline system. The tuning and testing sets are the same in all SMT

experiments.

‘ ‘ Baseline ‘ Chinese ‘ Japanese
sentences 110,114 110,114

train | words 637,036 721,850
mean + std.dev. | 5.94 + 2.60 | 6.69 £+ 2.94
sentences 500 500

tune | words 3,582 5,042
mean + std.dev. | 7.15 + 2.86 | 10.12 + 3.39
sentences 1,000 1,000

test | words 7,285 10,126
mean + std.dev. | 7.28 + 2.87 | 10.15 + 3.30

TABLE 4.2: Statistics on the unaligned Chinese and Japanese monolingual short sen-
tences for construction of analogical clusters.

# of .
size of sentences

different . total total
in characters

?325;;125? (mean =+ std.dev.) characters | words
Chinese 70,000 | 10.29 =+ 6.21 775,530 | 525,462

Japanese 70,000 | 15.06 =+ 6.34 | 1,139,588 | 765,085

and “Yahoo China News”® for Chinese, and “Yahoo! Japan”?, “Rakuten Japan”'® and

“The Mainichi Japan”!! for Japanese.

The monolingual part of the training data for the baseline system is also used as the
initial data for construction of quasi-parallel corpus. We extract unique Chinese and
Japanese sentences in the monolingual parts from the initial parallel corpus. These
sentences are used as seed sentences in the generation of new sentences. The sizes of the
monolingual sentences used as the reference data are 1,059,985 for Chinese and 1,074,851

for Japanese.

¥Yahoo China News: http://news.cn.yahoo.com Closed in 2013.
9Yahoo Japan: http://www.yahoo.co.jp/

10Rakuten Japan: http://www.rakuten.co.jp/

"' The Mainichi Japan: http://www.mainichi.co.jp/
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4.3.2 Experimental Setting

The segmentation toolkits that we use in all experiments are Urheen for Chinese (zh)
and Mecab for Japanese (ja)'?. We perform all SMT experiments using the standard
GIZA++/MOSES pipeline (Koehn et al., 2007) with the default options. Tuning was
performed by minimum error rate training (Och, 2003) using 500 tuning sentence pairs.
We trained 5-gram language models on the target part of the training data using the

SRILM toolkit (Stolcke et al., 2002).

4.3.3 Cluster Construction and New Sentence Generation

Table 4.3 shows the details of the monolingual data and seed sentences we used and the
results of clusters construction and new sentences generation. About 14,578 correspond-
ing clusters were extracted (Simc,, ¢;, = 0.3) by the steps described in Section 4.1.
We checked the quality of the newly generated sentences manually. More than half of
the generated sentences were found to be grammatically invalid. This is indicated in
the last row of Table 4.3, where ) stands for the grammatical quality as evaluated by

extracting 1,000 sentences randomly and checking them manually.

TABLE 4.3: Results of clustering and generation of new sentences.

Chinese Japanese

Initial data # of monolingual sentences 70,000 70,000
# of seed sentences 99,251 90,406

# of clusters 23,182 21,975

New sentence | # of candidate sentences 221,447,016 | 75,278,961
generation Q=20% | Q= 50%

4.3.4 Filtering and Quasi-parallel Corpus Construction for SMT Sys-
tem

We performed BLEU-based filtering experiments with the same candidate sentences as
those described in Table 4.3. We grouped the seed sentences by similarity using the
Dice coefficient between sets of words. We extracted all 1-grams to 4-grams in each seed
group to weight the references, and only selected 100 reference sentences with highest

weight to build reference sets. FEach reference set corresponds to a seed group.

After having obtained seed groups (Table 4.4) and corresponding reference sets for each

seed group, for each candidate sentence, its seed sentence is identified among the possible

12Urheen, a Chinese lexical analysis toolkit (Chinese Academy of Sciences, Institute of Automa-
tion, CASIA); Mecab, part-of-speech and morphological analyzer: http://mecab.googlecode. com/svn/
trunk/mecab/doc/index.html.



Chapter 4 Quasi-parallel Data Construction 89

seed groups and the BLEU scores of the candidate sentence against the corresponding

reference sets are computed. In our experiments, we set several thresholds to check the

filtering results (Table 4.5).

TABLE 4.4: Statistics of grouping seed sentences.

Chinese | Japanese

# of seeds 99,251 90,406

# of seed groups 600 300
Size of groups 165 301

TABLE 4.5: Filtering results by using BLEU-based filtering method.

Threshold Chinese Japanese

(BLEU%)| # of sentence | Q. | # of sentence | Qjq
> 10 13,469 | 95% 653 | 90%
> 5 13,570 | 85% 1,192 | 88%
>4 1,471,080 | 75% 26,164 | 70%
> 1 1,793,541 | 70% 1,062,751 | 60%
Total 921,447,016 | 20% | 75,278,961 | 50%

Firstly, we kept 1,793,541 Chinese sentences and 1,062,751 Japanese sentences. The
highest BLEU scores reached 81 in Japanese and 46 in Chinese. We found that the
candidate sentences with high scores are very similar to the seed sentences they are
generated from. Most of them only add several characters. Generally the sentences
generated from the same seed share a same BLEU score. The reason is that the references
we used in BLEU calculation are extracted by seed sentences. For the candidate sentence,
small changes in the generation will make it similar to the seed sentence, and lead to a
higher BLEU score in filtering. On average, scores of Chinese sentences are higher than
the scores of Japanese sentences, because more Chinese reference sets were built than in

Japanese.

Finally, we checked and found that there are about 500,000 unique Japanese filtered
sentences after filtering by the BLEU method (threshold > 1 BLEU%). Thus, we only
kept the 500,000 unique Japanese filtered sentences with their corresponding seed sen-
tences in higher BLEU scores. The same size of filtered sentences in Chinese with higher
BLEU scores are also extracted. Deducing translation relationships allowed us to con-
struct a quasi-parallel corpus of 353,729 sentence pairs. We added the new corpus into

the baseline and evaluated it. Table 4.6 shows the results.

The BLEU based filtering method increases the baseline system by only 0.8 BLEU point.

We reduce the size of the reference corpora and only used grouped seed sentences to
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TABLE 4.6: Comparison of the baseline SMT system and an SMT system with addi-
tional quasi-parallel data output by BLEU-based filtering. The figure in bold characters
(13.89) shows a significant improvement with a p-value < 0.01.

# of lines (zh) | Q.p | # of lines (ja) | Qjq Quasi | BLEU
Baseline 110,114 - 110,114 - - 13.10
BLEU filtering 500,000 | 81% 500,000 | 65% | 343,729 | 13.89

weight the reference sentences. It was observed that most of the BLEU scores obtained

in the filtering step are around 1, which is close to the improvement obtained in SMT.

To determine the most appropriate N which can keep the largest number of well-formed
sentences to be added to the training corpus, we performed a series of filtering experi-
ments using the N-sequence method with different values of N and tolerance. Table 4.7
shows the results for N equal to 4 to 9 and tolerance equal to 0 and 1 in Chinese and

Japanese.

We assessed the quality of filtered sentences manually by selecting 1,000 sentences ran-
domly and checked their grammatical quality. With a tolerance of 0, the quality of
sentences increased when N increases. We obtained the highest grammatical quality of
99% when N equals 6 characters in Chinese and 7 characters in Japanese with a toler-
ance of 0. This means that 99% of the sentences kept are grammatically correct. Also,
with a tolerance of 0, the quality of sentences with a larger value of N than 6 characters

in Chinese and 7 characters in Japanese was kept between 98% and 99%.

The quality decreases in the same value of N when the tolerance increases. Because
sentences with a tolerance of 1 may contain an N-gram that cannot be found in the
reference corpus, noise creeps into sentences. For that reason, the quality of Chinese

kept sentences with N = 6 and the tolerance = 1 decreases down to 89%.

TABLE 4.7: Filtering results by using the N-sequence filtering method in different Ns
and tolerances.

N Chinese Japanese
All 221,447,016 (Q = 20%) 75,278,961 (Q = 50%)
Tolerance = 0 Q@ | Tolerance = 1 Q@ | Tolerance = 0 Q@ | Tolerance = 1 Q
4 1,848,254 | 83% 9,063,117 | 74% 2,252,589 | 80% 7,295,155 | 75%
5 244,495 | 90% 1,187,362 | 79% 474,072 | 89% 1,668,322 | 77%
6 105,537 | 99% 369,625 | 89% 312,557 | 92% 981,429 | 81%
7 89,728 | 98% 237,159 | 87% 192,124 | 99% 572,616 | 85%
8 86,523 | 98% 198,077 | 83% 117,133 | 98% 286,587 | 88%
9 85,690 | 99% 174,849 | 87% 98,136 | 99% 192,586 | 90%

Using these results, we selected 4 sets of filtered sentences in the two languages with

high quality obtained using a tolerance of 0. We also selected 3 similar sets with a
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tolerance of 1. This makes 7 quasi-parallel corpus in total. In each corpus, N (ja) equals
N (zh)+1 so as to make the number of filtered sentences comparable. Table 4.8 describes

the quasi-parallel corpora constructed.

TABLE 4.8: Construction results of a quasi-parallel corpus by using N-sequence fil-

tering and the evaluation results for Chinese-Japanese baseline system and baseline

+ additional quasi-parallel systems. The figures in bold characters show a significant
improvement with a p-value < 0.01.

Chinese Japanese Quasi-parallel corpus | BLEU% | BLEU%

N | Tolerance Size | Q.n | N | Tolerance Size | Qja # of sentence pairs | (tuning) (test)
8 1] 198,077 | 83% | 9 1] 192,586 | 90% 120,338 16.97 14.31
7 11237,159 | 87% | 8 1| 286,587 | 88% 163,043 17.49 14.54
5 0| 244,495 | 90% | 6 0| 312,557 | 92% 193,561 17.52 14.82
8 0| 86,523 | 98% | 9 0| 98,136 | 99% 28,733 17.91 15.70
6 11 369,625 | 89% | 7 11 572,616 | 85% 276,999 18.04 15.99
7 0| 89,728 | 98% | 8 0| 117,133 | 98% 37,067 18.49 16.37
6 0| 105,537 | 99% | 7 0| 192,124 | 99% 76,151 21.18 19.27

R K 0y [

? (_] ;88:33; 2?0;2 7 ? égé:éég ggéz 76,151+343,729 23.94 | 20.35
baseline 16.08 13.10

For the 7 quasi-parallel corpora, we added each of them as additional data to our initial
Chinese—Japanese training data to perform Chinese-to-Japanese SMT experiments. We
recomputed translation tables (training), tuned the system, performed translation of the
same test set and calculated the BLEU scores. Table 4.8 shows the results for each of
the SMT systems. All the BLEU scores of the SMT systems with additional data are
1 to 6 points higher than the baseline system. The highest score is obtained when N
(zh) = 6 and N (ja) = 7 with a tolerance of 0. Quasi-parallel corpora with a tolerance
of 0 contain less noise, and the BLEU scores increase when the size of additional data
becomes larger. Therefore, even if the size of quasi-parallel corpora adding data with a
tolerance of 1 is much larger than data with a tolerance of 0, because of the noise, it

cannot improve the translation results effectively.

Table 4.8 also shows the BLEU scores obtained on the tuning set when the parameters
are optimized on this same tuning set for each SMT system. We vary the filtering
parameters. The best system obtained by considering the scores on the tuning set is
obtained for N (zh) = 6 and N (ja) = 7 with a tolerance of 0. We then evaluate this
best system with these parameters on a test set. We verify that the score obtained on
the test set with these parameters is the best score by evaluating all other systems on
the same test set. We confirm that the best configuration obtained by tuning leads to
the best score on the test set (see Table 4.8).

We also build an SMT system based on the quasi-parallel corpora obtained by combining
the BLEU and the N-sequence filtering methods. This arrangement yielded even greater

improvement (Table 4.8): a more lenient filtering method (more sentences remain after
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filtering) is boosting the performance of the more drastic filtering method (less sentences
kept). This is shown by a relatively higher than expected increase in translation accuracy
as measured by BLEU, as 7.25 > 0.79 + 6.17 = 6.96.

4.3.5 Analysis of the Results and Discussion

We investigated the N (source length) x M (target length) distribution in phrase ta-
bles (used during testing) generated from the initial parallel corpus and the inflated
training corpus by adding the constructed quasi-parallel data (filtered with N (zh) = 6
and N (ja) =7, Tolerance is 0). In Table 4.9 and Table 4.10, the statistics (zh—ja) show
that the total number of phrase pairs used by adding additional quasi-parallel corpus
is larger than when using only the initial parallel corpus as training data, especially
for 1-4 grams in both languages. If we compare the number of entries, the number of
phrase pairs (in Table 4.10) on the diagonal got a significant increase in the number
of phrase pairs of similar length. Considering the correspondence between lengths in
Chinese—Japanese translation, the increase in phrase pairs with different lengths (like 1
(zh) x 2 (ja), 2 (zh) x 3 (ja) and 3 (zh) x 4 (ja)) is felicitous. This means that adding
the additional quasi-parallel corpus for inflating the training corpus for SMT allowed us

to produce much more numerous potentially useful alignments.

TABLE 4.9: Distribution of phrase pairs used during testing in Chinese-to-Japanese
SMT experiment (baseline).

Target = Japanese
l-gram 2-gram 3-gram 4-gram 5-gram 6-gram 7-gram total

2 l-gram | 10,833 21,570 16,142 9,042 4,360 1,899 780 64,626
§ 2-gram | 3,318 5,938 4911 2,789 1,402 678 289 19,325
6 3-gram 217 400 426 288 168 81 32 1,612

|| 4-gram 14 29 33 37 33 16 10 172

g  b-gram 1 3 4 7 8 10 10 43

2 6-gram 0 0 3 3 5 6 8 25
9 7_gram 0 0 1 2 2 2 1 8

total | 14,383 27,040 21,520 12,168 5978 2,692 1,130 85811

Table 4.11 illustrates the fact that new translation candidates have been added for an
existing phrase, and that new phrase pairs have also been added. The fact that these
additional phrases are reasonable is indicated by the improvements in BLEU scores.
Table 4.12 illustrates changes in lexical weights and translation probabilities for the
same Chinese phrase. More accurate phrase alignments may be extracted by adding
additional quasi-parallel corpus. We also believe that we improved its features by adding

quasi-parallel data.
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TABLE 4.10: Distribution of phrase pairs used during testing in Chinese-to-Japanese

SMT experiment (baseline + quasi-parallel). The bold numbers show the increased

numbers of N (Chinese) x M (Japanese)-grams (less than 4-gram) in the phrase table,

and the total number of N (Chinese) x M (Japanese)-grams, which increased compared
with the baseline system.

Target = Japanese
l-gram 2-gram 3-gram 4-gram 5-gram 6-gram 7-gram total

g l-gram | 11,337 24,456 20,285 12,559 6,655 3,197 1492 79,981
& 2gram| 3,971 7,081 6,422 4,131 2370 1,213 565 25,753
& 3-gram 316 541 604 463 332 209 132 2,597
I 4-gram 36 50 82 109 88 70 58 493
¢ 5-gram 4 11 24 39 46 44 50 218
2 6-gram 2 2 6 17 21 24 45 117
@ 7.gram 0 0 1 7 11 16 24 59

total | 15,666 32,141 27,424 17,325 9523 4,773 2,366 109,218

TABLE 4.11: Samples of phrase alignments in zh—ja phrase table. Same Chinese
phrase and corresponding Japanese phrases in baseline phrase table and baseline +
quasi-parallel phrase table.

\ \ zh ja \
paseline R BT || ShoT < Le mw |
it can only be this way’ ||| ‘no choice but to go’ |||
Hofe 2 T Th Lr» 2w A 72 X |
it can only be this way’ ||| ‘that’s all I have to do’ |||
Hofe 2 T 5 L w235 ||
it can only be this way’ ||| ‘I only have to do it’ (presumption) |||
AR Og X T h T 1< L» b 7z (new) |||
‘it can only be this way’ ||| ‘no choice but to go’ (past form) |||
Additional H o X T L % (new) ]
it can only be this way’ ||| ‘nothing but this’ |||
Ao T N L v A 7 (new) |||
it can only be this way’ |||  ‘that’s all I have to do’ (without modal particle) |||
H g X T | % Lh B (new) |||
‘it can only be this way’ ||| ‘I only have to do it” |||
A g X T 5 L Lho 7z (new) ||
‘it can only be this way’ ||| ‘I only have to do it’ (past form) |||
FE B I (new) ||| F o2 T—L (new) |||
‘mainly draw games’ ||| ‘mainly games’ |||

4.4 Experiments on Technical Translation

4.4.1 Experiments and Results

To assess the contribution of our proposed methods on technical machine translation, we
propose to compare two SMT systems. The first one is constructed using the initial given
ASPEC-JC parallel corpus. This is the baseline. The second one adds the additional
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TABLE 4.12: Samples of the same phrase alignments in Chinese and Japanese with
different translation probabilities (TP) and lexical weights (LW) in baseline phrase
table and baseline + quasi-parallel phrase table.

|  zh(s) ja (t) TP(s|t) LW(slt) TP(t]s) LW(t]s) |
in baseline phrase table SEFRE| Fik [|| 0.148 0.103 0.310 0.138
‘actually’ ||| ‘actually’ N - - - -
ERRE ||| ERE [|| 0.314 0.303 0.379 0.288
‘actually’
‘actually’ ||| (saying in different ||| - - - -
way)
KRR ||| ERRIC [|| 0.335 0.152 0.139 0.043
‘actually’
‘actually’ ||| (saying in different ||| - - - -
way)
EFRE | FERRIC I [|| 0.089 0.101 0.003 0.002
‘actually’
‘actually’ ||| (saying in different ||| - - - -
way)
SEfRE ) FEi [I] 0.182 0.060 0.290 0.073
ST 5%
in baseline + additional phrase table ;E;i m i[lg - m 832; gi);?; 83(13; 8332
SEBRE | EREIC || 0.867 0.105  0.188  0.005

quasi-parallel corpus obtained using analogical associations based on the constructed

clusters and a part of ASPEC corpus which less than 30 characters in length.

Baseline: The statistics of the data used in the experiments are given in Table 4.13 (left).
The training corpus consists of 672,315 sentences of initial Chinese-Japanese parallel
corpus. The tuning set is 2,090 sentences from the ASPEC-JC.dev corpus, and 2,107
sentences also from the ASPEC-JC.test corpus were used for testing. We perform all
experiments using the standard GIZA++/MOSES pipeline (Koehn et al., 2007).

TABLE 4.13: Statistics on the Chinese—Japanese corpus used for the training, tuning,

and test sets in baseline (left) and baseline + quasi-parallel data (right). The tuning

and testing sets are the same in both experiments. Segmentation tools: Urheen for
Chinese and Mecab for Japanese.

‘ ‘ Baseline Chinese ‘ Japanese ‘ ‘ + Quasi-parallel ‘ Chinese ‘ Japanese
= | sentences 672,315 672,315 sentences 708,132 708,132
'S | words 18,847,514 23,480,703 words 19,212,187 24,512,079

mean =+ std.dev. | 28.12 £ 15.20 | 35.05 & 18.88 mean =+ std.dev. | 27.13 + 14.19 | 34.23 £+ 17.22

Both experiments Chinese Japanese
» | sentences 2,090 2,090
2 | words 60,458 73,177
“ | mean + std.dev. 28.93 + 15.86 | 35.01 4+ 18.87
.. | sentences 2,107 2,107
§ words 59,594 72,027

mean + std.dev. 28.28 + 14.55 | 34.18 4+ 17.43
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Experiments on New Sentence Generation and Filtering by N-sequences: For
the generation of new sentences, we make use of the clusters obtained from the experi-
mental results shown in Table 4.3 as rewriting models. Different from the extraction of
corresponding clusters, we make use of additional resource for computing the similar-
ity between Chinese and Japanese clusters. They are word-to-word alignments based on
ASPEC-JC data using Anymalign!3. We keep 72,610 word-to-word correspondences (use
option -N) obtained with Anymalign in 1 hour after filtering on both translation prob-
abilities with a threshold of 0.3, the quality of these word-to-word correspondences is
about 96%. We set different thresholds for Sime,, ~c;, and check the correspondence
between these extracted clusters by sampling. Where the Simc,, —¢,, threshold is set to
0.3, the acceptability of the correspondence between the extracted clusters reaches 78%.

About 15,710 corresponding clusters were extracted (Simczh_cja > 0.3) by steps.

The seed sentences as input data for new sentences generation are the unique Chinese and
Japanese short sentences from the 103,629 ASPEC-JC parallel sentences (less than 30
characters). In this experiment, we generated new sentences with each pair of sentences
in clusters for Chinese and Japanese respectively. Table 4.14 gives the statistics for new

sentence generation.

TABLE 4.14: Statistics on new sentence generation in Chinese and Japanese. Q is the
quality of the new candidate sentences or new valid sentences after filtering.

Chinese Japanese
.. # of seed sentences 99,538 97,152
Initial data # of clusters 23,182 21,975
New sentence # of candidate sentences 105,038,200 80,183,424
generation Q= 29% Q= 40%

unique ‘ seed—new—# | unique ‘ seed—new—#
# of new valid sentences | 33,141 ‘ 67,099 40,234 ‘ 84,533
(filtered) Q= 96% Q= 96%

Quality assessment

To filter out invalid and grammatically incorrect sentences and keep only well-formed
sentences, we eliminate any sentence that contains an N-sequence of given length (N
= 6 for Chinese and N = 7 for Japanese, tolerance = 0) of a given length unseen in
the reference corpus, because the best quality was obtained for the values N = 6 for
Chinese and N = 7 (tolerance = 0) for Japanese in previous experiments. We use the
size of reference corpus with 1,700,000 monolingual data for both Chinese and Japanese.
Quality assessment was performed by extracting a sample of 1,000 sentences randomly
and checking manually by native speakers. The grammatical quality was at least 96%.
This means that 96% of the Chinese and Japanese sentences may be considered as
grammatically correct. For new valid sentences, we remember their corresponding seed

sentences and the cluster they were generated from.

3http://anymalign.limsi.fr
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We deduce translation relations based on the initial parallel corpus and corresponding
clusters between Chinese and Japanese. Table 4.15 gives the statistics on the quasi-
parallel deducing obtained. Among the 35,817 unique Chinese-Japanese quasi-parallel
sentences obtained, about 74% were found to be exact translations by manual check on

a sampling of 1,000 pairs of sentences.

TABLE 4.15: Statistics on the quasi-parallel corpus deducing.

‘ Chinese ‘ Japanese ‘ Chinese—Japanese ‘
sced-new-# | seed-new—# Initial parallel | Corresponding | Quasi-parallel
corpus clusters corpus
| 67,099 | 84,533 | 103,629 | 15,710 | 35,817 |

Adding Additional Quasi-parallel Corpus: The statistics of the data used in
this second setting are given in Table 4.13 (right). The training corpus is made of
708,132 (672,315 + 35,817) lines of sentences, i.e., the combination of the initial Chinese—

Japanese parallel corpus used in the baseline and the quasi-parallel corpus.

Experimental Results: Tables 4.16 and 4.17 give the evaluation results. We use the
standard metrics BLEU (Papineni et al., 2002), NIST (Doddington, 2002), WER (Nieen
et al., 2000), TER (Snover et al., 2006) and RIBES (Isozaki et al., 2010). As Table 4.16
shows, significant improvement over the baseline is obtained by adding the quasi-parallel
generated data based on the Moses version 1.0, and Table 4.17 show that a slight im-
provement over the baseline is obtained by adding the quasi-parallel generated data

based on the Moses version 2.1.1.

4.4.2 Influence of Segmentation on Translation Results

We also use KyTea!* to segment Chinese and Japanese. Table 4.18 and Table 4.19
show the evaluation results by using KyTea as the segmentation tools based on stan-
dard GIZA++/MOSES (different version in 1.0 and 2.1.1) pipeline. As the evaluation
scores (BLEU and RIBES) shown in Table 4.16, Table 4.17, Table 4.18 and Table 4.19:

e We obtained more increase based on Moses version 1.0 than Moses version 2.1.1
by using Urheen/Mecab or kyTea for Chinese and Japanese as the segmentation

tools;

e But, based on Moses version 2.1.1 we obtained higher BLEU and RIBES scores

than with Moses version 1.0 by using two different segmentation tools;

“http://wuw.phontron.com/kytea/index-ja.html
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e Based on the same Moses version, most of the BLEU and RIBES scores are higher
by using Urheen and Mecab as the segmentation tools for Chinese and Japanese
than using KyTea (except Japanese-to-Chinese by using KyTea based on Moses

version 2.1.1).

TABLE 4.16: Evaluation results for Chinese-Japanese translation across two SMT
systems (baseline and baseline + additional quasi-parallel data), Moses version: 1.0,
segmentation tools: Urheen and Mecab.

BLEU NIST WER TER | RIBES
baseline 29.10 | 7.5677 | 0.5352 | 0.5478 | 0.7801
+ additional training data | 32.03 | 7.9741 | 0.5069 | 0.5172 | 0.7906
baseline 22.98 | 7.0103 | 0.5481 | 0.5711 | 0.7893
+ additional training data | 24.87 | 7.3208 | 0.5273 | 0.5482 | 0.8013

zh-ja

ja~zh

TABLE 4.17: Same as Table 4.16 with Moses version: 2.1.1, segmentation tools: Urheen
and Mecab.

BLEU NIST WER TER | RIBES

Jhoia baseline 33.41 | 8.1537 | 0.4967 | 0.5061 | 0.7956
E + additional training data | 33.68 | 8.1820 | 0.4955 | 0.5039 | 0.7964
baseline 25.53 | 7.3885 | 0.5227 | 0.5427 | 0.8053

ja~zh

+ additional training data | 25.80 | 7.4571 | 0.5176 | 0.5378 | 0.8060

TABLE 4.18: Same as Table 4.16 with Moses version:1.0, segmentation tools: KyTea.

BLEU NIST WER TER | RIBES
baseline 28.35 | 7.3123 | 0.5667 | 0.5741 | 0.7610
+ additional training data | 28.87 | 7.4637 | 0.5566 | 0.5615 | 0.7739
baseline 22.83 | 6.9533 | 0.5633 | 0.5853 | 0.7807
+ additional training data | 23.18 | 7.0402 | 0.5547 | 0.5778 | 0.7865

zh-ja

ja~zh

TABLE 4.19: Same as Table 4.16 with Moses version: 2.1.1, segmentation tools: KyTea.

BLEU NIST WER TER | RIBES
baseline 33.27 | 7.9579 | 0.5249 | 0.5272 | 0.7820
+ additional training data | 33.56 | 8.0229 | 0.5178 | 0.5206 | 0.7849
baseline 26.25 | 7.4931 | 0.5197 | 0.5398 | 0.8085
+ additional training data | 26.52 | 7.5523 | 0.5128 | 0.5335 | 0.8105

zh-ja

ja-zh

4.5 Combination of Proposed Techniques in Technical SMT

This section describes the experiments and the results that make use of the proposed

techniques and results described in previous chapters and sections. We aim at assessing
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the translation accuracy in technical statistical machine translation (SMT) when com-
bining the proposed methods and results. These methods and works are: construction
of a Chinese—Japanese lexicon combining several automatic techniques based on sev-
eral freely available resources (Chapter 2); re-tokenization of Chinese-Japanese training
corpus in SMT with extracted bilingual terms using the C-value and sampling-based
alignment methods, as well as kanji-hanzi conversion method (Chapter 3); construction
of a Chinese-Japanese quasi-parallel corpus using analogical associations for inflating

an existing training corpus to train the translation model (Chapter 4).

4.5.1 Data Used and Overview of the Experiments

The experimental data used in this section are the same as in Section 4.4.1 given in
Table 4.13, but the segmentation tools are different. The segmentation tools used here

are Stanford (ctb) for Chinese and Juman for Japanese.

TABLE 4.20: Statistics on the Chinese—Japanese corpus used for the training, tuning,

and test sets in baseline (upper left) and baseline + Quasi-parallel data (upper right).

The tuning and testing sets are the same in both experiments. Segmentation tools:
Stanford (ctb) for Chinese and Juman for Japanese.

‘ ‘ Baseline ‘ Chinese ‘ Japanese ‘ ‘ + Quasi-parallel ‘ Chinese ‘ Japanese ‘
= | sentences 672,315 672,315 sentences 708,132 708,132
'S | words 18,208,123 22,322,141 words 18,516,044 22,679,058
~ | mean + std.dev. | 27.16 & 14.59 | 33.32 + 17.68 mean + std.dev. | 26.66 £ 14.73 | 32.75 £+ 17.87

Both experiments Chinese Japanese
» | sentences 2,090 2,090
2 | words 59,279 70,250
| mean + std.dev. | 28.36 + 15.58 | 33.61 + 17.95
.. | sentences 2,107 2,107
§ words 58,318 69,246

mean + std.dev. | 27.68 + 14.13 | 32.86 + 16.71

The procedure of our experiments is given as follows:

e Extract monolingual terms using the C-value method from Chinese and Japanese

parts of the training corpus, respectively;

e Re-tokenize the Chinese and Japanese training corpus respectively with the ex-

tracted monolingual terms;

e Extract Chinese-Japanese bilingual terms combining a sampling-based alignment

method and kanji-hanzi conversion method;

e Re-tokenize the inflated Chinese-Japanese training corpus (baseline + Quasi-

parallel corpus) with the extracted bilingual terms;
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e Perform a baseline SMT experiment with the data given in Table 4.20;

e Perform a SMT experiment with the re-tokenized inflated Chinese-Japanese train-
ing data, additionally, we also make use of the lexicon constructed in Chapter 2 in

SMT decoding process.

4.5.2 Extraction of Monolingual and Bilingual Terms

In this section, we firstly extract monolingual terms using the C-value method from
672,315 Chinese and Japanese parts of training corpus respectively. 568,974 monolingual
terms are extracted from Chinese part and 510,792 terms are extracted for Japanese part.
For keeping the balance between monolingual term extraction in different languages, we
re-tokenize the training corpus with the same number of Chinese and Japanese mono-
lingual multi-word terms respectively. These terms are the first 510,000 monolingual

multi-word terms with the highest C-values in each language.

We then extract bilingual terms from the re-tokenized Chinese—Japanese training corpus.
We obtained 75,350 bilingual multi-word terms using sampling-based alignment method
and filtering by setting translation probabilities in both directions with 0.6. Because P
= 0.6 as the threshold for bilingual multi-word extraction allowed us obtained the best
system and translation accuracy in Section 3.2.4.2 (see Table 3.3), Section 3.3.2 (see
Table 3.14 and Table 3.15) and Section 3.3.5 (see Table 3.23). We further filter these
bilingual multi-word terms by considering the ratio of the lengths in words between
Chinese and Japanese, and the components of the terms in Japanese (see Section 3.3.1).
We finally obtained 63,687 Chinese-Japanese bilingual multi-word to multi-word terms.

The percentage of the good bilingual multi-word term matches is 85%.

Following the proposed method that extracts bilingual terms using kanji-hanzi conver-
sion, we extracted 27,233 bilingual terms based on the sampling-based alignment result.
The percentage of the good bilingual term matches is 100%. We also take single-word to
multi-word term extraction into consideration. We extract 7,401 single-word to multi-
word terms after several filtering constraints. The percentage of the good bilingual

single-word to multi-word term matches is 80%.

Finally, we re-tokenize the Chinese—Japanese training corpus with these extracted bilin-
gual terms combining several proposed methods. The total number of the bilingual terms
used in re-tokenization of Chinese-Japanese training corpus is 63,687 + 27,233 + 7,401
= 08,321 (unique terms: 83,593, because there is an intersection between multi-word to
multi-word term extraction and kanji-hanzi conversion based bilingual term extraction;
another intersection between kanji-hanzi conversion based bilingual term extraction and
single-word to multi-word term extraction). The percentage of the good bilingual term
matches (total) is 90%.
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4.5.3 SMT Experiments

To assess the contribution of our proposed methods described in previous sections and
chapters on technical statistical machine translation, we propose to compare two SMT
systems. The first one is constructed using the initial given ASPEC-JC parallel corpus.
This is the baseline. The second one adds the additional quasi-parallel corpus obtained
using analogical associations into the baseline training data, then re-tokenize the inflated

training corpus with the extracted bilingual terms.

Baseline: The statistics of the training data used in the experiments are given in Ta-
ble 4.20 (upper left). The training corpus consists of 672,315 lines of sentences of initial
ASPEC Chinese-Japanese parallel corpus. The tuning set is 2,090 sentences from the
ASPEC-JC.dev corpus, and 2,107 sentences also from the ASPEC-JC.test corpus were
used for testing. We perform the experiment using the standard GIZA++/MOSES (2.1.1)
pipeline (Koehn et al., 2007). The BLEU score obtained is 34.45.

((Baseline + Quasi-parallel) — Re-tokenization) 4+ Lexicon: The statistics of
the training data used in the experiments are given in Table 4.20 (upper right). The
training corpus consists of 708,132 lines sentences of initial Chinese-Japanese training
corpus (672,315 lines) + Quasi-parallel corpus (35,817 lines). The number of bilingual
terms used in re-tokenization of the training corpus is 83,593. The tuning and test sets
are the same as used in baseline system. The same as the baseline system, we perform
the experiment using the standard GIZA++/MOSES (2.1.1) pipeline (Koehn et al.,
2007). In this experiment, we also make use of the lexicon constructed in Chapter 2 in
decoding process. The BLEU score obtained in this system is 36.24. Compare with the
baseline system (BLEU = 34.45), we obtained 1.8 BLEU point with p-value < 0.01. We
can conclude that the improvement of the translation accuracy is statistically significant

in comparison with the baseline system.

Lexicon used in decoding: For SMT decoding process, sometimes we want to bring
some external knowledge to the decoder. For instance, we have a Chinese—Japanese
lexicon for translation of certain words or phrases. We would like to make use of these
translations in decoding without changing the translation model. We firstly change the
format of the test set by adding the translation of words or phrases appeared in the
lexicon. We can also provide probabilities for these translation candidates. Multiple
translation existing in the lexicon can be separated by two bars (||) with multiple prob-
abilities. In decoding process, this gives the decoder a choice to use either translations
from the lexicon or from the translation model. The specified translation based on lex-
icon will compute with all the phrase table choices and ultimately the choice will be

made by the language model.

Analysis of the Results and Discussion: We investigate the N (Chinese) x M

(Japanese)-gram distribution in the phrase tables potentially used in translation. In
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FIGURE 4.14: Examples of XML-specified translation in the test set (Chinese).

Tables 4.21 and 4.22, the statistics (Chinese-to-Japanese) show that the total number
of potentially useful phrase pairs used in translation based on re-tokenized inflated cor-
pus + lexicon is larger than that used in the baseline system. We compare the number of
entries, the number of phrase pairs have a significant increase compare with the baseline
system. This simply shows that using additional constructed lexicon, adding a quasi-
parallel corpus and re-tokenization of training corpus with multi-word terms extracted
from the initial training set are potentially useful for the translation of the test set, which
was precisely the goal of our work on improving technical statistical machine transla-
tion combine using several proposed methods at various levels of granularity (characters,

words, terms and short sentences).

TABLE 4.21: Distribution of N (Chinese) x M (Japanese)-gram entries in the
phrase table potentially used in testing in system ((Baseline + Quasi-parallel) —
Re-tokenization) 4+ Lexicon. The bold face numbers showing the increased N (Chi-
nese) X M (Japanese)-grams in the phrase table, and the total number of N (Chi-
nese) x M (Japanese)-grams, which increased compared with the baseline system.

Target = Japanese
l-gram  2-gram  3-gram  4-gram 5-gram 6-gram 7-gram total

¢ l-gram | 146446 533230 533292 326908 169989 84820 43291 1837976
E 2-gram | 96198 304434 367151 243041 125086 58958 27628 1222496
6 3-gram | 14184 39688 69469 66077 40450 19833 9223 258924
|| 4-gram 1233 2965 6568 11004 10771 6755 3217 42513
§ 5-gram 189 336 651 1260 2525 3141 2631 10733
5 G-gram 52 79 115 191 392 1147 1587 3563
A 7-gram 11 12 17 41 49 138 403 671

total | 258313 880744 977263 648522 349262 174792 87980 3376876

4.6 Summary of This Chapter

We presented an innovative technique for the automatic acquisition of rewriting models
for the construction of a quasi-parallel corpus. The reason for constructing quasi-parallel
corpora to be added to training data in SMT, is to extract new additional translation
knowledge from unrelated unaligned monolingual data. Quasi-parallel corpora are used
as additional training data to train SMT systems and in this way improves transla-

tion quality. The experimental data we use are collected from Websites with open
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TABLE 4.22: Distribution of N (Chinese) x M (Japanese)-gram entries in the phrase
table potentially used in testing in the baseline system.

Target = Japanese

l-gram 2-gram 3-gram 4-gram 5-gram 6-gram 7-gram total

o l-gram | 157840 507416 478267 281186 141623 69797 35716 1671845
_% 2-gram | 93941 299749 356214 222944 109483 49557 22739 1154627
5 3-gram | 13271 38298 69565 64717 37542 17447 7796 248636
|| 4-gram 1112 2766 6396 11114 10678 6345 2863 41274
§ 5-gram 178 308 638 1292 2588 3078 2435 10517
5 6-gram 46 78 113 176 419 1160 1543 3535
A 7-gram 10 12 21 32 47 161 433 716
total | 266398 848627 911214 581461 302380 147545 73525 3131150

15 16

licences with the concern of avoiding any copyright problem. We produced all pos-
sible analogical clusters as rewriting models for generating new sentences, then filter

newly over-generated sentences by a BLEU-based method and N-sequence method.

We improved the computational efficiency of the basic N-sequence filtering method so
that we could add a new parameter, tolerance, as an attempt at relaxing the constraint.
We performed a series of filtering experiments with different values of N and tolerance.
The algorithm could save processing time when we use more than 2 different values of
N and tolerance. To make use of shorter N-grams, we proposed a new filtering method
based on BLEU. Facing the problem of time, we applied a weighting method to decrease
the size of the reference corpus and used similarity computation to group seed sentences

to reduce the processing time.

We conducted a series of experiments and constructed several quasi-parallel corpora
using different filtering results and added them to a baseline SMT system. We obtained
increases of 0.8 BLEU point with the BLEU filtering method and 1 to 6 BLEU points in
experiments using the N-sequence filtering method. We are able to conclude that better
sentence quality and larger sizes of additional quasi-parallel corpora lead to higher scores
in translation evaluation. We also combined quasi-parallel corpora obtained by using
the BLEU and the N-sequence filtering methods as additional training data to train an
SMT system. In this way we achieved an even better improvement than expected in

translation accuracy as measured by BLEU.

The same proposed method as the one used here is also used for constructing a Chinese—
Japanese quasi-parallel corpus based on a scientific corpus (ASPEC-JC). We produced
analogical clusters as rewriting models to generate new sentences. A quasi-parallel cor-
pus is constructed based on the short sentence pairs in ASPEC corpus with less than
30 characters. We filter newly over-generated sentences by the N-sequences filtering

method. The grammatical quality of the valid new sentences is at least 96%. We

'5Subscence.com: https://subscene.com/site/legal-information
16Opensubtitles.org: http://www.opensubtitles.org/ja/disclaimer
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then assess translation relations between newly generated short sentences across both
languages, relying on the similarity between the clusters across languages. We auto-
matically obtained 35,817 Chinese-Japanese sentence pairs, 74% of which were found to
be exact translations. In SMT experiments performed on Chinese—Japanese, using the
standard GIZA++/MOSES pipeline, by adding our quasi-parallel data, we were able to
inflate the training data in a rewarding way. On the same test set, based on different
MOSES versions and segmentation tools, all of translation scores significantly or slightly
improved over the baseline systems. It should be stressed that the data that allowed us
to get such improvement are not so large in quantity and not so good in quality, but we
were able to control both quantity and quality so as to consistently improve translation

quality.

In our SMT experiments, whatever the experimental data used are more general or in
some special technical domain, significant improvements are obtained compared with

baseline systems. The experimental results demonstrate the generality of the method.

In this chapter, we also presented experiments on statistical machine translation on tech-
nical domains by combining several proposed methods and results described in previous
chapters and this chapter. We made use of the lexicon constructed in Chapter 2 as
the external knowledge using in decoding process of SMT experiment. This allows us
to provide more choice for the translation of test sentences. We extracted monolingual
and bilingual terms from an existing baseline training corpus based on the methods de-
scribed in Chapter 3. We aimed at re-tokenizing the inflated training corpus (obtained
in Chapter 4) with these extracted bilingual terms. The combination of these works
leaded to statistically significant improvements in translation accuracy which evaluated
by BLEU scores. We obtained about 1.8 BLEU point (at p-value < 0.01) improvements

in comparison with a baseline system.






Chapter 5

Conclusion and Future Work

5.1 Conclusion

The main focus of this dissertation was to exploit several freely available linguist re-
sources to address the scarcity of linguistic data and exploit technical terms for technical
translation in specific domains between Chinese and Japanese. The conclusions of the

dissertation are as follows.

Chapter 1 described the background and the basic knowledge of the research. It gave
an overview of the approach adopted in the thesis and presented the contributions of
the thesis.

Chapter 2 addressed the problem of scarcity of bilingual lexica between Chinese and
Japanese. Extracting bilingual lexica from Chinese-Japanese parallel or comparable
corpora has been proposed in previous works (Rapp, 1999), (Vuli¢ et al., 2011). How-
ever, the scarcity of parallel corpora and the parallelism of comparable corpora are still
problems. We proposed a method to construct a Chinese-Japanese lexicon by com-
bining several automatic techniques on several freely available resources. Our method
elaborates on the classical pivot language technique. With this method the quality lies
below 45% of correct entries in our experiments. To improve the quality, we proposed
to combine three additional techniques: one time inverse consultation (76% of correct
entries); Japanese kanji to Chinese hanzi character conversion (98.5% of correct entries);
expansion through a Chinese synonym table (98.5% of correct entries). The three addi-
tional methods allowed us to increase the quality of the Chinese-Japanese lexicon from
less than 45% to 85% and get 45,386 entries in total. By comparison with a reference
dictionary, 83% of word pairs in our lexicon do not appear in a large reference dictio-
nary, the EDR dictionary constructed by NICT (about 300,000 entries). We made use

of our kanji-hanzi conversion method through out our work, because there exist a large
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amount of characters shared with the same meaning in the Chinese and Japanese writ-
ing systems. Our results show that they can be safely used as clues to align words or

multi-word expressions.

Chapter 3 addressed the problem of the scarcity of digitalized terminological banks
between Chinese and Japanese. The identification and translation of terms in patents
and scientific texts is of course crucial in technical translation. We proposed a method
to improve Chinese-Japanese technical translation of patents and scientific texts by re-
tokenizing the training corpus with aligned bilingual multi-word terms. We extracted
bilingual multi-word terms from the training corpus. These extracted terms are used in
adjusting and balancing the tokenization between Chinese and Japanese technical data.
We proposed two experimental protocols to make use of the extracted bilingual terms
in Chinese—Japanese statistical machine translation (SMT) experiments so as to select
the better one. We obtained a quality of correspondence of 80% in bilingual multi-
word term extraction and a significant improvement of 1 BLEU score (p < 0.01) in
translation accuracy. We combined using the kanji-hanzi conversion method (Chapter
2), and obtained better results in correspondence of bilingual terms (93%) and BLEU
with 1.5 BLEU point improvement (p < 0.01). We also considered the cases where one
side is a single-word term and the other side is a multi-word term without hanzi/kanji
constraints. We obtained even better results with 95% in correspondence of terms and
2 BLEU point improvement (p < 0.01) in translation accuracy. Our pre-processing on
terms has the effect of reducing the problem of different segmentation conventions across

languages.

Chapter 4 addressed the problem of scarcity of bilingual corpora between Chinese and
Japanese. In SMT, the translation knowledge is acquired from the parallel sentences.
Consequently, the quantity and the quality of the translation relations extracted between
words or phrases between two languages depend on the quantity and the quality of the
parallel sentences. We proposed a method to construct a quasi-parallel corpus by using
analogical associations based on large amounts of monolingual data and a small amount
of parallel data, so as to improve Chinese-Japanese SMT quality. We generated large
amounts of new candidate sentences using analogical associations. We filtered over-
generated sentences using two filtering methods: one based on BLEU (used in Chapter 3
for evaluation) and the second one based on N-sequences. We also combined these two
filtering methods. The N-sequence method allowed us to keep sentences which may be
considered grammatically correct in 99% of the cases. The constructed quasi-parallel
corpora were added to the existing training corpus to address the shortage of parallel
corpora between Chinese and Japanese. The best result that we obtained is a very
significant improvement of 6 BLEU points (p < 0.01) over a Chinese—Japanese baseline
system. This kind of quasi-parallel sentences used as additional training data in SMT
helps in acquiring more potential useful translation knowledge from the inflated training

corpus. We also combined all proposed techniques and results described in previous
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chapters and this chapter. Firstly we made use of the quasi-parallel data obtained
in Chapter 4 as additional training data. This quasi-parallel corpus was constructed
using analogical associations based on a small number of parallel corpus and amounts
of monolingual data. We then re-tokenized this inflated training corpus with bilingual
terms extracted from baseline training data based on methods proposed in Chapter 3.
Finally, we combined using the lexicon constructed in Chapter 2 in the decoding step
to enforce the translation of word in the test set. The translation system based on
these data was compared with a baseline system. We obtained a statistically significant

improvement of 1.8 BLEU point with p-value less than 0.01.

5.2 Future Work

In this dissertation, we described our proposed approaches and presented the experi-
ments and results that improved the state-of-the-art performance of statistical machine

translation in technical domains.

There still remain many challenges and scalability problems in automatically extracting
or constructing parallel data for improving technical machine translation, not only for
statistical machine translation (SMT) but also for neural machine translation (NMT).

We give some possible directions hereafter.

5.2.1 A Large-scale Bilingual Lexicon Construction in Different Do-

mains

Bilingual lexicon extraction is crucial for machine translation or information retrieval.
For instance, it can be used for solving the unknown word problem or the drop of words
in machine translation; it can also be used as clues for extracting parallel data from
parallel or comparable articles. In Chapter 2, we have shown a combination method
for Chinese—Japanese lexicon construction using several freely available resources. We
also made use of this lexicon in the decoding process of SMT experiment for specifying
the translation of words existing in the lexicon to solve the problem of unknown word
and increase the coverage in translated words. Our construction method is a novel
combination method of using one time inverse consultation, kanji-hanzi conversion and
synonyms. It is fully automatic and allowed us obtain more promising word pairs. There

exist some possible further directions for future work.

Compared with the EDR dictionary (about 300,000 entries), although our method is
fully automatic and there exist 83% word pairs in our lexicon which do not exist in the
EDR dictionary, the size (the number of word pairs) of our lexicon is only one sixth in
comparison with that of the EDR dictionary. From this point of view, exploiting large-

sized Chinese—FEnglish and Japanese-English freely available dictionaries for bilingual
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lexicon construction using the same method should help to increase the number of en-
tries. From the domain point of view, exploiting Chinese—FEnglish and Japanese—English
dictionaries or lexica in technical domains could also contribute, for instance, the use
of Baih H ARGEHE AT M FHEfF 2 (English-Japanese Electric Terminology Lexicon)?
and FSE M ZTAF ISR (Chinese-English Electric Terminology Mapping Table)?.
From the type of data point of view, our proposed method made use of Chinese—English
and Japanese—English bilingual lexica to construct a Chinese-Japanese lexicon, but Chi-
nese and Japanese monolingual data is sufficient for kanji-hanzi conversion method and
synonym method. Chinese and Japanese monolingual data is obviously more easily to
access than bilingual data. Of course, it is also possible to extract Chinese—English and
Japanese—English lexica from Chinese-English and Japanese—English parallel corpora,

and then make use of this kind of lexica to construct a Chinese-Japanese lexicon.

5.2.2 Bilingual Term Extraction by Changing POS Tagging

In our work, we extracted bilingual terms from an existing parallel corpus so as to re-
tokenize technical terms in the existing training corpus. The motivation was to address
the segmentation discrepancies in using different segmentation tools or standards that
may lead to different segmentation results at different levels of granularity, especially for
terms in technical machine translation. Different from the previous work, we did not use
any additional lexicon or corpus or intermediate languages. We re-tokenized the training
corpus for training the translation model with the bilingual terms extracted from the
same training corpus. These bilingual terms are extracted based a POS (part-of-speech)
tagged corpus using linguistic pattern (( Adjective | Noun )™ Noun) and statistical

computation.

We investigated the result of the extraction of these terms and found that there remain
some promising monolingual or bilingual terms which were not extracted due to the
limitation in POS or different segmentation, or different POS standards between Chinese
and Japanese. In the POS result of ASPEC-J corpus, there exist 14,026 words made up of
katakana in Japanese which were tagged as “R/EF:E” by Juman, e.g., 2 X 7 7 ‘puffer’,
L ‘cell’, or ¥ ¥ v B> 7 ‘capping’ etc. There exist 1,863 characters or words made
up of kanji in Japanese which were tagged as “F/EFSiE” by Juman, e.g., [T ‘press’,
‘firm’ or I ‘biting’ and etc. There also exist some Japanese characters (tokens) made
up of kanji which were tagged as “I%ZFE##” (47 characters) or “J%Z¥H{E” (176 characters),

e.g., % (‘rate’, “FZRREE), Rl (‘side’, “PEIHAFE”) or & (‘high’, “PZIHEE”).

[ g RS M)

We propose to tag all Japanese words tagged “RJEF¢it” which are made up of katakana
with “%ail”, and change the “REFGE", “RREH" and “IZIAFE” which made up of

"ttp://wuw.geocities. jp/ps_dictionary/a.htm
’https://wenku.baidu.com/view/f29f281658fafab069dc02fc . html
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kanji and can be found in Chinese extracted monolingual terms into “%zil”. This gives

us a very high chance to obtain the bilingual terms such as the following ones:

o “HRIEFGHE": WO M Bt B Fanw ¢ L —H s [ e fii/em X5 — 2 zm
HEax LB < v 9 T (VB w60
WSy N > RER v L e
Sfonn BT onw < A A v T wises
BTN > B pmn B peras dby s
[Einw & XY T 7 pran v
B & B e (K

A S ann <> I s

o “PRUARE: BN~ < Bll o UG w0
PN > (e U wan
R B sos B ann < 15 e RGP v 10 0
P H N > il e R0

R TFonn & B s T2 T

Bl R onn < Bll e AR v V)0

o “PRREFE: MR~ BT Fn < M v BT 00 Femes
AL BN & ) 2 paa (Bppmess 42 2™ s

FiBan~ & Fil s (L

We would obtain more promising bilingual terms with high quality for re-tokenizing the

training corpus before training translation models for SMT systems.

It can also be used in neural machine translation (NMT) for solving the problem of
rare words or terms. Such words are simply left out in translation in current NMT
systems. As pre-processing, we can make use of these extracted bilingual terms in the
source language and replace these terms in test sentences with specific markers which
are known to the NMT system. After translation using an NMT system, post-processing
these specific markers consists in replacing them with the corresponding translation in

the target language.

5.2.3 Faster Production of Quasi-parallel Corpus using Chunks

In our work, we proposed an original way to construct a bilingual corpus for inflating an

existing parallel corpus and improving the SMT translation accuracy. The constructed
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bilingual data are quasi-parallel short sentences. In our work, the length was limited to
up to 30 characters. The newly generated sentences come from analogical associations
contained in analogical clusters. In our work, we generated new sentences using each
ratio (i.e., each sentence pair as a rewriting model) in each cluster. This allowed us to
obtain different newly generated sentences even for one cluster. However this generating
process was very much time consuming. To accelerate the method, to test a sampling
method, i.e., we propose to generate new sentences according to sampled ratios in each
cluster. Comparison with the results with the results obtained using all ratios will show
whether they are comparable or not. If yes, this should be a way to obtain a similar

number of newly generated sentences in a less time.

Another direction for future work is to use chunks or sequences of chunks instead of
short sentences. This is a granularity between words and short sentences. Chunks can
be computed as fragments delimited by markers. Such markers are . 2. 13. h*.

& in Japanese and f*], 1, T in Chinese. We already started work on the automatic
construction of a quasi-parallel corpus using analogical associations between chunks in
Chinese and Japanese scientific texts. Preliminary results show that chunks might not

be the right unit, but sequences of chunks seem more promising.

In this dissertation, we investigated the translation equivalences at different levels of
granularity for improving Chinese-Japanese phrase-based statistical machine transla-
tion accuracy in technical domain. Word segmentation and segmentation consistency
for languages without typographic boundaries are crucial, not only for statistical machine
translation, but also for neural machine translation. Some previous work perform SMT
or NMT experiments without word segmentation for Chinese or European languages (Xu
et al., 2004), (Ling et al., 2015), but they do not always obtain better translation results
in comparison with word-based translation systems. Previous work (Chang et al., 2008),
(Chu et al., 2013a) and our work show that consistency in segmentation and granularity
is more important for improving the translation accuracy of machine translation. Thus,
how to automatically adjust the corresponding segmentation to keep granularity consis-
tency across languages (not only for Chinese and Japanese, but also for some European
languages) in any domain should be a direction of future work for improving the accu-
racy of natural language processing in general and the accuracy of machine translation

in particular.
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