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Learning how to play guitar is a very interesting but extremely complicated process, as it requires guitarist 

to do many techniques at the same time: reading scores, pressing fretboard, sweeping or plucking strings and so 

on so forth. One of the most difficult skills in guitar learning is called “Fingering”, which is a cognitive process 

that maps each note on a music score to a fingered position of left hand on guitar fretboard. Consequently, for a 

score containing n notes, there can exist a maximum of 16n combinations of <string, fret, finger>. Among them, 

guitarist needs to execute the notes by selecting few correct ways (in most cases, there is only one correct 

fingering) to perform beautiful and elegant music. Therefore, the case “sound maybe right but fingering is 

wrong” exists, and because of this situation happens, it is very likely that beginners of guitar may ignore 

checking whether his or her fingering is wrong as his or her playing performance sounds not bad. This situation 

brings a lot of harm to beginners of guitar because it must solicit them to develop a bad fingering habit of guitar 

playing. 

Recently, with the development of computer vision, achieving automatic guitar fingering teaching systems 

has been attracting a lot of attentions of academic research. However, computer vision based guitar fingering 

recognition and fingering assessing related works show many drawbacks: (1) some researches require guitarist 

using supportive tool, such as head-worn camera, color marker, AR Tag, and these tools bring a lot of 

inconveniences to guitar playing; (3) based on the author’s acknowledgement, there is no previous work on 

guitar fingering assessing system: no work can assess the fingering of guitar, and give feedback such as general 

evaluation of the performance to guitarist. (3) some works cannot work under complex circumstance, such as 

different illumination situations, as they use fixed RGB threshold to segment hand region of players concerning 

the diversity of human skin appearance, complex background and etc. 

On the other hand, the current and the most advanced computer vision-based algorithms related to this 

thesis such as object tracking algorithm (for guitar neck tracking), hand region segmentation (for guitarist hand 

region segmentation), multiple targets tracking algorithm and hand pose estimation (for track or estimate 

fingering of guitarist), human action assessing algorithm (for fingering assessing) also show the weakness when 

they are implemented in the system, for instance, most of the state-of-arts cannot handle the problems of (1) 

guitar neck is occluded by the hand of guitarist during playing, (2) Self-occlusion of the hand of the guitarist, (3) 

training based assessing without human intervention, which are frequently happened and very important factors 

of the purpose of the thesis. 

 

Towards the actualization of the system, in this thesis, three modules are proposed in this thesis as follows: 

(1) Guitar Neck Tracking module:  

For the guitar neck tracking, after inputting the video of guitar playing, SIFT feature points are detected on 

every frame as SIFT Feature is invariant to rotation, illumination and scale changes in images; then a KD-tree 

searching based algorithm is utilized to match the SIFT features between the first frame and any other frame of 

input videos; furthermore, a modified version of RANSAC (Random Sample Consensus) to overcome the 

occluded SIFT issue: SIFT feature is overlapped and occluded by fingers of guitar players during guitar playing. 

The proposed modified RANSAC filters out and eliminates the mis-matched feature points due to the occluded 
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SIFT issue, and then recovery all the mis-matched feature; finally, to suppress the effect of the guitar neck 

motion, the tracked guitar neck area on every frame is projected to a new image sequence that guitar neck area is 

always projected to the center of the new image sequence. Owing to this projection, no matter how the guitar 

player shakes or swings the guitar neck while playing, the neck area on every frame is always projected to the 

center of the new image sequence to facilitate analyzing the fingering.  

Experiments using 50 videos of guitar playing with nearly 300 frames of the color images (also 300 frames 

of depth) of different guitar plays under different conditions show promising results of the proposed method: the 

total mean tracking error is only 4.2 mm and variance is 1.5 mm for the four tracked corners of the guitar 

fretboard is obtained. Besides, experiments also show the robustness over the rotation and translation movement: 

the limitation angle of the rotation using the right hand of guitarist as the pivot is 20 degrees; the limitation angle 

of the upward rotation using the center line of guitar neck as the pivot is 8 degrees, the limitation angle of the 

rotation using the horizontal center of guitar neck as the pivot is 15 degrees. This result outperforms related 

tracking works including state-of-art Fully-convolutional Network. 

(2) Hand Pose Tracking Module 

    Two algorithms for hand pose tracking are proposed: a ROI (Region of Interests) associated particle 

filter-based fingertips tracking algorithm and a CNN (Convolutional Neural Network) based hand joint 

estimation algorithm. Two algorithms share the same input that is the result of guitar neck tracking module, and 

work independently in the hand pose tracking module.   

    For the ROI associated particle filter-based fingertips tracking algorithm, first the weighted template 

matching and reversed Hough Transform, which are the proposed features of fingertips are performed to the 

segmented hand areas in order to extract the fingertip candidates. Furthermore, a temporal grouping is applied to 

remove noise and group the same four fingertips (index finger, middle finger, ring finger, little finger) on the 

successive count maps. Then, an ROI association algorithm is utilized to associate the four fingertips with their 

individual trajectories on the frame-by-frame count maps. Here, for this ROI association algorithm, three 

patterns for tracking fingertips movement during the whole process are defined: the active pattern, adding pattern, 

vanishing pattern. All the tracked trajectories of fingertip candidates are fitted into these three patterns in order to 

solve the problem such as self-occlusion, joint-finger etc. Finally, the particle filter is utilized to track the 

fingertips by distributing particles within the associated ROIs of fingertips at every two adjacent frames of the 

video.  

On the other hand, for the CNN (Convolutional Neural Network) based hand joint estimation algorithm, 

first three convolutional layers and two max-pooling layers output 512 channels of feature maps; then two 

fully-connected layers with 1024 notes respectively are connected after convolutional process; furthermore, 

instead of directly estimating the 3D position of each joint, a lower parameter space of a fully-connected layer 

with only 24 notes is utilized; finally, a fully-connected layer with 3*J (J is the number of the joints, in our case, 

J=16) notes output the 3D position of hand pose. 

Experiments are conducted using videos of guitar plays under different conditions. For the hand region 

segmentation, the proposed method outperforms the related works in terms of segmentation accuracy (98%) and 
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training efficiency (only 420 training images). For the ROI associated particle filter-based fingertips tracking 

algorithm, the proposed method outperforms the current state-of-art tracking algorithm with high accuracy: the 

mean error 6.5, 3.2, 4.9, 6.0 pixels for fore finger, middle finger ring finger and little finger respectively. For the 

CNN (Convolutional Neural Network) based hand joint estimation algorithm, it shows a competitive accuracy 

(mean error of 6.1 pixels for 16 joints) with state-of-arts but outperform them in time efficiency for both training 

and testing (only 4 hours for training and 0.19 ms for testing).  

(3) Fingering Assessing Module 

For the guitar fingering assessing, after the joints of guitarist’s hand are estimated in (2), first the 

spatio-temporal hand pose is formulated as a two dimensional matrix for each video of guitar playing: the 

horizontal axis of the matrix is the 3D coordinates of 16 joints in one frame lined in one row, while the vertical 

axis is the frame number. Then, the proposed 3D-DCT (Discrete Cosing Transform) feature of the joints’ 

movement of one guitar playing video is proposed by calculating the inner product between the spatio-temporal 

matrix of hand pose and the DCT matrix. Finally, a supervised regression SVR (Support Vector Regression) 

model is trained by using the 3D-DCT features to predict how well guitarist plays in the video by outputting the 

general score (full mark is 100 points) of the video. In another words, the system automatically evaluates the 

performance of guitarist based on the data-driven process without any human intervention, such as manually 

designing an evaluation function and etc.  

Experimental results show (a) a high rank correlation (0.68) for the proposed 3D-DCT when compared 

with other features such as 3D-DFT (discrete Fourier transform), 3D-STIP (space-time interest points), 3D-DCT 

and state-of-arts, (b) better assessing result than the mid-level players, that fulfills the expectation before 

conducting the research: the evaluation result of the system for musical performance of the guitar playing should 

be better than human mid-level players.  

In conclusion, in this thesis, three modules of an automatic guitar fingering assessing based on video 

analysis and pattern recognition are proposed: the guitar tracking module using the proposed modified RANSAC  

accurately tracks the guitar neck with mean tracking error of 4.2 mm and variance of 1.5 mm; the hand pose 

tracking module effectively tracks 2D fingertips’ position by utilizing the ROI associated particle filter with 

mean tracking error of 5.2 pixel (7 mm), and also estimates 3D finger pose of 16 joints based on proposed CNN 

structure with mean estimation error of 6.1 mm; the guitar fingering assessing module evaluates guitar fingering 

based on 3D-DCT and SVR in a very high mean rank correlation (0.68). Generally, compared with human judge, 

the system predicts more accurately in guitar fingering assessing result than mid-level human player with the 

mean error of prediction 0.063 while the mean error of prediction of human mid-level player is 0.114 which 

fulfills the research goal: better assessing result than human mid-level player. Furthermore, the system also 

proposes some new research ideas of (1) accurately tracking a rigid object despite of translation, rotation and 

occlusion, which are the most difficult problems of tracking issues in computer vision; (2) gesture recognition, 

sign language recognition and other hand analysis problems by only doing some minor changes with the 

proposed hand pose estimation module; (3) data-driven method of automatically assessing the correctness of 

human motion. 
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