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Chapter 1

Prologue

1.1 Desirability and null alternatives

The aim of this thesis is to propose methods to apply the concept of ‘likes
and dislikes’ (hereafter called desirability) to choice theories for making bet-
ter decisions. To introduce desirability, we use ‘choosing not to choose the

alternatives’ (hereafter called null alternatives).

In choice theories or Economics, we use the preference rankings of al-
ternatives to analyse choice behaviours. However, preference relations have
only the relative evaluation criterion for the alternatives, such as ‘an apple is
better than an orange’. In fact, we also consider whether each alternative is
desirable, neutral,' or undesirable when we make choices. If we use the pref-
erence rankings of alternatives and null alternatives, we obtain the relative and

absolute evaluation criterion for the alternatives.

! An alternative is neutral if and only if the alternative and its null alternative are indiffer-
ent.
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The concept of null alternatives is similar to that of opportunity loss.

Sartre (2007) expressed the essence of null alternatives as follows:

“In one sense, choice is possible; but what is impossible is not
to choose. I can always choose, but I must also realize that, if
I decide not to choose, that still constitutes a choice”. (Sartre,

2007, p. 44, translated by Macomber.)

We can find lots of examples showing that Sartre’s (2007) words are cor-
rect. Consider the following two examples showing that the concept of null
alternatives is typical since we often express ‘choosing not to choose the al-
ternatives’.

First, consider the trolley problem and assume the following situation:
you are standing in front of a lever and there is a runaway trolley on the main
t . If you do nothing, the trolley will kill five people, whereas if you pull
the lever, the trolley will switch to another track and kill one person.? Some
people might interpret that there is only one alternative, that is, ‘pull the lever’
and that they are free from responsibilities if they do nothing. However, in
fact, there are two alternatives: ‘do nothing’ and ‘pull the lever’. In other
words, lose five lives or one life. Thus, we can interpret ‘do nothing’ as
equivalent to ‘choosing not to pull the lever’ (i.e. the null alternative of ‘pull
the lever’).

Second, consider cardinal utilities, which are often used in Economics.
When we calculate our cardinal utilities, we express choosing not to choose

the goods (or bads). If we do not consume a certain good (or bad), we put zero

2See, for example, Sharp (1908) and Foot (1967).
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into the variable as its amount. However, we do not express null alternatives
when we rank sets as final outcomes without cardinal utilities. This explains
the large gap between preference rankings and cardinal utilities.

Before suggesting the methods to consider the desirability in social and
individual choice theories, we discuss existing choice rules having similar
concepts to desirability. We thus analyse the anti-plurality® and basic best-
worst* rules, and improve their axiomatisation in Chapter 2.

We then apply the concept of desirability to the Borda rule for single—
winner voting in Chapter 33 and the lexicographic preference extension rules
for ranking all subsets of the finite alternative set in Chapter 4.°

The aim of each chapter is described in the following manner.

Anti-plurality and basic best-worst rules

There are several social choice rules having similar concepts to desirability,
such as the basic best-worst’ and dis&approval voting® rules. Strictly speak-
ing, they do not include the concept of desirability. However, in almost every
situation, we normally have likes and dislikes in the alternative set. Thus, we
can consider desirability partially by using the above rules. They are devel-

oped based on the anti—plurality rule considering only the worst alternatives

3This study was published on Economics Letters 168, 110-111.

“4This study was published on Economics Letters 172, 19-22.

SThis study was presented at the 2nd Spain—Japan Meeting of Economic Theory (Tokyo).
Furthermore, this study is based on a working paper with Professor Edith Elkind (University
of Oxford).

This study was presented at SSCW 2016 (Lund), AMES 2016 (Kyoto), COMSOC-2018
(Troy), and so on.

TWe assign 1, -1, and O points to the best, worst, and other alternatives, respectively.

8We assign 1, -1, and 0 points to approval, disapproval, and other alternatives, respec-
tively.
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(which are mostly dislikes) for all individuals.®

Thus, it is crucial to discuss the axiomatisation of the above rules. In par-
ticular, we improve the existing axiomatisations of anti—plurality and basic
best—worst rules since the previous studies simply applied the Young’s (1975)
axiomatisation of the class of scoring rules. We then show the direct charac-

terisation of anti—plurality and basic best—worst rules.

Net Borda rule

The Borda rule only includes the relative evaluation criterion for the alterna-
tives since we assign scores 0, 1, 2, ..., for example to all alternatives from
the bottom to the top. We thus propose a new Borda rule considering the de-
sirability of alternatives. We can find an advantage in considering desirability
from the following example. Suppose that there are two alternatives « and
b, and 100 individuals (or voters). If the number of individuals who prefer «
() to b (a) is 51 (49), a is chosen as the social choice by using the original
Borda rule. However, if 51 (49) individuals like « (b) and 49 (0) individuals
dislike a (b), it is possible that b is more intuitive and appropriate as the social
choice. In the case of single—winner voting rules, we simply try to find the
social preference ranking of alternatives. Thus, null alternatives can be ex-
pressed as a representative one, namely, an outside option introduced by Roth
and Sotomayor (1990). The outside option is equivalent to an empty set, and
indicates that we do not choose any alternative.

In the case of the Borda rule with desirability, we employ the following

° Advantages of negative votes have been long time discussed. For instance, see Brams
(1977).
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method. First, we define a linear order over the set of all alternatives and
the outside option. We then define desirability as follows: each alternative is
(un)desirable if and only if it is better (worse) than the outside option. Ad-
ditionally, Each individual assigns the Borda scores to the alternatives and
outside option. Then, there is a gap of one point between desirable and un-
desirable alternatives. We provide the characterisation of this new Borda rule
(hereafter called net Borda rule) by neutrality, faithfulness, reinforcement,
and total cancellation. Note that the social choice is assumed to include at
least one alternative in this study.

Furthermore, we show the advantage in using the net Borda rule by com-

paring with the original Borda rule.

Lexicographic preference extension rules

From decision making in daily lives to policymaking, we often choose a set
of several alternatives based on a preference ranking of alternatives. We thus
suppose that an individual chooses a subset of the finite alternative set by
considering the preference ranking and desirability of alternatives when the
individual does not know his/her accurate cardinal utility, or does not have
an ability to construct his/her accurate utility function. We assume that the
individual receives all elements in a subset which he/she chooses.

To rank all subsets, we use the null alternatives, which are assumed to in-
dicate ‘choosing not to choose existing alternatives’. Addtionally, we employ

a complete preorder over the (null) alternative set. Then, each alternative is

10A theory of ranking sets with this assumption is called “sets as final outcomes’ in Barbera
et al. (2004).
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defined as (un)desirable if and only if it is strictly better (worse) than its null
alternative, and neutral if and only if it and its null alternative are indifferent.

As an example of this framework, Fishburn (1992) mentioned committee
voting and assumed that each individual constructs his/her preference ranking
of subsets based on his/her preference ranking of alternatives. For instance,
‘a null alternative of a is better than b’ indicates that ‘it is more important to
you that ¢ not be on the committee than that » be on it’.

In particular, we characterise the leximax and leximin extension rules.
By adding null alternatives into each subset in which existing alternatives
are not included and rearranging the elements of each transformed subset in
descending order, we can rank all subsets lexicographically.

However, if we simply use the complete preorder over the (null) alterna-
tive set, the leximax and leximin extension rules violate extensibility requiring
that the preference ranking of a and b is equivalent to that of {a} and {}."!

We thus need some properties for the complete preorder over the (null)
alternative set to obtain an intuitive preference ranking of subsets. In this
study, we use three properties. Hereafter, we denote the null alternative of a
by n,. The first property is asymmetry of desirability, which requires that if
@ is better than b, ny, is better than n,. The second property is consistency of
desirability, which requires that if n, is better than b, n, is better than @, and
if a is better than n;, b is better than n,. The third property is self-reflecting
introduced by Fishburn (1992). This requires that (i) a is better than b if and

only if n, is better than n,, (ii) n, is better than & if and only if 7, is better

1 Extensibility has been called the congruence condition in Fishburn (1992) or an extension
rule in related fields, such as complete uncertainty and opportunity sets (see Barbera et al.
(2004)).
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than a, and (iii) « is better than 7, if and only if b is better than 7.

We show the following relationship among the above properties:
(1) asymmetry of desirability = extensibility;
(ii) self-reflecting = asymmetry of desirability & consistency of desirability.

From (i), we characterise the leximax and leximin extension rules by domi-
nance axioms for preference relations over the power set when the complete
preorder over the (null) alternative set satisfies asymmetry of desirability. We
also find that the leximax and leximin extension rules satisfy monotonicity of
desirability and extended independence.

Furthermore, we show that if the complete preorder over the (null) alter-
native set satisfies self-reflecting, the leximax and leximin extension rules are
equivalent. However, even if the complete preorder over the (null) alterna-
tive set satisfies asymmetry of desirability and consistency of desirability, the

leximax and leximin extension rules are not equivalent.

1.2 The structure of this thesis

The remainder of this thesis is structured as follows.

Chapter 2 proposes a new characterisation of the anti—plurality rule and
basic best—worst rules. Section 2.2 reviews a generalised scoring rule, which
was analysed by Young (1975). Section 2.3 characterises the anti—plurality
rule by anonymity, neutrality, reinforcement, averseness, and bottoms—only.
Section 2.4 then characterises the basic best—worst rule by neutrality, rein-

Sforcement, top—bottom cancellation, and top—bottom non—negativity.
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Chapter 3 considers the desirability of alternatives when we find the so-
cial choice by using the Borda rule. Section 3.2 introduces the original Borda
rule. Section 3.3 reports our notations and axioms, which are related to the net
Borda rule. Section 3.4 characterises the net Borda rule by neutrality, faith-
fulness, reinforcement, and total cancellation. Finally, Section 3.5 discusses
the advantages of the net Borda rule by comparing with the original Borda
rule.

Chapter 4 characterises the leximax and leximin extension rules for rank-
ing sets as final outcomes. Section 4.2 reports our notations and definitions.
Section 4.3 discusses the need for asymmetry of desirability. Section 4.4 in-
troduces axioms, and Section 4.5 axiomatises the leximax and leximin exten-
sion rules. Additionally, the section clarifies more necessary conditions for
deriving these extension rules. Section 4.6 introduces additional properties
to obtain more intuitive preference rankings of subsets, that is, consistency of
desirability and self-reflecting.

Finally, Chapter 5 provides concluding remarks and future research direc-

tions.



Chapter 2

Anti—-plurality and basic

best—worst rules

2.1 Introduction

After Young (1975) axiomatised a scoring social choice rule by anonymity,
neutrality, reinforcement, and continuity,' it became easier for us to charac-
terise specific scoring rules, such as the plurality, anti—plurality, best—worst,
and the Borda rules. For instance, Baharad and Nitzan (2005) and Garcia-
Lapresta et al. (2010) characterised the anti—plurality and best—worst rules by
using Young’s (1975) theorem.

However, we need to check whether the axioms for the characterisation
can be relaxed or there could be an alternative approach. In fact, Sekiguchi
(2012) and Young (1974) provided direct characterisations of the plurality and

Borda rules.

!See also Hansson and Sahlquist (1976).

16
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We then propose direct characterisations of the anti—plurality and ‘basic’

best—worst rules with a variable electorate and fixed alternatives.’

In our characterisation of the anti—plurality rule, we used anonymity, neu-
trality, reinforcement, averseness, and bottoms—only, as with Sekiguchi’s
(2012) characterisation of the plurality rule by anonymity, neutrality, rein-
forcement, faithfulness, and tops—only. Note that averseness is a weaker ax-

iom than faithfulness and bottoms—only is the opposite of tops—only.

Additionally, we propose two characterisations of the basic best—worst
rule. First, we show that reinforcement and top—bottom cancellation imply
anonymity. This result indicates that we can characterise the basic best—
worst rule by neutrality, continuity, reinforcement, and top—bottom cancel-
lation. Second, we propose a direct characterisation of the basic best—worst
rule by neutrality, reinforcement, top—bottom cancellation, and top—bottom
non-negativity. Thus, we do not apply Young’s (1975) theorem to the second
characterisation. Top—bottom non—negativity requires that if the difference in
number between the individuals preferring a certain alternative as their best
and worst alternatives respectively is strictly negative, then that alternative is

not included in the social choice.*

2There are two types of best—worst rules. The first is the basic best—worst rule. I[n this
rule, we assign 1, -1, and O points for the best, worst, and other alternatives, respectively.
There exists a similar voting rule called the dis&approval voting rule, which was discussed by
Felsenthal (1989) and Alcantud and Laruelle (2014). Alcantud and Laruelle (2014) assumes
that we assign 1, -1, and 0 points for approval, disapproval, and other alternatives, respectively
by applying the dis&approval voting rule. The second is the weighted best—worst rule. In this
rule, we give a, -3, and 0 points (o, 3 > 0 and o # 3) for the best and worst alternatives,
and the others, respectively (see Garcia-Lapresta et al. (2010)).

3Bossert and Suzumura (2016) characterised the anti—plurality rule directly by anonymity,
neutrality, reinforcement, individual-equality independence, single—agent monotonicity, and
single—agent expansion with a variable electorate and variable alternatives.

“Note that we describe definitions of the above axioms in the following sections.
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The remainder of this chapter is structured as follows. Section 2.2 reviews
a generalised scoring rule, which was analysed by Young (1975). Section
2.2.1 reports our notations and definitions. Section 2.2.2 introduces axioms
and shows Young’s (1975) theorem. Next, Section 2.3 characterises the anti—
plurality rule. Sections 2.3.1 and 2.3.2 introduces our notations and axioms,
respectively. Section 2.3.3 suggests direct axiomatisation of the anti—plurality
rule. Finally, Section 2.4 argues the basic best—worst rule. As with Section
2.3, Sections 2.4.1 and 2.4.2 introduces our notations and axioms, respec-
tively. Then, Section 2.4.3 proposes two axiomatisations of the basic best—

worst rule.

2.2 Single-winner social choice scoring rules

2.2.1 Preliminaries

Let V be a finite set of individuals such that V' C Z, and |V| > 1, where
Z. is the set of positive integers and |V| indicates the cardinality of V. Now,
suppose that X is the finite alternative set and |X| > 2. The alternatives
in X will be denoted by a, b, c, etc. Next, suppose that P, € 9; C £ is
a linear order over X for each ¢ € V, where & is the set of all preference
relations over .X and %; is the set of feasible preference relations over .\
fori € V. Also, let P = (F;);ev € Z be the profile of all P;’s such that

9D = iev 9; € P2IV1. We assume the following property in this study:

Unrestricted domain: 9 = PV,
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Let ¢ : 2Vl = X be a social choice correspondence.’ Additionally,
let 114, (P) be the number of individuals whose »th most preferred alternatives
are a. Then, suppose that 1,(P) = (1241(P), ..., nax|(P)).

We then introduce the generalised scoring vector: s = (s1, ..., s|x|) such
that 51 > s/x|, 5, > 5,41 forall € {1,...,|X| — 1}. Using s and n,(P), we
can define the generalised score function of each alternative f, : 2Vl — R:
J2(P) = s - n,(P),° where R is the set of real numbers. We then define the

generalised scoring rule as given below.

Definition 2.1. Generalised scoring rule: Cs(P) = {a € X | a €

argmazyex fo(P)}.

From Definition 2.1, the winner(s) is the alternative(s) which receives the

highest score according to the above generalised scoring system.

2.2.2 Axioms and Young’s (1975) theorem

We introduce the necessary and sufficient conditions for deriving C, which
was clarified by Young (1975).

First, C' is anonymous if

C(P) = C((Prgi))iev)

for any 7 € II and for any P € 2!VI, where 7 is a permutation such that

m : V — V, and II is the set of all permutations on the individuals in V.

3The correspondence C' outputs a non—empty subset of X .
The inner product is used in the formula.
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Thus, anonymity requires that no social choice should depend on the names
of individuals.

Second, C' is neutral if

C(P)) ={Ma) € X |a € C(P)}

for any A € A and for any P € 2!V|, where ) is a permutation such that
A X — X, A is the set of all permutations on X, 4 is a permutation such
that v : 2Vl — 2Vl and W is the set of all permutations on 22!VI. Note
that for an arbitrary V' C Z,, every A € A induces ¢ € V¥, in other words,
there exists a bijection whose domain and co—domain are A and W, respec-
tively.” Intuitively, neutrality requires that no social choice should depend on
the names of alternatives.

Third, C is continuous if C((P,)ienv,) = {a}, Vi C Z4, a € X, and there
exists a sufficiently large positive integer m € Z, such that, for all n > m,
ne’l,,

C((F)ienvivw,) = {a}

for all V5 C Z., such that V4 is disjoint from V;. Note that nV}; indicates
the union of n ‘clone’ sets of V. Assume that every clone set has the same
preference profile as V;. Additionally, let each clone set be disjoint from V}
and other clone sets. From the above statement, continuity requires that if the
social choice of a certain society V' C Z., includes only one alternative, it

is equal to that of a unified society consisting of the following societies: (i)

"For example, assume that X = {a,b,c}, V = {1,2}, and society has the following
preference profile: (Pp, P2) € 922 such that aP1bPyc and bPacPaa. If A(a) = b, A(D) = ¢,
and A(c) = a, we obtain v((P1, P2)) = (P{, Py) € 92 such that bP|cPja and cPjaPsb.
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sufficiently many clone societies of V', and (ii) an arbitrary society.

Fourth, C satisfies reinforcement if
C(P) NC(Ps) # 0= C(P1) N C(P2) = C(P1+ Po)

for any P; = (P)icy, € 21l and for any Py = (P,)icy, € 2!"2! such that
Vi,V € Z, and V) and V5 are disjoint, where Py + Py = (P)icvion, €
PWVilHVal for all V1.V, C Z,. Thus, this axiom requires that if the inter-
section of the social choices for any two disjoint subsets of individuals is not
empty, then the intersection is equal to the social choice for the union of those

two subsets.

Then, Young (1975) shows the following characterisation of C*.

Theorem 2.1. (Theorem 1, Young (1975)) C' = C, if and only if C' satisfies

anonymity, neutrality, continuity, and reinforcement.

Proof. See the proof of Theorem 1 in Young (1975). O

2.3 The anti-plurality rule

2.3.1 Preliminaries

We use the same setting as in Chapter 2. Furthermore, let s = (0, ..., 0, —1)
be the anti-plurality scoring vector, and let {27(P) = s -n,(P) be the anti—
plurality score function of each alternative. We then define the anti—plurality

rule as follows:
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Definition 2.2. Anti-plurality rule: Cop(P) = {a € X | a €

a/rg’lrL(L;l?beX‘/‘:p (P) }

From Definition 2.2, the winner(s) is the alternative(s) which receives the

highest score according to the anti—plurality scoring system.

2.3.2 Axioms

We will use anonymity, neutrality, and reinforcement to characterise C,,,. We
then introduce the following two additional axioms.

First, (' satisfies averseness if

V={1} =a(P) ¢ C(P)

for all P, € &2, where i(F;) is the worst alternative of ¢ € V. Thus, averse-
ness requires that if there exists only one individual in a society, then the social
choice does not include the worst alternative of the individual. Averseness is
a weaker axiom than faithfulness.

Second, C satisfies bottoms—only if

(a(P) = a(P) Vi € V] = C(P) = C(P)

for any P, P’ € 2!Vl. From the definition, this axiom requires that every
social choice depends only on the worst alternatives of all individuals. It is

the opposite of tops—only.’

8V = {1} = C(P,) = {a(P1)} VP, € P, where {a(P;)} is 4’s best alternative in X.
WP, P e 2V [a(P;) = a(P]) Vi e V] = C(P) = C(P').
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2.3.3 Characterisation

Baharad and Nitzan (2005) applied Young’s (1975) theorem and showed that
C, = C,, if and only if it satisfies minimal veto.'"® Furthermore, Bossert and
Suzumura (2016) characterised the anti—plurality rule directly by anonymity,

neutrality, reinforcement, individual-equality independence,"

single—agent
monotonicity,'? and single—agent expansion'® with variable alternatives.
Now, Theorem 2.2 shows a direct characterisation of C, by anonymity,
neutrality, reinforcement, averseness, and bottoms—only with the fixed set
of alternatives X. We prove Theorem 2.2 by a method similar to that for
the proof of Sekiguchi’s (2012) theorem.!* A difference between our and
Sekiguchi’s (2012) proofs is the assumptions in Case (ii) of Theorem 2.2 and
Lemma 1 in Sekiguchi (2012). Both of them are prepared by way of contra-

diction. We do not consider a choice of an individual in Z, \ V in Case (ii)

of Theorem 2.2. The proof is appeared in Appendix A.1.

Theorem 2.2. C'=C',, if and only if C satisfies anonymity, neutrality, rein-

forcement, averseness, and bottoms—only.

Finally, we show the independence of anonymity, neutrality, reinforce-

ment, averseness, and bottoms—only.

10This requires that C' assigns a veto power to every minority group of [|V|/| X |] members.
Thus, even a(P;) = aforalli € V/ C V,a g C(P)if V" =V \ V', |V"]| > [|V]/|X]],
a(P;) #aforally € V' and a & C((P})jecvr).

et § € X be a non—empty feasible set of alternatives. For any P, P’ € 2IVI, if i’s
choices from $ based on P; and P/ are the same for all ¢ € V/, the social choice based on P
will not changed by replacing only one preference P, by P/ for each i € V' without changing
alternatives.

2When S = {a,b} and |V| = 1, aP;b implies that i’s choice will be a.

BFor each i € Z,, for any @ ¢ S such that |S| > 1, aPb for all b € S implies that i’s
choice from S U {a} is equal to the union of {a} and 7’s choice from S.

14See also Ching (1996) and Yeh (2008).
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A priority rule (), violates anonymity and satisfies other four axioms.
Suppose that > is a linear order over V', and 2 > j indicates that the society
sets i above j. Then, C,,.(P) = X \ {a(P,)}, i > jforall j € V' \ {i}. The
non—Bottom rule C),, violates reinforcement and satisfies other four axioms.
Suppose that Cyp(P) = X \ Nien{a(F;)}. The fixed—order non—bottom rule
C'np violates neutrality and satisfies other four axioms. Suppose that ¢’ is
called an ‘arbitrator’ in the outside of V. Then, C},,(P) = {a’}, where o’
is the arbitrator’s best alternative in C.,;,(P). The feasibility rule C's., which

always outputs X, violates averseness and satisfies other four axioms. The

Borda rule violates bottoms-only and satisfies other four axioms.

2.4 The basic best—-worst rule

2.4.1 Preliminaries

As with Section 2.2, we use the same notations as in Section 2.1. Additionally,
suppose that s = (1,0, ..., 0, —1) is the basic best-worst scoring vector, and
fho = st ., (P) is the basic best-worst score function of each alternative.

We then define the basic best—worst rule in the following manner:

Definition 2.3. Basic best-worst rule: Cpy(P) = {a¢ € X | a €

argmazyex [ (P)}.

From Definition 2.3, the winner(s) is the alternative(s) which receives the

highest score according to the basic best—worst scoring system.
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2.4.2 Axioms

We will use anonymity, neutrality, continuity, and reinforcement for the char-

acterisation of (j,,. We then introduce the following two additional axioms.

First, C satisfies top—bottom non—negativity if

101 (P) < ngx|(P) = a & C(P)

for all @ € X and for any P € &. This axiom requires that if the difference
in number between the individuals preferring a certain alternative as their best
and worst alternatives respectively is strictly negative, then that alternative is
not included in the social choice. Top—bottom non—negativity implies averse-

ness, as proposed in Kurihara (2018b).'3

Second, C satisfies top—bottom cancellation if

[101(P) = nqx|(P)Va € X] = C(P) =X

for any P € 2!Vl. Hence, top-bottom cancellation requires that the social
choice is X if the number of individuals preferring « as their best alternatives
is cancelled out by the number of individuals preferring « as their worst alter-
natives for every ¢ € X . This axiom was introduced by Garcia-Lapresta et al.

(2010).

15 Averseness requires that if we assume that only one individual exists, then the individ-
ual’s social choice will not include the worst alternative.
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2.4.3 Characterisation

Theorem 2.3 is the first major result, which shows that C® can be charac-
terised by neutrality, continuity, reinforcement, and top—bottom cancellation.

A proof of Theorem 2.3 is appeared in Appendix A.2.

Theorem 2.3. C' = (), if and only if C satisfies neutrality, continuity, rein-

forcement, and top—bottom cancellation.

Next, Theorem 2.4 shows another characterisation of ), without using
Young’s (1975) theorem. In the characterisation, we use fop—bottom non—
negativity instead of continuity. A method of proof is similar to that of the
theorem proofs in Sekiguchi (2012) and Kurihara (2018b). A proof of Theo-

rem 2.4 is appeared in Appendix A.3.

Theorem 2.4. C' = ), if and only if C satisfies neutrality, reinforcement,

top—bottom non—negativity, and top—bottom cancellation.

Finally, we show the independence of axioms used in Theorem 2.4.

The top-bottom rule Cy;, violates reinforcement and satisfies other three
axioms. Let Cy(P) = Uien{a(F)} \ Uien{a(P;)} if Uien{a(P)} #
Uien{a(B)}, and let Cy(P) = X if Ujen{a(P)} = Uien{a(P;)}. The
fixed—order top—bottom rule C'yy;, violates neutrality and satisfies other three
axioms. Suppose that i’ is called an ‘arbitrator’ in the outside of V. Then,
Crp(P) = {a'}, where ¢ is the arbitrator’s best alternative in Cy,(P) when
Cw(P) # X. Additionally, if Cy,(P) = X, assume that C,(P) = X. The
worst—best rule €, violates top—bottom non—negativity and satisties other

three axioms. In this rule, each individual assigns -1, 1, and O points to the
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best, worst, and other alternatives, respectively. The best—-worst—-Borda rule
violates top—bottom cancellation and satisfies other three axioms. This rule is

equivalent to the Borda rule over C,,(P), not X.



Chapter 3

Net Borda rule

3.1 Introduction

In Chapter 2, we analyse two scoring rules having similar concepts to de-
sirability. Except for theses rules, there are social choice rules considering
desirability, that is, the preference approval voting and fallback voting rules,
analysed by Brams and Sanver (2009). Brams and Sanver (2009) expressed
preference—approval as follows: ab | ¢ indicating that « is better than b, b is
better than ¢, ¢ and b are approval, and c is disapproval. However, both voting
rules violate Pareto efficiency.!

We thus propose the net Borda rule considering the desirability of alter-
natives since the Borda rule includes only the relative evaluation criterion
(preference rankings) for the alternatives. We can find an advantage in con-

sidering desirability from the example in Chapter 1. By using the information

UIf there are two alternatives o and b, disapproved by all individuals, we simply apply the
approval voting rule in the cases of the preference approval and fallback voting rules. Thus,
1 voti le in th f th i 1 and fallback voti les. Th
even if every individual prefers a to b, both are included in the social choice.

28
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about desirability, we can obtain more intuitive social choice by using the
Borda rule. In t —winner voting rules, we simply try to find
the social preference ranking of alternatives. Thus, null alternatives can be ex-
pressed as an outside option introduced by Roth and Sotomayor (1990). The
outside option is equivalent to an empty set, and indicates ‘choosing nothing’.

In the framework of the net Borda rule, we employ a linear order over the
set of all alternatives and the outside option. We then define desirability as
follows: each alternative is (un)desirable if and only if it is better (worse) than
the outside option Additionally, we assign the Borda scores to the alternatives
and outside option. Then, there is a gap of one point between desirable and
undesirable alternatives.

The remainder of this chapter is structured as follows. Section 3.2 intro-
duces the original Borda rule. Section 3.3 reports our notations and axioms,
which are related to the net Borda rule. Section 3.4 characterises the net Borda
rule by neutrality, faithfulness, reinforcement, and total cancellation. Finally,
Section 3.5 discusses the advantage of the net Borda rule by comparing with

the original Borda rule.

3.2 Borda rule

3.2.1 Preliminaries

We use the same notations in Chapter 2. We then report additional notations.
Let nq(P) be the number of individuals who prefer a to b for all a # b.

For a given P € 2!Vl and for all « € X, the Borda score over X is denoted
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by
Ba(P) - EbEX\{a}(“ab(7D) — Nba (P))

We then define the Borda rule as follows:
Definition 3.1. Borda rule: Cy,.(P) = {a € X | a € argrnaxpex By(P)}.

From Definition 3.1, the winner(s) is the alternative(s) which receives the

highest Borda score.

3.2.2 Axioms and Young’s (1974) theorem

We introduce the necessary and sufficient conditions for deriving Cy,., which
was clarified by Young (1974) and Hansson and Sahlquist (1976). Note that
neutral, reinforcement, and faithfulness are introduced in Chapter 2. We thus
introduce an additional axiom.

C satisfies cancellation if

[0y(P) = 130(P) Va,b € X] = O(P) = X,

for any P € 2IVI, where n4,(P) is the number of individuals who prefers a
to b for all a,b € X. This requires that if n,,(P) is cancelled out by r,(P)
for all ¢, b € X, X should be the social choice.

Then, Young (1974) and Hansson and Sahlquist (1976) show the follow-

ing characterisation of Cj,.

Theorem 3.1. (Theorem 1, Young, 1974 or Hansson and Sahlquist, 1976)
C = (), if and only if (' satisfies neutrality, reinforcement, faithfulness, and

cancellation.
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Proof. See the proof of Theorem 1 in Young (1974) or Hansson and Sahlquist
(1976). O

3.3 Net Borda rule

3.3.1 Preliminaries

A part of notations are the same as that of Chapter 2. We then report additional
notations.

We employ a linear order over X U {0}, P € 9} € &7* foreachi € V,
where &2* is the set of all preference relations over X U {(} and 27 is the
set of feasible preference relations over X U {(}} for : € V. Additionally,
we assume that each alternative a € X is (un)desirable for individual 7 if
and only if a Pr() (DF;a). We call the empty set an ‘outside option’. It was
introduced by Roth and Sotomayor (1990). Let P* = (P})icv € Z* be a
preference profile of all P} such that 7* = ey 7 C (22*)V]. We then

assume the following condition.
Unrestricted domain*: 9* = (2*)IV.

Let C* : (22°)VI = X be a social choice correspondence. Furthermore,
let n’, (P*) be the number of individuals who prefer « to b for all « # b. For
a given P* € (2*)IVl and for all @ € X U {0}, the net Borda score over

X U {0} is denoted by

By (P*) = Ypexuiop\fa} (1o (P*) — 15, (P7)).
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We then define the net Borda rule as follows:

Definition 3.2. Net Borda rule: C;(P*) = {a € X | a €

argrayex By (P*)}.
From Definition 3.2, the winner(s) is the alternative(s) which receives the

highest net Borda score.

3.3.2 Axioms

We introduce axioms to characterise (. in the following manner. Note that
the interpretations of neutrality* and reinforcement* are almost the same as
those of neutrality and reinforcement in Chapter 2.

First, C* satisfies neutrality* if

C* (" (P*) = {Ma) € X |a € C*(P")}

for any A € A and for any P* € (£2*)Vl, where ¢* is a permutation of
preference profiles such that v : (22*)IVI — (2*)IV] and ¥~ is the set of
all permutations on (£2*)IV]. For an arbitrary V' C Z,, every A € A induces
w* € W*, in other words, there exists a bijection whose domain and co—
domain are A and ¥*, respectively. Suppose that the position of () is fixed for

each individual even if each profile is transformed into another profile by ¢*.

Second, C* satisfies reinforcement™ if

CH(PY)NC*(P3) #£0 = C*(P;) N C*(Py) = C*(P; + Ps)

for any P; = (P)icv, € (22°)V1l and for any P; = (P?)icr, € (22*)"2!
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such that V},V, C Z, and V) and V5, are disjoint, where P; + P; =

(Pieviuns € (27)VIHYl forall Vi, V; € Z,.

Third, C* satisfies faithfulness* if

V={1} = C*(P;) = {a(P))},

for all P € &7, where a(F;) is the best alternative for each ¢« € V. This
axiom requires that if there exists only one individual in the society, the social
choice will be the best alternative of the individual. Thus, if the outside option
is the best for the individual, the social choice should be the second best, that

is, the best alternative, for the individual.
‘We then introduce four cancellation conditions.

First, C* satisfies cancellation™ if

[, (P*) = np(P) Va,be X U{0}] = C*(P") = X.

This axiom requires that if n%,(P*) is cancelled out by n;, (P*) for all a, b €

X U {0}, X should be the social choice.

Second, C* satisfies cancellation®* if

[y (P*) = np, (P*) Ang(P*) = ngy(P*) Va,b e X] = C*(P") = X.

This axiom requires that if n}, (7P*) is cancelled out by »;,(P*) forall a,b €
X and n,(P*) is the same for every a € X, X should be the social choice.

Trivially, cancellation™* implies cancellation*.
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Third, C* satisfies cyclic cancellation™ if

[n* (P*) = an(P*) Va,be X, Vr e {L ) |X‘ + 1}] = 0*(7)*) =X,

ar

where n¥, (P*) is the number of individuals whose rth best element is a. This
axiom requires that if every a. € X is appeared at each rank the same times,
X should be the social choice.

Finally, C* satisfies fotal cancellation* if

[B:(P*) = Bi(P) Ya,be X] = C*(P*) = X.

a

This axiom requires that if the net Borda score of each ¢ € X is the same, X
should be the social choice. Total cancellation* implies cancellation** and

cyclic cancellation™.

3.4 Characterisation

First, we consider to characterise C};. by neutrality*, reinforcement*, faithful-
ness*, and cancellation*. However, another social choice rule satisfies them.
We define another Borda score as follows: By (P*) = Yyex\(a}(n5,(P*) —
n;,(P7)).> Thus, each individual is assumed to have a preference rank-
ing of the alternatives and outside option, but ignore (or do not assign a
Borda score to) the outside option. Then, the social choice, denoted by
Ct (P*) : (22%)IVI — X, is the set of winners whose B! (P*) is the highest.

Furthermore, C;,.(P*) satisfies cancellation™*, and violates cyclic cancella-

Trivially, B, (P*) = Ba(P) foralla € X.
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tion*.

Second, we consider to characterise Cj. by neutrality*, reinforcement®,
faithfulness*, cancellation*®, and cyclic cancellation®. Even if we use can-
cellation* and cyclic cancellation*, there still exists another social choice
rule satisfying the above five axioms. Suppose that the social choice
rule is denoted by Cj; : (2*)Vl — X and called the bisection rule.
Let s¥ be a score of the rth best element in X U {0} for every indi-
vidual. Suppose that s* = (s}, "'75%{\/275?§(|/2+175%{\/2+2! ...,sf§(‘+1)
/2) if | X

(x1/2,...,1,0,—1,...,—| X + 1 is an odd number, and s* =

(8 o iy Sy s i) = (IX]FD)/20 ~L L =(1X]
1)/2) if | X| 4+ 1 is an even number. Then, C}; includes elements whose ag-
gregated scores are the highest according to the above scoring system s”.

Additionally, C}; violates cancellation** >

Finally, Theorem 3.2 shows the necessary and sufficient conditions to de-

rive Cj; . A proof of Theorem 3.2 is appeared in Appendix A.4.

Theorem 3.2. C* = (. if and only if C* satisfies neutrality*, reinforce-

ment*, faithfulness*, and total cancellation™. 4

Additionally, Table 3.1 shows a summary of this section.

3Suppose that V = {1,2}, X = {a,b,c}, aP;bP;cP;0, and cPybPyaPy (). Then,
Cii(P") = {b).

4We are still considering to characterise Cy,. by neutrality*, reinforcement™, faithfulness*,
cancellation®*, and cyclic cancellation®, or checking whether there exists another social
choice rule satistying the five axioms.
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Table 3.1: Summary of characterisation

Cancellation conditions Cy. Cy: Cy.
Cancellation* v v v
Cancellation®* v v
Cyclic cancellation™® v v
Total cancellation* v

Cancellation**=-cancellation®.
Total cancellation*=-cancellation** and cyclic cancellation®.
Each rule satisfies neutrality*, reinforcement*, and faithfulness*

3.5 Borda and net Borda rules

First, we compare the axiomatisation of Borda and net Borda rules. If we
consider the original Borda rule over X U {(}, denoted by (7;, and () can
be also included in the social choice, Cf (P*) = {a € X U {0} | a €
argmaxpe xugoy By (P*)}. Thus, CJT violates neutrality*, faithfulness* and

total cancellation™.

Next, we compare the social choices by using the original Borda and net
Borda rules. Theoretically, it might be impossible to discuss any advantage
in considering desirability when we know that individuals do not know their
likes and dislikes for the alternatives. However, if we use P over X without
any consideration for the desirability, we might obtain a non—intuitive social
choice, and as a matter of fact, we often do that in the real world.

v

We then argue this matter in the following setting: X = {a,b}, =5.

The outputs of Cy, and (7, are reported in Tables 3.2 and 3.3. Table 3.2 shows
the possible scores of a and b when Cy,.(P) = {a}. If C,.(P) = {b}, we can

obtain the other results by switching a and b in Table 3.2. Thus, it is enough
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to consider only Cases I-1I1. Note that ab and ab() indicate a Pb and a P*bP*(),
respectively. The same applies to other preference rankings.

In Case I, ;. (P*) = C),.(P) because aP*b for all individuals. Similarly,
Cy (P*) = Cp.(P) in Case II. Assume that () P*aP*b for four individuals
and bP*()P*a for one individual. Then, the scores of « and b are -1 and -
1, respectively. This example shows that B}(P*) > B;(P*) even if a is
undesirable for the all five individuals, because four individuals strictly prefer
atob.

However, in Case III, C;,.(P*) becomes {a, b} or {b} with some prefer-
ence profiles. Table 3.3 shows the outputs of C}, corresponding to Case III.
Assume that () P*« P*b for three individuals and b P*() P*a for two individuals.
Then, the scores of a and b are -4 and -2, respectively, and C;.(P*) = {b}.
This result makes sense because « is undesirable for the all five individuals,
two individuals strictly prefer b to «, and b is desirable for the same two indi-
viduals. Thus, the outputs of Cj, is more intuitive than that of C,.

Form these results, it is crucial to confirm whether individuals have likes
and dislikes before deciding a social choice rule. Furthermore, if there exist
individuals who have likes and dislikes, we should employ Cj , rather than

Cir.

Table 3.2: The possible scores of a and b when C*" = {a}

preferences SCores

Case ab ba B, By

I 5 0 5 0
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I 4 1 3 3
m 3 2 I -1

Table 3.3: The outputs of Cj ., corresponding to Case I11

preferences scores

ab) alb QPab bad Do Oba B: By C;  Cp A£CT

30 0 2 0 0 6 4 {a

30 0 1 1 0 4 4 {ab v
30 0 1 0 1 4 2 {a

30 0 0 2 0 2 4 {b}

30 0 0 1 1 2 2 {ab

30 0 0 0 2 2 0 {a}

2 1 0 2 0 0 6 2 {a}

2 1 0 1 1 0 4 2 {a

2 1 0 1 0 1 4 0 {a

2 1 0 0 2 0 2 2 {ab} v
2 1 0 0 1 1 2 0 {a

2 1 0 0 0 2 2 -2 f{a

2 0 1 2 0 0 4 2 {a

2 0 1 1 1 0 2 2 {ab} v
2 0 1 1 0 1 2 0 {a

2 0 1 0 2 0 0 2 {b} v
2 0 1 0 1 1 0 0 {ab}
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Chapter 4

Leximax and leximin extension

rules

4.1 Introduction

Three classes have been proposed in the theories of ranking sets of alterna-
tives (or objects).! The first and second classes are complete uncertainty® and
opportunity sets,? respectively. In these classes, an individual is assumed to
receive only one alternative from a subset chosen by the individual. The third
class is sets as final outcomes.* In this class, an individual is assumed to

receive all alternatives in a subset chosen by the individual.

!'See Barbera et al. (2004).

2See Arrow and Hurwicz (1972); Barrett and Pattanaik (1994); Bossert et al. (2000); Co-
hen and Jaffray (1980); Kannai and Peleg (1984); Pattanaik and Peleg (1984); Schmeidler
(1989).

3See Bossert (1997); Bossert et al. (1994); Carter (1999); Dutta and Sen (1996); Foster
(2011); Gravel (1998); Pattanaik and Xu (2000); Puppe (1996); Sen (2001).

4See Bossert, 1995; Fishburn, 1992; Yunfeng et al., 1996; Nitzan and Pattanaik, 1984;
Roth, 1985.

41
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In this study, which belongs to the third class, we analyse the individual,
not collective, preference extension rules for ranking sets. In particular, we
characterise the leximax and leximin extension rules® for the situations that
we do not know our accurate cardinal utilities, and do not have an ability to
construct our accurate utility functions.

Bossert (1995) characterised the class of lexicographic extension rules in-
cluding the leximax, leximin, median—based, and other lexicographic rules.
However, subsets can be ranked if and only if they have the same cardinality
in the framework of Bossert (1995).

To solve this restriction, we can use a disjoint copy of the alternative set,
which was introduced by Fishburn (1992). Each element in the disjoint copy
corresponds to each alternative, and it can be interpreted as the complement
of the alternative. We then call the elements in the disjoint copy null alterna-
tives, which are assumed to indicate ‘choosing not to choose existing alterna-
tives’. Each alternative is defined as (un)desirable if and only if it is strictly
better (worse) than its null alternative, and neutral if and only if it and its null
alternative are indifferent.

Note that we set the simplest framework with no compatibility within al-
ternatives and no category (or only one category) in this study. As an example
of this framework, Fishburn (1992) mentioned committee voting since famil-
iar scoring rules, such as the £—Borda rule, do not consider compatibility.

Fishburn (1992) assumed that each individual constructs his/her preference

SWe do not research a median—based rule such as the Nitzan and Pattanaik (1984) rule,
which belongs to a subgroup, including rules such as the maximax and maximin ones. Even
if a leximedian rule could be defined, it would difter from the leximax and leximin rules
because we need an additional rule to rank the pairs of both the outsides of the medians.
Thus, such a rule is excluded from this study.



4.1. INTRODUCTION 43

ranking of subsets based on that of (null) alternatives. Thus, for instance, ‘7,
(the null alternative of «) is better than »’ indicates that ‘it is more important

to you that a not be on the committee than that b be on it’.

According to the framework of Fishburn (1992), Yunfeng et al. (1996)
also proposed and characterised the lexicographic extension rule based on
a signed order over the (null) alternative set. The signed order is a complete
preorder satisfying self-reflecting,® which was introduced by Fishburn (1992).
However, self-reflecting restricts the scope of considerable situations because
it does not allow that null alternatives are indifferent if the existing alternatives
are not indifferent. We thus find the sufficient condition making the leximax
and leximin extension rules satisfy a desirable property called extensibility’
requiring that the preference ranking of a and b is equivalent to that of {a}
and {b}.

First, we employ a complete preorder over the (null) alternative set, and
assume asymmetry of desirability. This implies extensibility and requires that
if a is better than b, ny is better than n,. We then characterise the leximax
and leximin extension rules with asymmetry of desirability by the dominance
axioms. We also find that the leximax and leximin extension rules satisfy

monotonicity of desirability and extended independence in this framework.

Second, we consider an additional condition called consistency of desir-

ability, which requires that if n, is better than b, n; is better than a, and

®This requires that (i) « is better than b if and only if n,, is better than n,, (i) n, is better
than b if and only if n, is better than ¢, and (iii) a is better than 7, if and only if b is better
than n,.

7 Extensibility has been called the congruence condition in Fishburn (1992) or an extension
rule in related fields, such as complete uncertainty and opportunity sets (see Barbera et al.
(2004)).
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if a is better than ny, b is better than n,. We then show that asymmetry of
desirability and consistency of desirability are reasonable and weaker than
self-reflecting. However, we find that the leximax and leximin extension rules
are not equivalent even if the complete preorder over the (null) alternative set
satisfies asymmetry of desirability and consistency of desirability.

Finally, we show that if the complete preorder over the (null) alternative
set satisfies self-reflecting, the leximax and leximin extension rules are equiv-
alent.

Section 4.2 reports our notations and definitions. Section 4.3 discusses the
need for asymmetry of desirability. Section 4.4 introduces axioms, and Sec-
tion 4.5 characterises the leximax and leximin extension rules with asymmetry
of desirability. Section 4.6 introduces consistency of desirability and discuss
the relationship between self-reflecting, asymmetry of desirability, and con-
sistency of desirability. Furthermore, we show that the leximax and leximin
extension rules are equivalent if the complete preorder over the (null) alterna-

tive set satisfies self-reflecting.

4.2 Preliminaries

Let X be the finite set of all alternatives with cardinality |X'| > 2. The power
set of X is denoted by 2". As with the framework of Fishburn (1992), let
N = Uuex{n.} be the finite set of null alternatives such that ‘choosing not
to choose @’ is equivalent to ‘choosing n,’ for all ¢ € X. Furthermore, each
subset of N is denoted by Ny = Ugea{n,}, corresponding to each subset

A € Z. A preference relation over X U NV is assumed to be a complete
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preorder denoted by R € %, where % is the set of all preference relations
over X U /N. The asymmetric and symmetric components are denoted by P
and [, respectively. In this step, Fishburn (1992) assumed extensibility and
self-reflecting. Extensibility requires that the preference ranking of any two
alternatives and that of their singleton sets are the same. Self-reflecting does

not allow n, and n, to be indifferent when « and b are not indifferent.

Extensibility: Ya,b € X, alb < {a} R{b}.

Self-reflecting: Va,b € X, aRb < n,BnyNaRny, < bEn,A\n,Rb & nyRa.

However, self-reflecting implies extensibility,® and is a strong assumption.
Thus, we do not assume them here, and argue whether self-reflecting can be
relaxed to obtain an intuitive preference ranking of subsets by using the lexi-
cographic extension rules.

We define the desirability of alternatives as follows: « is (un)desirable
if and only if ePn, (n,Pa), and neutral if and only if a/n, for each a €
X. Additionally, let R € % be a preference relation over 2", where % is
the set of all preference relations over £ . The asymmetric and symmetric
components are denoted by P and I, respectively.

Next, we discuss the method for ranking all subsets lexicographically. In
Bossert (1995), any two subsets can be ranked if and only if they have the
same cardinality. Several methods are used to solve the restriction. Roth
and Sotomayor (1990) assumed a situation similar to a college admissions

problem, and introduced the concept of empty slots.” Empty slots are added

8Thus, self-reflecting and extensibility are not independent.
°The outside option and threshold in Chapter 3 have similar concepts. However, neither
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to each subset whose cardinality is smaller than a given quota. However, we
also consider problems in more general choice theories. Furthermore, empty

slots are the same as null alternatives assumed to satisfy null indifference.
Null indifference: Ya,b € X, ng,In,.

This condition is stronger than self-reflecting: n,In, might be non—intuitive
if an individual hates « and likes b. Thus, we do not assume null indifference
in this study.

We then introduce transformed subsets by adding null alternatives. For
each A € 27, let f4: X — AU (N \ N,) be a bijection such that f4(a) = a
ifa € Aand fa(a) =n,ifa g Aforalla € X. Let A* = Uyex{fa(a)} be
the transformed subset of A and 2™ = U ¢4 { A*} be the transformed power
set of X. Furthermore, all (null) alternatives are assumed to be rearranged
in descending order: for all A* = {aj, ..., ay} € 27, a]Raj,, forall i €
{1,...,|X] = 1}. Thus, all subsets can be ranked even if they have different
cardinalities by using transformed subsets.

Then, the leximax and leximin extension rules are defined in the following

manner:

Definition 4.1. Leximax extension rule Rjpa.: VA, B € 2,
AP B < Fi € {1,2, .., |X]|} s.t. a; Pb; A a; b Vj < i;

Alpmaa B & al IV Vi € {12, |X|}.

is suitable for ranking all subsets because we cannot frame the cardinalities of all subsets by
using them.
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Definition 4.2. Leximin extension rule Rj,,;,: VA, B € X,
APpinB < 3 € {1,2,...,|X|} s.t. af Pb; A a; 163 Vi > 1;

Alpin B & a1 Vi € {1,2, | X[},

From Definition 4.2, we compare the pair of alternatives in A* and 3*
from the top to the bottom. If we find a strict preference relation and the
alternative of A* (B*) is strictly better that of B* (A*), APjmaxB (B PimaesA).
From Definition 4.3, we compare the pair of alternatives in A* and B* from

the bottom to the top in the case of Fjip.

We can avoid some non—intuitive preference rankings by using null al-
ternatives. Suppose that X = {a,b,c,d}, albPn,InyIn.IngPcPd, A =
{a,c,d}, and B = {b,d}. Without transformed subsets, they are forcibly
ranked according to the leximax criteria as follows: A P B. However, the third
and second alternatives of A and B are d and n.Pc. Thus, by transforming A
and B into A* = {a.ny.c,d} and B* = {b, n,, n., d}, respectively, we find
that BP0 A.

However, Rjq, and Ry, still have a serious problem. In the following
example, Rj,q, and Ry, violate extensibility: X = {a,b} and n, PaPbPny,.
Even if aPb, {0} Pinee{a} and {b} P,.in{a} because {a}* = {a,n;} and
{b} = {n4,b}. However, n, Pa PhPn, is non—intuitive because b is desirable

and a is undesirable.
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4.3 Asymmetry of desirability

To solve the above problem, we introduce the properties for R and check
whether they make R0, and Ry,,.q, satisfy extensibility.

First, transitive desirability requires that every desirable alternative is
strictly better than every neutral or undesirable alternative, every neutral alter-
native is strictly better than every undesirable alternative, and any two neutral

alternatives are indifferent.'®

Transitive desirability: Va, b € X, [[aPng, AnyRb|V [aln, Any, Pb]| = aPb;

[alng, AbIny] = alb.

Transitive desirability is suitable to the meaning of null alternatives, but
insufficient to imply extensibility. Suppose that X = {a, b} and n,Pn,Palb.
This preference ranking does not violate transitive desirability. However,
{6} Prnaz{a} and {b} Pinin{a} even if alb. We thus need to introduce a
stronger property than transitive desirability.

Now, we introduce asymmetry of desirability. This requires that the pref-
erence ranking of any two alternatives and that of their null alternatives are

opposite.
Asymmetry of desirability: Va,b € X, alRb = ny Rn,.

First, Propositions 4.1 and 4.2 show that asymmetry of desirability is a
weaker property than null indifference and self-reflecting, respectively. These

propositions are trivial from the statements of the above three properties.

10This condition is similar to consistency introduced in Fishburn (1992).
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Proposition 4.1. R satisfies asymmetry of desirability if R satisfies null in-

difference.

Proposition 4.2. R satisfies asymmetry of desirability if R satisfies self-

reflecting.

From Proposition 4.3, asymmetry of desirability implies transitive desir-

ability. A proof of Proposition 4.3 is appeared in Appendix A.5.

Proposition 4.3. R satisfies transitive desirability if R satisfies asymmetry of

desirability.

From Proposition 4.4, asymmetry of desirability is the sufficient condition
for Rimaee and Ry, to satisfy extensibility. A proof of Proposition 4.4 is also

appeared in Appendix A.6.

Proposition 4.4. R,,., and Ry, satisfy extensibility if R satisfies asymme-

try of desirability.

However, extensibility does not imply asymmetry of desirability. For in-
stance, suppose that X = {a, b, ¢} and a Pn.Pn,Pn, PbPc for an individual.
In this case, aPb, {a} Pinaz{b}, and {a} P, {b}, but aPb does not imply
ny Rrig.

Thus, we should discuss the strength of asymmetry of desirability. Take
any two alternatives a,b € X. In total, there are 75 preference rankings of
a,b,ng,n, € XUN since R is a complete preorder over X UN. In 45 of these
75 orders, both Ry, and Ry, satisfy extensibility. Furthermore, in 39 of
the 45 orders, R satisfies asymmetry of desirability. If the individual has one

of the following six of the 45 orders, Rj,., and Ry, satisfy extensibility, but
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violate asymmetry of desirability: aPn,Pn,Pb, aPn,PnyIb, aln,Pn,Pb,
bPryPrgPa, bPryPrigla, and bln, P, Pa. Thus, asymmetry of desirability
is not the necessary condition to make only Rimae and Bpnin satisfy exten-
sibility. However, there are more lexicographic extension rules such as the
median—based and leximedian ones. From this discussion, asymmetry of de-
sirability might be insufficiently strong to consider extensibility. Additionally,
we can relax the strong restrictions of null indifference and self-reflecting,
and obtain the consistent preference rankings of singleton sets based on R by
asymmetry of desirability.

We then suppose that R denotes R satisfying asymmetry of desirability.

Thus, Rjmaz and Ry, are redefined by using R' instead of R as follows:

Definition 4.3. Leximax extension rule Rl VA B e %,

Imazx*

AP

Ilmazx

B 3ie{l,2,.|X|}staPTb; AailTh: Vi <i;

Al

Ilmazx

B e al'b;vie{l,2,..|X|}

Definition 4.4. Leximin extension rule R} . : VA, Be %,

Imin*

AP

Ilmin

B 3ie{l,2,... | X[} st af PTO; A ai 05 5 > s

ATl

Imin

B alIb Vi€ {1,2,....,]X|}.

Finally, we discuss one advantage in employing R' and relaxing null in-
difference. Suppose that {a,b,c} and aPPbPc for an individual. Further-

more, assume that the individual likes ¢ and b intermediately, but hates ¢
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enormously. We then consider {a,c} and {b}. If R satisfies null indiffer-
ence, {a,c}y = {a,my, ¢}, {b}* = {b,na,n.}, and {a. ¢} Prnas{b}. How-
ever, from the setting, aPn, is non—intuitive. If we allow that n.Pla, then

{a,c}* = {a,ny.c}, {b}* = {ne.b, n,}, and we find that {b} P!

lmax

{a,c}. At
first sight, 1. PTa seems a strange statement; however, it simply indicates that
the degree of the undesirability of choosing ¢ is strictly larger than that of the
desirability of choosing a. Thus, we can express the degree of desirability and
adapt a part of the leximin (leximax) criteria in the leximax (leximin) exten-
sion rule by using R'. In this sense, an ordinal preference ranking can come

close to an order of cardinal utilities by using R

4.4 Axioms

Bossert (1995) introduced two axioms with a fixed cardinality of subsets to
characterise the class of lexicographic extension rules: responsiveness'! and

neutrality."> However, we characterise | and R . separately. Thus, we

Ima: Imin
employ another approach to characterise the leximax and leximin extension
rules by the following three axioms.

First, indifference dominance requires that, for all A, B € 2", AIB if all

elements in A* and B* are indifferent for every rank.
Indifference dominance: VA, B € 2, [a;Ib; Vi € {1,2,...,|X|}] = AIB.

The second (third) axiom is prior (posterior) strict dominance. This re-

"WAe 2, ={AC X ||Al=k},Vbe X,Vee X\ A bRe & AR(A\ {b}) U {c}.
2VA,B € 2;,¥o : X — X,[aRb & o(a)Ro(b) Va € A,Vb € B] = [ARB &
{o(a)}aca BR{c(b) }secn], where o is a one—to—one mapping.
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quires that APB for all A, B € 2 if each element of A* dominates each
element of B* for every rank, and there is at least one strict preference rank-

ing in certain prior (posterior) parts of them.

Prior strict dominance: YA, B € 2, [3j € {1,2,...,|X|} s.t. [aj Rb Vi €
{1,2, .. j A Bk € {1,2,....7} s.t. a; Pb}]] = APB.

Posterior strict dominance: VA, B € 27, [3j € {1,2,...,|X|} s.t. [a] Rb}
Vi€ (g1 XK € (g +1, | X]} st apPh]] = APB

4.5 Characterisation

T

Ilmax

From Lemma 4.1, R and }_%me are complete preorders over 2 . A proof

of Lemma 4.1 is shown in Appendix A.7.

and !

‘Imin

Lemma4.1. 13/

Imaz satisfy reflexivity, completeness, and transitiv-

ity.

The major result is Theorem 4.1 that describes the necessary and sufficient

conditions to derive | and R} . . A proof of Theorem 4.1 is shown in
Appendix A.8.
Theoremd.1. R=R] (R=R! . )ifandonlyif R = R'and R satisfies

indifference dominance and prior (posterior) strict dominance.

and R}

Theorem 4.1 shows the axiomatisation of R Imin- TOWEVET,

Imax

they seem predictable following indifference dominance, prior strict dom-

inance, and posterior strict dominance. We need these critical axioms to
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and R!

Ilmin

characterise R/

Imax

because the lexicographic extension rules have
the restrictions such that we must begin to compare from the best or worst
(null) alternatives and stop comparing alternatives if we find a strict prefer-

and R/

Imin

ence ranking. Thus, it is crucial to discuss whether R

Imax

satisfy
other axioms. Indeed, some axioms should be satisfied by them because we
assume no compatibility within alternatives in this study. We thus introduce
additional axioms.

First, monotonicity of desirability requires that the rank of each subset
increases (decreases) by adding every (un)desirable alternative, but does not
change by adding any neutral alternative. This is formulated for the rela-
tionship between alternatives and their null alternatives. This condition was

introduced by Barbera et al. (1991).

Monotonicity of desirability: VA € % ,Ya € X \ A, aRn, & AU {a}RA.

Next, extended independence requires that the preference ranking of any

two subsets is not affected by adding another disjoint subset to both subsets.

Extended independence: YA, B € 2 ,YC C X \ (AUB), ARB & (AU
CYR(BUC).

Extended independence implies independence'®

, extended responsive-
ness'*, and other weaker related axioms. Extended monotonicity' is also a

weaker axiom than extended independence. However, This is formulated for

BVa,b e X,VC € X\ {a,b}, alb < {a} UCR{B} U C.
YA e 2, BC ANVCC X\ A BRC & AR(A\ B)UC.
YA e 2,VBC X\ A, BR) & AU BRA.
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the relationship between subsets and an empty set, not their null subsets. Ad-
ditionally, we cannot consider another monotonicity'® that is weaker than ex-
tended monotonicity because R is defined over X UN, which does not include
an empty set. Thus, we consider monotonicity of desirability and extended in-
dependence separately.

and R!

Imin

Finally, Theorem 4.2 shows that R/

Imax

satisfy the above ax-

ioms. A proof of Theorem 4.2 is stated in Appendix A.9.

and R!

Imin

Theorem 4.2. R!

Imas satisfy monotonicity of desirability and ex-

tended independence.

4.6 Lexicographic extension rule

In the above sections, we define and characterise the leximax and leximin
extension rules which can rank all subsets. However, the leximax (leximin)
rule includes the leximin (leximax) criteria.

We then have the following question: when the leximax and leximin ex-
tension rules output the same preference ranking of subsets? We answer the
question by introducing another property of R and discussing the signed order

over X U NN, which was introduced by Fishburn (1992).

4.6.1 Consistency of desirability

Even R satisfies asymmetry of desirability, R' still have non—intuitive

preference rankings of (null) alternatives. For example, suppose that

074 € X,VB C X \ {a}, aR'0) < {a} U BRB, where R’ is a preference relation over
X UNU{D}.
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aP'ny, Pin,PTh. This preference ranking satisfies asymmetry of desirabil-
ity. However, o Pr;, means that the degree of the desirability of « is greater
than that of the undesirability of b. It should be imply that the degree of the
desirability of b is greater than that of the undesirability of a, that is, bPn,,.
Thus, a Pry, PbPn, is more intuitive. In other words, if « is enormously (inter-
mediately) desirable, 7, should be enormously (intermediately) undesirable,
and if ¢ is enormously (intermediately) undesirable, n,, should be enormously
(intermediately) desirable for each ¢ € X.

We then introduce an additional property of R, called consistency of de-

sirability as given below.

Consistency of desirability: Va,b € X, [aRn, = bRn,| A [n,Rb = nyRal.

Consistency of desirability and asymmetry of desirability are independent.
For arbitrary two alternatives a,b € X, suppose that an individual has the
following preference ranking: a PbPn,Pn,. This satisfies consistency of de-
sirability, but violates asymmetry of desirability. Furthermore, if the individ-
ual has the following preference ranking: a Pny,Pn, Pb, this ranking satisfies
asymmetry of desirability, but violates consistency of desirability.

Proposition 4.5 shows that self-reflecting is stronger than asymmetry of

desirability and consistency of desirability. This proposition is trivially true.

Proposition 4.5. If R satisfies self-reflecting, it also satisfies asymmetry of

desirability and consistency of desirability.

We then introduce another property of R called null symmetry to clarify

the preference ranking of (null) alternatives when R satisfies asymmetry of
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desirability and consistency of desirability. Let X = {a1,...,ax|} such that
a;lRa; forall e € {1,...[X[ -1}, and X UN = {d], ..., a} y} such that
a;Ra),, foralli € {1,...,2|X| — 1}. Null symmetry then requires that each

alternative and its null alternative are located at the symmetric positions.

Null symmetry: Ya € X, a = a, = n, = a’2lX|+1ﬂ..

Proposition 4.6 shows the relationship between asymmetry of desirability,
consistency of desirability, and null symmetry. A proof of Proposition 4.6 is

shown in Appendix A.10.

Proposition 4.6. R satisfies null symmetry if and only if R satisfies asymme-

try of desirability and consistency of desirability.

We denote F satisfying asymmetry of desirability and consistency of de-

sirability by R, and redefine R, and Ry, by using BF as follows:

Definition 4.5. Leximax extension rule R VA, B e X ,

Imax

AP?

Ilmazx

B 3ie{l1,2,..,|X|} st a Pb; Aai b} V) < i;

Al

Ilmazx

B & all'h;vie{1,2,....|X|}.

Definition 4.6. Leximin extension rule R} . : VA,Be 2,

Imin

AP}

Ilmin

B 3ie{1,2, ... |X|} st oal PO; Aai T3 V) > i;

AT

Imin

B & a;l'b; Vie{1,2,..,|X|}.
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1

Imax

However, Theorem 4.3 shows that R} and R . are not equivalent

when I?%.
Theorem 4.3. R0, # Rimin even if R = RY.

Consider the following example to prove Theorem 4.3: X = {a,b,c} and
aP*cltng PthI*n I*n,. This preference ranking of alternatives satisfies null
symmetry. However, {a,b} P} {c} and {c}P} . {a,b}. Thus, we need a
stronger property than asymmetry of desirability and consistency of desirabil-
ity to make the leximax and leximin extension rules output the same prefer-

ence ranking of all subsets.

4.6.2 Signed order

As stated in Section 4.2, Fishburn (1992) introduced self-reflecting, and it is
stronger than asymmetry of desirability and consistency of desirability from
Proposition 4.5. Then, R is the signed order if and only if R satisfies self-

reflecting.

Self-reflecting: Va,b € X, [aRb < n,RBny] A [aBny, < bRn,| A [n,Rb <

np Ral.

As with R*, we distinguish the preference ranking of alternatives when
R satisfies self-reflecting. We introduce perfect null symmetry. Let fp :
{1,...,2|X|}* — {P.I} be a function such that f(i,j) indicates the pref-
erence relation between a; and o/ for all 4,5 € {1,...,2[X|} such that i < j.
Perfect null symmetry requires that each alternative and its null alternative are

located at symmetric positions, and preference relations are also symmetric.
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Perfect null symmetry: [Va € X, a = a, = n, = al2|X|+l—i]/\[Vi €

(Lo 20X = 1}, Jalii +1) = Jo(2IX| -0, 2|X[+1 - )L

Proposition 4.7 shows that self-reflecting and perfect null symmetry are

equivalent. This proposition holds true from the proof of Proposition 4.6.

Proposition 4.7. R satisfies perfect null symmetry if and only if R satisfies

self-reflecting.

We then denote R satisfying self-reflecting (the signed order) by R*, and

redefine [j,q, and 12,,;, by using * as follows:

Definition 4.7. Leximax extension rule R*. VA B e 4,

Imaz
AP B e 3ie{l,2, . |X|}sta Pb; Na;I"b; V] < i

Al B al I Vie {1.2, . |X|}.

Definition 4.8. Leximin extension rule R . : VA B e 4,

Imin*
AP B & 3i € {1,2, | X[} st af P7b A al I7ght Vi > s

AL B e a6 Vi€ {1,2, ., |X|}.

Theorem 4.4 shows that B*

D%
nae ANd R . output the same preference rank-

ing of all subsets. A proof of Theorem 4.4 is shown in Appendix A.11.

> T
- R’lmin‘

Theorem 4.4. [3*

Imax

denote Ry, . or R . hereafter. From the definition of Ry,

Imax

Let R*

lexi

R*

lexi

and the lexicographic extension rule introduced by Yunfeng et al. (1996)
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are equivalent. Yunfeng et al. (1996) provided the characterisation of R;,_. by

lexi

the following axioms.

(M++): VA, B,C.D e Z st. (AUB)N(AUB)N(XTUX)=0ACN
(XtUX)=DN(XtUX"),ARB< AUCRBUD.

(K+): VA, B € 2\ {0}, [aPbVa € AT, Vb € Ny U B] = APB;
[aPbVa € A, Wb € B-]A[aPbVa € Ny, Vb € BY]] = APB.

(M++) is a similar condition of (M+) introduced by Fishburn (1992), and
(M+) is completely the same as extended independence."’ (K+), which was
introduced by Heiner and Packard (1983), is an extended condition of (K)'8
introduced by Kelly (1977). Then, Yunfeng et al. (1996) characterised R;

lexi

by (M++) and (K+).

Theorem 4.5. R = F*

lexi

if and only if R = R* and R satisfies (M++) and
(K+).

Proof. See the proof of Theorem 2 in Yunfeng et al. (1996). O

Finally, we summarise the relationship among the properties of R and the
leximax and leximin extension rules over the power set of X in Table 4.1.

From the above discussion, R and R* are reasonable preference relations
for the alternatives. As stated earlier, self-reflecting implies asymmetry of

desirability and consistency of desirability. Thus, if an individual finds that

7Yunfeng et al. (1996) said that (M++) is a generalised condition of estended indepen-
dence because if X° = (), (M++) becomes (M+). However, this result simply indicates that
(M++) and (M+) are equivalent when X° = ).

BYA, B e 2\ {0}, [aPbVa € A, Vb€ B] = APB.
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self-reflecting is too strong, R* is the most reasonable one for the individual.

In this case, the individual has to have his/her priority order of the leximax and

leximin criteria. However, if an individual finds that self-reflecting is intuitive,

and asymmetry of desirability and consistency of desirability do not guarantee

rational choices, [2* is the most reasonable one for the individual.

Table 4.1: The properties of R and leximax and leximin extension rules

Properties

Extensibility

Leximax and Leximin

R

R

R*

reflexivity, completeness,
transitivity

reflexivity, completeness,
transitivity, asymmetry of
desirability

reflexivity, completeness,
transitivity, asymmetry of
desirability, consistency of
desirability

reflexivity, completeness,
transitivity, self-reflecting

leaz 7é lein

2l i
leaw 7é lein

Imin

% . x
R - lein

Imax

* Asymmetry of desirability & consistency of desirability<null symmetry.
* Self-reflecting=-asymmetry of desirability & consistency of desirability.

* Self-reflecting< perfect null symmetry.




Chapter 5

Epilogue

5.1 Summary

We summarise the results of each chapter in the following manner.

Chapter 2 improves the existing axiomatisations of the anti—plurality and
basic best—worst rules. We introduce three new axioms, that is, averseness,
bottoms—only, and top—bottom cancellation. In particular, averseness might
be convenient to characterise other rules, because it is a weaker condition than
faithfulness, which has been used in characterisations of several scoring social
choice rules as a common-sensible assumption.

Chapter 3 introduces and characterises the net Borda rule by using neu-
trality*, faithfulness®, reinforcement®, and total cancellation*. Furthermore,
we find that the net Borda rule outputs more intuitive social choice than the
Borda rule by considering the example (two alternatives and five individuals).

Chapter 4 introduces the null alternatives allowed their heterogeneous po-

sitions, to rank all subsets. Additionally, we require asymmetry of desirability

61
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to R over X U /V to make the leximax and leximin extension rules satisfy ex-
tensibility. According to this framework, we define the leximax and leximin
extension rules over 2, and axiomatise them by indifference dominance,
prior strict dominance, and posterior strict dominance. We also find that the
leximax and leximin extension rules satisfy monotonicity of desirability and
extended independence. Furthermore, we find that the leximax and leximin
extension rules are not equivalent if R satisfies asymmetry of desirability and

consistency of desirability, but they are equivalent if R satisfies self-reflecting.

5.2 Remaining problems

In this section, we show the major remaining problem for each chapter.
In Chapter 2, we used averseness and faithfulness to characterise the anti-
plurality and basic best-worst rules, respectively. However, if there exists

only one individual, it is not a society intuitively. Thus, if we assume that

v

> 1, we cannot use the above two axioms. In this case, Baharad and
Nitzan (2005)! and Theorem 2.3 can be the axiomatisation of anti-plurality
and basic best-worst rules, respectively. Furthermore, there exists another
approach. Yeh (2008) used efficiency to characterise the plurality rule.? If C

satisfies efficiency, for each a € C(P),

Bbe X\ {a}st.bPaVieV.

"'We can say that they assumed |V| > 3 in Baharad and Nitzan (2002), and reffered it in
the proof of their theorems and lemmas in Baharad and Nitzan (2005).

2Sekiguchi (2012) replaced efficiency by faithfulness since faithfulness is weaker than
efficiency. Additionally, Yeh (2008) assumed that |V| > 1 even if efficiency was used in his
characterisation of the plurality rule.
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Thus, efficiency is equivalent to Parefo efficiency. However, faithfulness and
reinforcement imply efficiency, and efficiency implies faithfulness. Thus, even
if we use efficiency to characterise the basic-best worst rules with the assump-
tion, |V| > 1, it is not a novel approach. Furthermore, in the case of the
anti-plurality rule, we should find an alternative axiom?® since efficiency does
not imply averseness.

Next, we still have to check whether the net Borda can be characterised by
neutrality*, reinforcement®, faithfulness*, cancellation®*, and cyclic cancel-
lation*, or there exists another social choice rule satisfying these five axioms.
Additionally, it is possible that C* satisfies cancellation** and cyclic cancel-
lation* if and only if C* satisfies total cancellation*®. This is the remaining
part of Chapter 3.

Finally, we need to discuss the necessary and sufficient conditions which
make the leximax and leximin extension rules be equivalent. In Chapter 4,
we show that if R satisfies self-reflecting (R = R*), the leximax and leximin
extension rules are equivalent, but do not prove that the opposite direction

holds true.

5.3 Future research directions

We provide several applications of the studies in Chapters 3 and 4 to show
the advantages in considering desirability and null alternatives (or the outside

option).

3For instance, we can consider an axiom which requires that there is no « € C(P) such
that bP;a forall: € V and forall b € X \ {a}.
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First, we can extend the study in Chapter 3 to multi—winner voting. There
are two extension rules of the Borda rule in the multi-winner voting system.
The first is the k—Borda rule, which outputs £ alternatives having higher Borda
scores than remaining alternatives. Debord (1992) characterised the k—Borda
rule based on Young’s (1947) theorem. Thus, we can employ a linear order
over the set of all alternatives and the outside option, and define and charac-
terise the net k—Borda rule. The second extension is the Borda rule over the
power set of the alternative set. If we must choose % alternatives, then, we
consider the Borda rule over k—subsets. In the case of this extended Borda
rule, we assign the Borda scores to all (k—)subsets, and choose the best subset
having the highest Borda score.

Next, we can more generally apply the leximax and leximin extension
rules over the power set with null alternatives to various fields of choice the-
ories, such as theories of consumer behaviour with a budget constraint. As-
sume that the budget constraint and prices of alternatives are given. We then
create the feasible power set, which is a subset of the power set. For every
subset in the feasible power set, the sum of prices does not exceed the bud-
get. Thereafter, we simply rank all subsets in the feasible power set by using
leximax and leximin extension rules. This is one way of carrying out the
discrete optimisation for consumer behaviours with the finite alternative set.
This discrete optimisation is more intuitive than utility maximisation when
we purchase books in an antiquarian bookshop (each book is one of kinds),
for example, because we do not need to assign our cardinal utilities to all
books or construct our utility functions accurately. If we are in a situation that

we should consider the compatibility of alternatives, the discrete optimization
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will be more complicated. This is also an extension of the work in Chapter
4. By analysing these problems, we might be able to establish the theories of

consumer behaviour based on Discrete Mathematics.



Appendix A

Proofs

A.1 Proof of Theorem 2.2

It is trivial that C? satisfies the five axioms. We then prove that the axioms
are the sufficient conditions for deriving CP.

Assume that C' satisfies the five axioms. By bottoms—only, C' is deter-
mined from a(F;) € X. Thus, by anonymity and neutrality, a € C(P) if
and only if b € C(P) when ngx|(P) = nyx|(P) for all a.b € X, for all
Pe 2V

We consider the following three cases: (i) | U;ev {a(F;)} = |V| = | X],
() | Uiev {a(P)}| = |V| < | X]|, and (iii) otherwise (| U;ey {a(P)} < [V).

Case (i): C(P) = X because 114 x|(P) = 1 foralla € X.

Case (ii): We prove that C'(P) = X \ U;ev{a(FP;)}. By way of contradic-
tion, assume the existence of a € C(P) such that a = a(F;), ¢ € V. In this
case, ngx|(%) = 1 and nyx|(F) = 0 forall b € X \ {a}. Thus, C'(5) is
equal to X, X \ {a}, or {a}. By averseness, we obtain that C(P;) = X \ {a}.

66
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Since nyx|(P-;) is equal to 1 or O forall b € X \ {a} and a # a(P;) for all
J eV, C(P)isequalto X, Ujey ,{a(P))}, or X \ Ujev ,{a(F;)}, where
Vi = N\ {i}and P_; = (P})jev_,. By reinforcement, C(P) is equal to
X \{a}, Ujev {a(P;)}, or X \ Uiev{a(P)}. However, this result contradicts
the assumption that a € C'(P). We then obtain that C'(P) = X \U;ev {a(F)}.

Case (iii): Let n = max,exngx|(P), n > 1. Suppose that V =
{V1, ..., V,,} such that ng x| ((Fi)iev, ) is equal to 1 or O forall k, 1 < k < n.
From the previous cases, C((P,)ie, ) = X if V| = | X|, and C((P)iev;,) =
X\ Usev {a(F;)} if |Vi| < |X]| for each k, 1 < k < n. By reinforce-
ment, C(P) = X \ Uiev{a(P)} if |Vi| < |X]| forall k,1 < k < n, and
C(P) = X\ Uien\v{a(P)}, where |V} = |X|and 1 <1 < n.

From the above results, C' = C if (' satisfies anonymity, neutrality,

reinforcement, averseness, and bottoms—only. ]

A.2 Proof of Theorem 2.3

First, Lemma A.1 shows that reinforcement and top—bottom cancellation im-
ply anonymity. A method of proof is similar to that of Young’s (1974) proofs:

reinforcement and cancellation' imply anonymity.

Lemma A.1. If C satisfies reinforcement and top—bottom cancellation, then

(' is determined based only on values of 7, (P) — n,x|(P), a € X.

Proof. Suppose that C satisfies reinforcement and top—bottom cancellation.

"Young (1974) characterised the Borda rule by neutrality, reinforcement, faithfulness,
and cancellation. Cancellation requires that, for all P € 2IVI, 1, (P) = ny.(P) for all
a,b € X implies that C'(P) = X, where nqy(P) = [{i € V | aP;b}| foralla, b € X.
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Let Py = (P,)icv, and Py = (P,);ev,, where V1, Vo C N, such that

a1 (P1) = najx|(P1) = 1a1(P2) — najx|(Po)

forall¢ € X,andforalla € X,

Ga = na1(7>1) - nal(PZ)-

Thus, g, = 0 implies that 1,1 (P1) = 1,1 (P2) and 1, x|(P1) = ngx|(P2).

Additionally, suppose that

AL ={a€ X |q, >0},
Ag={a € X |q, =0},

A-={ee X |q, <0}

Let P3 = (F;)ievs, such that V3 is disjoint from V; U V; for all « € X.

Furthermore, assume that for all ¢ € A, U A,

n4q1(Ps) = 1g)x(P1) A 1011 (P3) = 101 (P1),

andforalla € A U A,

Thal (Pg) = ’n,a|X|(P2) A na‘X‘(ng,) = Ng1 (PQ)
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From the above settings, for all a € A4, U A,

na1 (P1 + Ps3) = ng x| (Ps) + na1(Ps),

n‘a\X\(Pl + P3) = g4 (7)3) + 7la|X|(P3),

and foralla € A U Ay,

a1 (P14 Ps3) = 141(P1) + 1 x| (Pa2),

) x|(P1 + P3) = ngx|(P1) + 101 (P2).

Thus, for all @ € X, ne1 (P1 + Ps) = nqx|(P1 + Ps). By top-bottom cancel-

lation, we obtain that C'(P; + P3) = X. Similarly,

a1 (P2 + P3) = ng1(Pa) + nax|(P1),

Nax| (P2 + P3) = najx|(P2) + na1(P1)

foralla € A, U Ay, and

‘TLal(PQ + 733) = TLa|X‘(7D3) + N1 (733)7

N x| (P1 + Ps) = 141 (Ps) + 1 x| (P3)

foralla € A_ U Ay. Thus, forall @ € X, 141 (P2 + Ps) = ngx|(P2 + Ps3).

By top—bottom cancellation, we obtain that C'(Py + P3) = X.

Finally, from the above results and reinforcement,

C(P)=C(PH)UX =C(P1+Py+P;) = XUC(Py) = C(Py).
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Thus, if C satisfies reinforcement and top—bottom cancellation, C depends

only on 7141 (P) — 14x|(P), with o € X forall P € 2V, O

As stated earlier, Garcia-Lapresta et al. (2010) proposed Lemma A.2 by

using Young’s (1975) theorem.

Lemma A.2. C = C" if and only if C satisfies anonymity, neutrality, conti-

nuity, reinforcement, and top—bottom cancellation.
Proof. See the proof of Theorem 2 in Garcia-Lapresta et al. (2010). O

Finally, from Lemmas A.l and A.2, we can remove anonymity from the
necessary and sufficient conditions for deriving C”” in Lemma A.2, and ob-

tain Theorem 2.3. ]

A.3 Proof of Theorem 2.4

It is trivial to show that C”" satisfies the four axioms. Thus, we can prove that
they are the sufficient conditions for deriving C*.

Assume that C satisfies the four axioms. From Lemma 1 and neutrality,
for all a,b € X and all P € 2V, a € C(P) if and only if b € C(P)
when 7141 (P) — g x|(P) = 1 (P) — 1y x|(P). Note that Xoex (ria1 (P) —
nq/x|(P)) = 0.

Assume that A,(P) = {a € X | nq(P) — ngx|(P) = n}. We then

consider the following four cases:
(1) X = Ao(P),

(2) X = A1(P) U Afl(P) U 14,2(73) U - - - such that Al(P) 7é @,
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(3) X = Al(P) @] AO(P) U 4_1(7)) @] A_Q(P) U - -- such that A1 (P) 7£ @
and Ao(P) # 0, and

(4) otherwise.

Case (1): C'(P) = X by top—bottom cancellation.
Case (2): C(P) = A1(P) by top-bottom non—negativity.

Case (3): We show that C(P) = A,(P). By top-bottom non-negativity,
A_,(P)NC(P) = 0 for all m € N,. By way of contradiction, assume
the existence of a € C(P) such that ¢« € Ay(P). Suppose that a =
a(F)and b  a(F;),: ¢ V. Thus, C(P + P) = {a} by reinforcement.
We then consider the following three cases: (3-1) b € A;(P), (3-2)
b e Ag(P),and (3-3) b € A_1(P).

Case (3-1): If A;(P)\ {b} # 0, c € A;(P), should also be included
in C(P + P). Additionally, even if A;(P) \ {b} = 0, there is
no alternative in C'(P + P) N Ao(P + P). This result contradicts

a € C(P).

Cases (3-2) and (3-3): Similarly, ¢ € A;(P) should also be included

in C(P + P). This result contradicts a € C(P).

We thus have C'(P) = A;(P).

Case (4): Assume that m = mazeecxnai(P) — nqx|(P) and a* € A,,(P).
Then, we can divide V' into m subsets Vi, ..., ¥}, such that ng (P) -

ng+|x|(P) = 1 forall a* € A,,(P). From the results of Cases (2) and
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(3), C(P) = N, A (P,), where P,, = (P,)icy, € 2!V»|. This implies
that C'(P) = A, (P).

From the results of Cases (1)—(4), C = (" if and only if C satisfies neu-
trality, reinforcement, top—bottom non—negativity, and top—bottom cancella-

tion. O

A.4 Proof of Theorem 3.2

It is trivial that . satisfies neutrality*, reinforcement™®, faithfulness*, and
total cancellation®. We then assume that C* satisfies the four axioms, and

prove two lemmas.

Lemma A.3. B:(P;) = B:(P;) for all @ € X implies that C*(P;) =
C*(P;), where P; € (22*)Vil and P; € (27°)1*| such that V1.V, C Z.

Proof. Let P; € (22*)Vil and P; € (22*)I2l such that V1, V, C Z,. Ad-
ditionally, assume that V; and V5 are disjoint, and B:(P5) = B:(P;) for all
a € X U{0}. Let P; € (22*)I"2| such that V; and V; U V; are disjoint, and
B:(P; +P;) = B;(P; +P;) forall a,b € X. From reinforcement* and
total cancellation*, C*(P; + P;) = C*(P; +P;) = X and

C(P)=C"(P)NX =C"(Pf +P; +P;) =XNC(Py) =C"(P;).

Furthermore, let P; € (£2*)"4l such that V; is a clone of V}, including
different individuals who have the same preference profile as individuals in

V1. Thus, V} is assumed to be disjoint from 1} UV5;. Then, if V; and V5 are not
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disjoint, C*(Py) = C*(P;) from the above result. Since C*(P;) = C*(P;),
CH(Pp) = C*(P3). H

Before proving the next lemma, we introduce additional notations.

First, £P* denotes a preference profile of ¢(€ Z. ) clone sets of V' from
the notations in Section 3.2. We extend the population of ¢ to the set of
non—negative rational numbers QQy. Then, let ¢P* be a preference profile of
q(€ Q) clone sets of V, and C*(¢qP*) = C*(P*) for all ¢ € Q, \ {0}.
Furthermore, assume that O*(¢P*) = X if ¢ = 0 for any P* € (22*)IV1.

Second, let 7. be an alternative which has the /nth highest net Borda
score B (P*) with a given preference profile P*. Thus, B (P*) > --- >
B} 1 ;. (P*). Then, suppose that B*(P*) = (B} (P*)..... B; . (P")) be
the net Borda scoring vector.

Third, suppose that P; ;= (P1, P2) such that ag. (€ X U {0}) is the
best alternative for both individuals, and their preference rankings of remain-
ing alternatives are opposite. Thus, C*(Pg,a%) = {aB.} if a. € X and
C*(P3apm,) = X if ap. = () from Lemma A.3, faithfulness*, and reinforce-

ment*. We also have that

B'(P;,, ) - (21X, -2...,-2).
B*(P;az ) = (7272|X‘ 772)
B (P ) = (2., ~2.21X))

From the above setting, we can define B*(P*) as a linear combination of
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B (Pia%* )’s as follows:
B (P*) = Sh 4. B (Ps ).

where ¢,,, € Qforallm € {1,....| X |+1} and Q is the set of rational numbers.

Additionally, B} (P*) = 2¢,u|X| — 2Y14pq;. Thus,
B, (P*) = B;,(P") = 2|X|(gm — an),
and since rn. < n implies that B; (P*) — B; (P*) >0,
m<n= ¢, —q, > 0.
Furthermore, we find that
B.,.(P") = B.,(P") & m = qn.
Since XX B (Pg,agk) = 0, we can redefine B*(P*) in another way.

B (P) = Slil(an — dme)Sicn BP0 )]

B2y (G — s 1) Zin P -

X

This holds true because ¢, — ¢n1 > 0 forallm € {1, ...,

}.
By using these results, we prove Lemma A.4, which shows that C* (P*) =

{ap. € X | B; (P*) = B; (P*)} if C* depends on the net Borda scores.

Lemma A.4. C” depends on the net Borda scores if and only if C* = (.
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Proof. The ‘if” part is trivial. Thus, we prove the ‘only if” part in the follow-

ing manner.

First, we should prove that

O;k<gl§m7>;-,alp*) = {(l;;*, (lg*} \ {Q)}

Ifm=1|X = X because all Borda scores are the same.

+ 13 C*(Zlgm’P

)

Then, we consider cases of m < | X| + 1.

By way of contradiction, assume that there exists n > m such that
ap. € C*(Mi<mP; ;1 ). Since C* depends only on the Borda scores and

) > Bagjl(Zlng;,alp*) =

e

*
2,afp,F

B

ap*

— *
R Ba‘;(*HL(ElngQ,aé)*),
apt € C"(NiemPy )
if aft L' -£ (). From reinforcement,

C*(EZSerlP;_’aéﬂ) = (S Py

l
2,a7,*

)P ) = ().

1 e * .
However, ! € C (Zlng’,lPQ,alp*) must imply that {ap.....,a%h.} C
C*()]KmHPZ* ol ): there is a contradiction. Similarly, if a3 L= (), we can
- YApw

obtain the same contradiction by considering agj 2 and C*(Zl§m+273§ ol ).
b

Thus, C*(Si<nP; 0 ) = {ahe. . ap.} \ {0},
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From the above result and reinforcement, we obtain that

" (P*) = G[Zlmxz‘l((qm - Qm-ﬁ-l)zlgmpiaé)* )]
= X Np<x| {CL%;,*., 7az,1>l*}

={ap. € X | gn=a}

Thus, C*(P*) = {ap. € X | B; (P*) = B (P*)} if all societies,
which have the following preference profiles: (¢, — qm+1)21>’m73;¢a,?* S =
1,....]X]|, are disjoint. Furthermore, even if some of them are not disjoint,
consider their disjoint clone societies, and by the same method of Lemma

A4, we obtain that C*(P*) = {ap. € X | B; (P*) = B} (P")}. O

From Lemmas A.3 and A4, C* = Cj if C* satisfies neutrality*, rein-

forcement*, faithfulness*, and total cancellation™. ]

A.5 Proof of Proposition 4.3

Let R satisfy asymmetry of desirability. By way of contradiction, take any two
alternatives a, b € X and assume that bRa when (i) aPn, and ny, Rb, or (ii)
alIn, and n, Pb. From asymmetry of desirability, b Ra implies that n, Fn,. We
thus obtain a Pb by transitivity in cases (i) and (ii), but that is a contradiction.

Next, assume that (iii) a Pb or (iv) bPa when aln, and bIn,,. From asym-
metry of desirability, a Pb and bPa implies n, Bn, and n,Rn,, respectively.
Thus, we obtain b Ra in case (iii) and a b in case (iv) by transitivity. These

results are contradictions.
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Thus, R satisfies transitive desirability if R satisfies asymmetry of desir-

ability. O

A.6 Proof of Proposition 4.4

Assume that R satisfies asymmetry of desirability. First, we prove that
{a} Ripar{b} implies aRb for all a,b € X. Take any two alternatives
a,b € X such that {a} R%},,0.{b}. The difference between {a}* and {b}*
is that a,ny, & {b}* and n,,b & {a}*. From Definition 4.1 and asymmetry of
desirability, {a} Ri;q,{b} if and only if

(i) [aRny A ngRb] = [aPn, V [aln, A nyRb]J;

(ii) [aRny A bRn,) = aRb;

(i) [npyRa A ngRb] = [nyPng V [nyIn, A aRb)); and

(iv) [nyRa A bRn,) = [np PV [npIb A aRny)].

In cases (i) and (ii), a b holds true. In cases (iii) and (iv), by way of contra-
diction, suppose that b’a, implying n,Fn, from asymmetry of desirability.
However, the assumption contradicts n, Prn, in both cases, and a Rb in case
(>ii1). Thus, a Rb holds true in all four cases.

Next, we prove that a b implies {a} Rjnq.{b} for all a,b € X. Take any
two alternatives a,b € X such that « Rb. From asymmetry of desirability,
a Rb implies ny, Rn,. We then obtain all four results, (i)—(iv); in other words,
{a} Rimaz{b}.

Thus, Rjme. satisfies extensibility if R satisfies asymmetry of desirability.
Similarly, Ry, satisties extensibility if R satisties asymmetry of desirability.

O
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A.7 Proof of Lemma 4.1

From Definitions 4.3 and 4.4, R} satisfies reflexivity and completeness.

Imax

T

Imax

Thus, we prove that [? satisfies transitivity.

Forall A,B,C € &, AP} B and BP}

Ilmaz

C if and only if there exist

ike{l,2, ..,

X|} such that a} P} and o I'b; forall j < i, and by, !¢}, and
by Ifc; forall I < k. Then, k < 4 implies that a} P'c; and a} I[T¢; forall | < &,
and k > i implies that a} P'c} and a}'¢; for all j < i from the transitivity of

¢, then AP/

lmax

R!. Thus,if AP} Band BP/

Ilmazx

Cflorall A, B.C e Z.

Next, AP! Band BI]

Ilmax

C if and only if there exists : € {1,2, ..., | X[}
such that a7 P1b; and a3 1105 forall j < ¢,and b I'c; forall k € {1,2, ..., | X|}.
Then, a; P'c; and asl Tc; for all j < i from the transitivity of Rf. Thus,
if AF},,,B and BIJ,,

C, AP

C, AP C forall A,B,C € % . Similarly, if

AI'  Band BP, Cforall A,B,C € Z.

Ilmazx Imazx Ilmazx ™
Finally, AIl B and BI/ ' if and only if a:I'6:I7¢; for all i €

B and BI| _C, then AIl _C for all

Imaz ™’ lmax

{1,2,...|X|}. Thus, if ATl

Ilmax
AB,CeXZ.
T

Imaz satisfies

From these results, R satisfies rransitivity. Similarly, R

Imin

reflexivity, completeness, and transitivity. ]

A.8 Proof of Theorem 4.1

From Lemma 4.1 and Definition 4.3, R = Rf, Rl s a complete preorder

Imax

over 2, and trivially satisfies indifference dominance and prior strict domi-

nance.
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We then prove that the following two propositions hold true if B = Rf
and R satisfies reflexivity, completeness, transitivity, indifference dominance,

and prior strict dominance:
() AIB < a;ITh; Vi € {1.2,.., | X|};

(i) APB & 3i € {1,2,...,| X[} s.t. ¢} Plb; A a2 ITh5 ¥ < .

The “if’ parts of (i) and (ii): They are trivial from R = R!, indifference

dominance, and prior strict dominance.

The ‘only if * part of (i): By way of contradiction, let A7 B imply the
X

existence of some i € {1,2, ..., | X|} such that a} ’Tb; or b} Pta?. Suppose that

i’ is the argument of the minimum of i such that a} P1b} or b7 Pta;. From prior
strict dominance, APB if a}, P'b}, and BP A if b3, P'a;,. These contradict

AIB because F is a complete preorder over 2.

The ‘only if” part of (ii): By way of contradiction, let APB imply that
a;Ib; forall i € {1,2,...,]X|} or there exists i € {1,2,...,|X|} such that
b; Play and a3 I7b? for all j < i. Each case respectively implies that Al B or
BP A from the ‘if’ parts of (i) and (ii). These contradict AP B since R is a

complete preorder over 2.

Thus, R = R/ if and only if R = R' and R is a complete preorder

satisfying indifference dominance and prior strict dominance.

Similarly, ? = R}

Imin

if and only if R = R' and R is a complete preorder

satisfying indifference dominance and posterior strict dominance. O
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A.9 Proof of Theorem 4.2

T

First, we prove that B}

satisfies monotonicity of desirability. Suppose that
a; =n, € A*and B = AU {a}. Then, aR'n, if and only if a = b3, where
1 <7 < i Inthiscase, bf = a; forallk € {1.2,...,57 — 1,i + 1,...,|X]|}
and by, = aj foralll € {j,2, ....i}. Thus, we find that aR'n, if and only if
aR'a}, which implies BR},,,, A

lmax*™*

Second, we prove that R}

lmax

satisfies extended independence. Take any
three subsets: A, B € 2, and ¢ C X \ (AU B). From Definition 4.3,
AP

Ilmazx

B if and only if o] P10}, i € {1,2,...,| X[}, and a; I for all j < i.
Suppose that there are % alternatives in C' = {¢1,¢2,...,c} C C such that
azPié R1G R - RT¢, Phz. Then, k = 0 implies that AU CP! BUC
because a} PTb} and the transitivity of R. Furthermore, k > 1 also implies
that AUCP! BUC because a} P'¢, and the rransitivity of R. From these

B if and only if AUCP!

Ilmazx

results, we obtain that A pi B U C. Next, from

Ilmaz

Definition 4.3, AT

Ilmazx

B if and only if a;ITb} forall i € {1,2,...,|X|}. In
this case, the positions of ¢, € C in (AU C)* and (B U C)* have to be the

same for all k € {1,2,...,|C|}. Finally, we obtain that A7} B if and only if

Ilmazx

AUCT!

lmax

Buc.

Similarly, R

Imin

satisfies monotonicity of desirability and extended inde-

pendence. ]
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A.10 Proof of Proposition 4.6

First, it is trivial that null symmetry implies asymmetry of desirability and
consistency of desirability. Thus, we prove that asymmetry of desirability and
consistency of desirability imply null symmetry.

Assume that R satisfies asymmetry of desirability and consistency of de-
sirability. Additionally, suppose that X* = {a € X | aPn,}, X° =
{a € X | aIn,} and X~ = {a € X | n,Pa}. Furthermore, as-
sume that [ X+ U X° = m < |X]| without loss of generality. Thus,
XU X° = {ay,...,an} and X~ = {ami1, .., ax|}. By asymmetry of de-
sirability, (X7 U X%)* = XTU XU Nx- and (X )" = X~ U Nyx+uxo.
-1}

Fix the ranking of all elements in (X U X°)* as follows: (XU X%)* =

Additionally, n,,,, Rn,, foralli € {1,..,|X

{al, ...;ajx}. By consistency of desirability and transitivity, the position
of each element in (X )" is determined. For example, if a,, Rn,,, , and
N, Rami1, aTX‘ = n,,,,,, and aiXHl = a,,. If aTX\fllaTXP 0'1X|71 = Ng, .,
is also possible. However, it is important that a|y| = n,,,,, can hold true. The
same applies to other (null) alternatives. Thus, the ranking of all elements in
(X* U X%* and (X )" must be decided to make it satisfy null symmetry.
Similarly, if we fix the ranking of all elements in (X ~)*, the position of

each element in (X U X°)* is determined as with the above case. O
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A.11 Proof of Theorem 4.4

Assume that R = I?* and consider the ranking of all subsets according to

R$

Imaz*

The best and worst subsets are X+ U A% and X~ U A°, respectively,
where A is an arbitrary subset of X and A° = A N X°.

Then, the transformed subsets are reported from the best subset A; to
the worst subset A, in the following manner. Note that A7 Ry Az for
alli € {1,...,|Z"| — 1}, and without loss of generality, suppose that A} =
(X" U XY)*. Additionally, o} and aj |, , cannot be included in the same
transformed subset for all ¢ € {1,...,|X|}. Thus, Aj is indifferent to the
following subsets until all elements in X are replaced by the elements in

Nyo.

We then obtain the following preference ranking of all subsets:

A7 = {d}, - alx) 3, a0x) 20 @lx) 15 dx )
= ot it g o
Ay = {ahs s dix) 5 dix) 00 4x) 9 4o}
AG = a1 ax) g @20 Qx40 Gxpa )

x / ’ ’ / /
As =A{ay, "'ra‘|X|—370‘|X|—17a/\X|)a\X\+3}7

A* 7{ / / / / / }
|21 = VX150 Qlax) -3 Qoix -2 Qo)X 15 Qo)X S

From the above ranking of subsets, A} Ry, Az, also holds true for all i €

{1,...,| 2| —1}. We thus find that By,,,0, = Bipin if B = R*, in other words,

_ D
- lezn

R*

Imax

O



Bibliography

Alcantud, J. C. R., Laruelle, A., 2014. Dis&approval voting: a characteriza-
tion. Social Choice and Welfare 43, 1-10.

Arrow, K. J., Hurwicz, L., 1972. An optimality criterion for decision-making
under ignorance. In: Carter, C. F.,, Ford, J. L. (Eds.), Uncertainty and Ex-
pectations in Economics: Essays in Honor of George L. S. Shackle. Basil

Blackwell, Oxford, pp. 1-11.

Baharad, E., Nitzan, S., 2002. Ameliorating majority decisiveness through
expression of preference intensity. The American Political Science Review

96, 745-754.

Baharad, E., Nitzan, S., 2005. The inverse plurality rule — an axiomatization.

Social Choice and Welfare 25, 173-178.

Barbera, S., Bossert, W., Pattanaik, P., 2004. Ranking sets of objects. In:
Heller, W. P., Starr, R. M., Starrett, D. A. (Eds.), Handbook of Utility The-
ory, Vol. IT Extensions. Springer Science+Business Media LLC, New York,

pp. 893-977.

83



84 BIBL

Barbera, S., Sonnenschein, H., Zhou, L., 1991. Voting by committees. Econo-

metrica 59, 595-609.

Barrett, C., Pattanaik, P., 1994. Decision-making under complete uncertainty.
In: Dickinson, D. G., Driscoll, M. J., Sen, S. (Eds.), Risk and Uncertainty

in Economics. Edward Elger, Aldershot, pp. 20-36.

Bossert, W., 1995. Preference extension rules for ranking sets of alternatives

with a fixed cardinality. Theory and Decision 39, 301-317.

Bossert, W., 1997. Uncertainty aversion in nonprobabilistic decision models.

Journal of Mathematical Economics 34, 191-203.

Bossert, W., Pattanaik, P., Xu, Y., 1994. Ranking opportunity sets: An ax-

iomatic approach. Journal of Economic Theory 63, 326-345.

Bossert, W., Pattanaik, P., Xu, Y., 2000. Choice under complete uncertainty:
Axiomatic characterizations of some decision rules. Economic Theory 16,

295-312.

Bossert, W., Suzumura, K., 2016. The greatest unhappiness of the least num-

ber. Social Choice and Welfare 47, 187-205.

Brams, S. J., 1977. When is it advantageous to cast a negative vote? In:
Henn, R., Moeschlin, O. (Eds.), Mathematical Economics and Game The-
ory: Essays in Honor ofOskar Morgenstern, Lecture Notes in Economics

and Mathematical Systems, vol. 141. Springer-Verlag, Berlin, pp. 564-572.

Brams, S. J., Sanver, M. R., 2009. Voting systems that combine approval and

preference. In: Brams, S. J., Gehrlein, W. V., Roberts, F. S. (Eds.), The



BIBLIOGRAPHY 85

Mathematics of Preference, Choice and Order. Studies in Choice and Wel-

fare. Springer, Heidelberg, pp. 215-239.
Carter, 1., 1999. A Measure of Freedom. Oxford University Press, Oxford.

Ching, S., 1996. A simple characterization of plurality rule. Journal of Eco-

nomic Theory 71.

Cohen, M., Jaffray, J., 1980. Rational behavior under complete ignorance.

Econometrica 48, 1281-1299.

Debord, B., 1992. An axiomatic characterization of borda ’ s k-choice func-

tion. Social Choice and Welfare 9, 337-343.

Dutta, B., Sen, A., 1996. Ranking opportunity sets and arrow impossibility
theorems: Correspondence results. Journal of Economic Theory 71, 90—

101.

Felsenthal, D. S., 1989. On combining approval with disapproval voting. Sys-

tems Research and Behavioral Science 34, 53-60.

Fishburn, P., 1992. Signed orders and power set extensions. Journal of Eco-

nomic Theory 56, 1-19.

Foot, P., 1967. The problem of abortion and the doctrine of the double effect.

Oxford Review, 5-15.

Foster, J., 2011. Freedom, opportunity and well-being. In: Arrow, K. J., Sen,
A., Suzumura, K. (Eds.), Handbook of Social Choice and Welfare Vol. 2.
North Holland, Oxford, pp. 687-728.



86 BIBLIOGRAPHY

Garcia-Lapresta, J. L., Marley, A. A. J., Martinez-Panero, M., 2010. Charac-
terizing best-worst voting systems in the scoring context. Social choice and

welfare 34, 487—496.

Gravel, N., 1998. Ranking opportunity sets on the basis of their freedom of
choice and their ability to satisfy preferences: A difficulty. Social Choice

and Welfare 15, 371-382.

Hansson, B., Sahlquist, H., 1976. A proof technique for social choice with

variable electorate. Journal of Economic Theory 13, 193-200.

Heiner, R. A., Packard, D. J., 1983. More on plausibility orderings. Synthese
55, 333-337.

Kannai, Y., Peleg, B., 1984. A note on the extension of an order on a set to

the power set. Journal of Economic Theory 32, 172-175.

Kelly, J. S., 1977. Strategy—proofness and social choice functions without

singlevaluedness. Econometrica 45, 439-446.

Kurihara, T., 2018a. Axiomatic characterisations of the basic best-worst rule.

Economics Letters 172, 19-22.

Kurihara, T., 2018b. A simple characterization of the anti-plurality rule. Eco-

nomics Letters 168, 110-111.

Nitzan, S., Pattanaik, P., 1984. Median-based extensions of an ordering over
a set to the power set: An axiomatic characterization. Journal of Economic

Theory 34, 252-261.



BIBLIOGRAPHY 87

Pattanaik, P., Peleg, B., 1984. An axiomatic characterization of the lexico-
graphic maximin extension of an ordering over a set to the power set. Social

Choice and Welfare 1, 113-122.

Pattanaik, P., Xu, Y., 2000. On ranking opportunity sets in economic environ-

ments. Journal of Economic Theory 93, 48-71.

Puppe, C., 1996. An axiomatic approach to“preference for freedom of

choice”. Journal of Economic Theory 68, 174-199.

Roth, A., 1985. The college admissions problem is not equivalent to the mar-

riage problem. Journal of Economic Theory 36, 277-288.

Roth, A., Sotomayor, M. A. O., 1990. Two-Side Matching: A Study in Game-
Theoretic Modeling and Analysis. Cambridge University Press, Cam-

bridge, Ch. 5.

Sartre, J.-P. C. A., 2007. Existentialism is a Humanism (L’ Existentialisme est

un humanisme). Yale University Press, New Haven.

Schmeidler, D., 1989. Subjective probability and expected utility without ad-

ditivity. Econometrica 57, 571-587.

Sekiguchi, Y., 2012. A characterization of the plurality rule. Economics Let-

ters 116, 330-332.

Sen, A., 2001. Freedom, Rationality and Social Choice. Oxford University

Press, Oxford.

Sharp, F. C., 1908. A study of the influence of custom on the moral judgment.

Bulletin of the University of Wisconsin, 138.



88 BIBLIOGRAPHY

Yeh, C. H., 2008. An efficiency characterization of plurality rule in collective

choice problems. Economic Theory 34, 575-583.

Young, H. P., 1974. An axiomatization of borda’s rule. Journal of Economic

Theory 9, 43-52.

Young, H. P., 1975. Social choice scoring functions. SIAM Journal on Ap-

plied Mathematics 28, 8§24-838.

Yunfeng, L., Chaoyuan, Y., Ting, C., 1996. A completeness result for extend-

ing signed orders. Journal of Economic Theory 69, 205-210.



