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Chapter 1

Introduction

1.1 Measurement in acoustics

The terminology measurement is defined in the International Vocabulary of Metrol-

ogy as follows: process of experimentally obtaining one or more quantity values that

can reasonably be attributed to a quantity [1]. Informally, the measurement projects

the real world onto the system of numbers. Representing a quantity by a one or

more values enables us to record, compare, and evaluate the quantity. This funda-

mental process is the basis of all fields in modern science, engineering, economics,

and society.

Acoustics, which pertain to the study related to sound and vibration, aims at

understanding physical phenomena related to those. From an engineering perspec-

tive, it aims at creating a suitable acoustic environment for humans, controlling and

reducing unpleasant noises, understanding and promoting speech communications,

and probing information of objects and media via sound. Sound measurement is

critical in all of the acoustics investigations listed above, and studies on acoustical

measurements are necessary for the development of acoustics. Sound has been the

subject of study since ancient Greece. In the history of acoustics, the invention

of a microphone was an outstanding breakthrough. A microphone enables us to

measure the acoustical quantity in terms of sound pressure. This enabled sound

waves to be recorded and became the cornerstone of modern acoustics.

1.2 Microphones

1.2.1 Fundamentals

A microphone is a standard and practical instrument for sound measurement; it has

sufficient accuracy, precision, dynamic range, high-stability, and easy to use in most

practical applications. Further, it is used in wide varieties of commercial products.

The recording of sound, which was the long-standing dream of humans from

the ancient era, using a microphone was achieved during the 19th century. As a

measurement device of sound pressure, a condenser microphone is currently used,

which was first described by Wente in 1917 [2]. The condenser microphone consists

10



1.2. MICROPHONES

of a diaphragm and backplate with a small air gap between them. The backplate is

polarized by an external electric current, and the output voltage of the microphone

depends on the displacement of the diaphragm imposed by sound pressure.

The quantitative measurement of sound pressure by a condenser microphone

is achieved by the determination of microphone sensitivity by reciprocity pressure

calibration [3,4]. Each pair of three condenser microphones is inserted to a coupler

and the product of the sensitivities is measured. From these measurements, the

sensitivity of an individual microphone is determined.

1.2.2 Microphone array

A microphone array is an effective tool for obtaining the spatial information of a

sound field. The microphone array has been used for many applications including

speech enhancement, noise reduction, and source localization [5]. The visualization

of a sound field is also an interesting topic pertaining to the microphone array. Two

types of visualization exists: one displays time-averaged values such as power and

intensity, and the other displays an instantaneous pressure field. Beamforming and

near-field acoustic holography is often used for the former type of visualization. As

the position of the sound sources can be estimated from the visualization results of

those methods, they are frequently employed in the noise engineering community.

On the contrary, few papers have presented the visualization of an instantaneous

field by a microphone array [6] owing to the drawbacks described below.

1.2.3 Limitation of microphone measurement

A microphone presents some drawbacks although it has widely been used. A se-

vere limitation of the microphone arises from the fact that the microphone is a

contact-type sensor. As the microphone detects sound pressure at the position of

the diaphragm, the microphone must be inserted into a position where the sound

pressure is measured. This evokes an inevitable issue associated with a contact-type

sensor: the variation in the quantity to be measured owing to the presence of the

instrument itself. For sound pressure measurement by a microphone, this effect can

be compensated in ideal situations: a free, pressure, or diffused field is measured by

a single condenser microphone. Thus, this is not a problem provided that the simple

experimental condition is satisfied. However, this causes a severe problem when a

more realistic sound field is considered by complicated measurement instruments,

as often the case when a microphone array is used. As the number and the den-

sity of the microphone increases, the insertion effect of the instruments increases.

This might contaminate the measurement results and lead to their inaccurate inter-

pretation. Particularly, if one considers measuring a three-dimensional sound field

directly using a microphone array, the original field would not be maintained.

Another problem of the microphone is that situations occur in which the mi-

crophone cannot be used. In a flow field, a fluid flow acting on a diaphragm of a

microphone imposes additional noise to the output of the microphone; further, the

fluid flow is disturbed by the existence of the microphone. The microphone cannot

11



1.3. OPTICAL MEASUREMENT OF SOUND (OMS)

be used for the measurement of a sound field enclosed by objects or in a small space

whose dimensions are smaller than the size of the microphone diaphragm.

These limitations arise from the contact nature of the microphone. Thus, to

achieve a measurement with high-spatial-resolution or in situations where a micro-

phone cannot be used, a non-contact sound measurement method is required. This

has been achieved by using optical techniques as described in the following.

1.3 Optical measurement of sound (OMS)

The optical measurement of sound (OMS) has garnered considerable attention ow-

ing to its contactless nature. In this thesis, the OMS is defined as methods that

use light as a sensing probe of pressure fluctuation or the particle velocity imposed

by sound. In other words, sound pressure or acoustic particle velocity is trans-

formed into a property of the probing light such as intensity and phase based on

the physical interaction between light and sound. As light can probe a sound field

and does not affect the sound field provided that the intensity of light is not too

high to generate a pressure wave, no occlusion to the field exists. This is a crucial

difference between the light and the microphone as an acoustic sensor. Owing to

the possibility of contactless measurement, numerous studies have been conducted

for measuring and imaging of sound fields using optical methods. A review of the

OMS is detailed in Chapter 2.

Among the OMS, methods of which the principle relies on the acousto-optic

effect (AOE) are sensitive to the sound within a probing light beam; thus, those

can be regarded as a continuous sensor with respect to space, in principle. Note

that the AOE is a physical phenomenon where light passing through a sound field is

influenced by sound, as explained in Chapter 3. As the probing light beam contains

all information of a sound field within the measurement volume, it is possible to

measure a whole sound field in the volume if one can extract the information of the

whole field from the light. In this context, the OMS presents a significant advantage

for spatial measurement.

As sound is the temporal and spatial variation of pressure, the complete un-

derstanding of an acoustical phenomenon would be achieved by measuring both

the temporal and spatial variations. As already stated, the spatial sampling of

a sound field by microphones would disturb the field, and the distortion becomes

larger as the density of the spatial sampling increases. Meanwhile, because the

OMS is contactless, it does not disturb the sound field to be measured even if the

spatial sampling frequency is high to satisfy the spatial sampling theorem. There-

fore, the OMS can achieve the measurement of a whole sound field, which can be

regarded as an acoustical phenomenon itself. Currently, the direct observation of

a three-dimensional sound field by the OMS has not been achieved because the

data measured by the OMS based on the AOE are an array of values proportional

to the line integrals of sound pressure rather than point-wise sound pressure as a

microphone measures. This implies that the OMS probes the projection of a sound

field. Because the projection loses information along one dimension in space, a

measured field by those methods is neither identical to a three-dimensional sound

12
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field nor a slice of a three-dimensional sound field. Nevertheless, the effectiveness

of the imaging of a projected two-dimensional sound field is verified by numerous

previous studies.

According to the review given in Chapter 2, it is found that the instantaneous

and quantitative imaging of a sound field in the air, particularly in human hearing

range, has not been accomplished. As audible sound is the most important sound

for humans, the measurement of such a sound field is crucial. If an optical method

for the instantaneous and quantitative measurement of those fields is established, it

will solve many acoustical problems including the design of transducers and musical

instruments, identification of sound source positions, and understanding the physi-

cal process of noise source generation. Thus, the development of such a method is

strongly desired.

1.4 Research objective and thesis organization

The objective of this research is to establish an optical method that enables an

instantaneous two-dimensional sound field to be measured in a quantitative and

high-speed manner, and to demonstrate the effectiveness of the proposed method

in various situations in acoustics. The summary of this thesis is illustrated graph-

ically in Fig. 1.1. To achieve the objective, an optical method named high-speed

polarization interferometry is proposed. Owing to the combination of a high-speed

polarization camera and parallel phase-shifting interferometry (PPSI), the quanti-

tative imaging of a sound field with a sufficient speed of up to 1.5 MHz is achieved.

Note that the proposed method, the high-speed polarization interferometry, is some-

times referred as PPSI. The quantitative measurement of the proposed method was

tested by a comparison with the microphone measurement, and the validity of the

obtained images was examined from numerical simulations. In addition, the pro-

posed method was applied to existing problems in engineering acoustics, musical

acoustics, aero-acoustics, and acoustic metrology; further, it was confirmed that the

proposed method is a powerful tool for measurements in various acoustical situa-

tions. In particular, it is effective for investigating the generation process of sound

sources owing to its ability to measure a very near field of objects and sources.

The sound-imaging-method established in this study enables the measurement of

sound fields that were previously impossible to measure. It is expected that the

proposed method will yield new research topics in acoustics and contribute to the

future development of acoustics.

The organization of this thesis is illustrated in Fig. 1.2. Chapter 2 provides a

review on the OMS, of which the principle is based on acousto-optic effect (AOM).

The physical theories related to the OMS are described in Chapter 3. Light prop-

agation in a sound field in the air can be represented by using geometrical optics

approximation, and the AOE can be modeled as the phase modulation of light.

Therefore, to measure a sound field by the OMS, a method that enables the mea-

surement of an optical phase map quantitatively is required. The proposed method,

high-speed polarization interferometry, is described in Chapter 4 [7]. Using a high-

speed polarization camera as an image sensor, the recording of a sound field with
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Figure 1.1: Summary of this thesis.

sufficient speed to visualize a propagating sound wave is achieved.

In Chapters 5, 6, 7, and 8, the applied measurements of the proposed method

are presented. The proposed method can be applied effectively to those fields ow-

ing to its three properties: contactless, instantaneous, and quantitative. Chapter 5

describes the evaluations of transducers by the sound field visualization [8–10]. The

imaging of sound fields near transducers and inside a speaker box was performed.

For the imaging inside the speaker box, the box material must be transparent and

the polarization state of transmitted light must be unchanged. Three transpar-

ent material: an ordinal polymethyl methacrylate (PMMA) plate, a cell-casted

PMMA plate, and a silica glass plate, were tested, in which the cell-casted PMMA

plate was selected. The availability of the proposed method for investigating acous-

tic phenomena such as radiation, propagation, and resonance is represented. In

Chapter 6, the measurements of sound radiations from castanets are presented.

By analyzing the near fields of the instruments, the initial waves radiated from

the castanets soon after impact and frequency-dependent wavefronts were investi-

gated. Apart from the radiating sound wave, the acoustic resonances between the

castanet shells were observed. It was revealed that the first and second mode of

sound radiation from the castanets were due to the acoustic resonance inside the

shells. Chapter 7 presents the visualization of flow-induced sound by the proposed

method [11–13]. The simultaneous imaging of flow and the sound emitted from a

whistle was achieved by injecting a gas whose density was different from the sur-

rounding air and applying time-directional filtering to balance the visibility of flow

and sound. In Chapter 8, a method to reconstruct a three-dimensional sound field

from a two-dimensional projection measured by high-speed polarization interfer-
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Figure 1.2: Organization of this thesis.

ometry is proposed. By assuming an axisymmetric sound field and modeling the

sound field using the Helmholtz equation in the spherical coordinate, the problem

is formulated as estimating the coefficients of the Helmholtz equation from the ob-

served line-integral values. Comparison with microphone values confirmed that the

proposed method can be applied to obtain a quantitative three-dimensional sound

field without any calibration.

Chapter 9 summarizes this thesis and discusses future perspectives of the high-

speed polarization interferometry and the OMS.
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Chapter 2

Literature review of OMS

The first literature on the OMS was written by Toepler in 1867. He observed and

sketched the shock waves generated by an electric spark in water by using the

Schlieren optical system [14]. This visualization was based on the AOE, i.e., the

modulation of light caused by sound. The AOE theory was proposed by Brillioun in

1922 [15]; ten years later, it was confirmed experimentally by Debye and Sears [16],

and Lucas and Biquard [17]. Subsequently, numerous studies have been conducted

to investigate the AOE [18–22] and visualize sound waves based on the AOE. The

categorical review of the OMS employing the AOE is presented in the following.

2.1 Classification of OMS

The OMS can be categorized into several types based on its measurement principles.

It is noteworthy that vibration and surface pressure measurement methods are not

included in this review. A typical property of the OMS is to emit probing light

to the measurement volume and receive it after being affected by sound. The first

branch is based on how a medium is modeled. One is the continuous medium

that allows for sound to be described by wave theories; the other is the discrete

particles of which the number density depends on sound. When the continuous

medium model is employed, the interaction of light and sound is represented by

the AOE. The other uses the scattering of light caused by particles, where the

intensity of the scattered light depends on a local density. The scattering methods

typically seed additional particles to increase the intensity of the scattered light,

except for an extreme case that uses an extremely high-power light source such

that the scattered light from the air particles can be detected. The advantages of

the scattering methods include the possibility of directly measuring the point-wise

quantities of a sound field. On the contrary, methods based on the AOE detect

integrated quantities along an optical path rather than the quantities owned by a

specific point in space. This is because the transmitted light is modulated by sound

wherever sound exists along the optical path [22].

The methods based on the AOE are further divided into several subcategories

based on the AOE modeling. The most rigorous description of the AOE by the wave

optics theory can be derived from the Maxwell equation where the refractive index
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of a medium is a function of space and time, as described in Sec. 3.2. This model

is, however, difficult to solve. Therefore, simpler models for describing the AOE

have been developed. Theoretical treatments of the AOE had been studied from

the 1930s [18–22]. The key parameters of the modeling are the ratio of the optical

beam width to the acoustic wavelength, acoustic beam width, and amplitude of an

acoustic wave. Based on these three factors, four models of the AOE are derived:

Bragg diffraction, Raman-Nath diffraction, deflection of ray, and phase modulation.

The diffraction models are appropriate for representing the strong modulation of

light often caused by strain waves in solid and high-amplitude ultrasound in water.

When the ratio of the optical beam width to the acoustic wavelength is much

smaller than unity and the amplitude of the sound is small, as often the case for

audible sound, phase modulation is suitable to describe the AOE. In this case,

the modulated light can be described by only the temporal phase modulation as a

function of an optical path. The deflection model is the intermediate state between

the Raman-Nath diffraction and phase modulation; the ray propagating through

the sound wave is characterized by a deflection angle. It is noteworthy that as no

explicit border exists between them, the phase modulation model and deflection

model are often used for describing the same sound field, and the choice depends

on the measurement method employed.

Because the deflection and phase modulation models are used for representing

weak sound fields in the air, of which measurement is the primary scope of this

thesis, the following discussions focus on them. One must consider how light mod-

ulation is to be observed, especially the phase of light. Because the frequency of

light is several hundreds of terahertz, the direct observation of its phase is currently

impossible, and an observable property of light is its intensity. Hence, numerous

methods have been studied in the optical community for a long time to observe

the phase of light. Since Toepler’s first visualization, lots of methods have been

proposed to measure the optical phase modulation caused by acoustic waves in the

air, water, and solid.

Fig. 2.1 shows the classification of the OMS based on the method to measure the

phase of the modulated light. Ten methods are firstly categorized into three groups:

direct observation of the intensity, methods using a lens to form the spatial Fourier

transform of the wavefront, and interferometry. The following sections review the

listed methods.

2.2 Direct observation: Shadowgraphy

Because sound is the phase object for light, the amplitude is not changed. However,

once the wavefront of light is bent by the sound, the light forms a bright and dark

contrast on a screen at a distance. Shadowgraphy is the simplest method to visual-

ize such a pattern. The intensity distribution of the pattern is proportional to the

second spatial derivative of the refractive index. Owing to its simplicity, shadowg-

raphy has been used for the visualization of shock waves, gas flows, and thermal

convection [23]. In the field of acoustics, Pitts et al. visualized two-dimensional and

three-dimensional sound fields generated by an underwater transducer operated at
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2.25 MHz using holographic shadowgraphy based on the Gabor holography [24,25].

Subsequently, shadowgraphy has been primarily used for the visualization of ul-

trasound in water generated by transducers operating at a frequency higher than

1 MHz [26–30]. Yuldashev et al. used shadowgraphy for characterizing the non-

linear propagation of spark-generated N-waves in air [31]. As the sensitivity of

shadowgraphy is proportional to the second spatial derivative of the refractive in-

dex, meaning that a shorter wavelength yields a greater contrast, it is difficult to

apply this method to an audible sound field. Therefore, no report regarding the

shadowgraphy visualization of an audible sound field is presented.

2.3 Methods using Fourier transform by lens

Another choice is using the Fourier transform by a lens. The spatial Fourier trans-

form of the wavefront at an aperture is formed on a focal plane of a lens. When

no sound exists, the incident plane wavefront of light forms a spot at the center of

the focal plane of the lens. When the wavefront is modulated by sound, its modu-

lated components appear at a point determined by its spatial frequency on the focal

plane. Therefore, observing the intensity on the focal plane or applying an optical

spatial filter at the plane and performing the inverse Fourier transform enable the

measurement of sound.

2.3.1 Optical wave microphone

The optical wave microphone was proposed by Sonoda et al. in 1994 and several pa-

pers have been published pertaining to it [32–37]. The intensity of light on the focal

plane of a lens is detected by a pair of photodetectors aligned at a symmetry position

against the optical axis. This method originates from the measurement technique

for long-wavelength plasma waves. It was first developed for low-frequency ultra-

sound in the air; recently, it was applied to audible sound. The advantage of the

optical wave microphone includes its simple and low-cost configuration compared

with interferometric methods.

2.3.2 Fraunhofer iterative phase retrieval (FIPR)

Another method detecting the intensity of light at the focal plane of a lens is

Fraunhofer iterative phase retrieval (FIPR). The sound measurement by FIPR was

proposed by Kuroyama et al. [38]. They measured an ultrasonic standing wave at

47 kHz inside a glass cell filled with water.

2.3.3 Schlieren method

The Schlieren method is used to visualize transparent phenomena involving a change

in the refractive index of a medium such as air and water [23]. A knife-edge is in-

serted in a focal plane of a lens, and acts as a spatial filter to cut the DC component.

The inverse Fourier transform is applied by another lens and the intensity of the

filtered light is detected. The intensity distribution is proportional to the spatial
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derivative of the refractive index. Toepler used the Schlieren method and success-

fully visualized shock waves generated by an electric spark in 1867 [14]. In 1949,

Barnes et al. reported the visualization of sound radiated from ultrasonic transduc-

ers in water [39]. The frequency of the sound was 5 MHz, and only time-averaged

power maps were captured. They presented many visualization results including

the reflection of sound by plates and the diffraction from an edge of an obstacle and

a slit. Bucaro and Dardy established a theoretical treatment of Schlieren imaging

of sound [40]. Subsequently, numerous studies had been dedicated to the Schlieren

visualization of acoustic waves in water (see for example [41–53]). For the visual-

ization in air, Bucaro and Dardy first reported ultrasonic visualizations [54]. They

investigated the feasibility of the Schlieren imaging of ultrasound in air and stated

that sounds of 20 kHz to 700 kHz radiated from an electrostatic transducer of diam-

eter 15 cm excited by 100 V could be visualized. They presented the visualization

of a 200-kHz ultrasound. Thirty-three years had passed since Bucaro’s visualiza-

tion before the first report of the Schlieren visualization of audible sound wave was

introduced. This is primarily because as the sensitivity of the Schlieren method

is proportional to the spatial derivative of sound pressure, therefore the sensitivity

decreases as the frequency of sound decreases.

In 2010, Hargather et al. successfully visualized audible sound using the Schlieren

method [55]. They visualized sound waves at the sound pressure level of 109.2 dB

and frequency of 10 kHz, and those at sound pressure level of 102.5 dB and fre-

quency of 15 kHz. They also developed a visibility criterion: fp = K, where f is

the frequency of sound, p is the amplitude of sound, and K is the constant repre-

senting measurement sensitivity depending on the measurement system. In their

paper, K = 35, 000. Because they used a photograph editing software to increase

the visibility of sound wave and the sensitivity constant K should depend on the

image processing method, the definition of sensitivity should be reconsidered. Chi-

tanont et al. proposed signal processing methods for extracting a sound field from

Schlieren images [56–58]. The spatio-temporal filter bank designed based on the

wave equation was used. They visualized a sound field generated by a chirp signal

starting from 4 kHz. Several studies have used the Schlieren method for investigat-

ing acoustical phenomena in air. Shock waves from musical instruments such as a

trumpet and trombone were visualized [59,60] and their geometrical properties were

identified [61]. Karzova et al. reconstructed a three-dimensional pressure profile of

a shock wave generated by an electric spark using Schlieren images and the Abel

transform [62], and characterized the nonlinear propagation of the waves. Song et

al. used the Schlieren method for the quantitative measurement of density gradient

associated with a one-dimensional acoustic wave in a transparent duct [63].

2.3.4 Phase contrast method

The phase contrast method is a similar optical technique as the Schlieren method

except for the use of a phase plate instead of a knife edge on the focal plane of a lens.

This method was proposed by Zernike as a microscopic observation method [64,65].

By retarding the phase of the DC component π/2 by a phase plate, the interfer-
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ence of the DC and diffracted components occurs. The intensity of the interfered

light becomes the affine transformation of phase retardation imposed by sound.

This method has been applied to the quantitative measurement of two-dimensional

and three-dimensional sound fields in water [66–72]. To apply different phase re-

tardations by a phase plate, the DC component and diffracted components must

be separated on the focal plane. For the sound in air, especially for the audible

sound, however, as the spatial frequency of sound is low, it is difficult to separate

the two components on the plane. The application of the phase contrast method is,

therefore, currently limited to sound fields generated by transducers in water; no

attempt is reported for the use of this method to a sound field in air.

2.4 Interferometry and holography

Optical interferometry is an important measurement technique in modern science

and engineering. By the superposition of two lights that are generally emitted from

a single source and split into two, the phase difference between them can be observed

as the intensity of interference fringes. The theoretical description of the principle

is described in Section 4.1. This technique enables spatial and temporal variations

in the phase of light to be obtained. Because the change in the phase is imposed by

the reflection surface and medium, their geometrical and electromagnetic properties

are measured.

Interferometry appeared more than 300 years ago; currently, several interferom-

eters own the names of famous scientists such as Newton, Twyman-Green, Michael-

son, Fizeau, Mach-Zehnder, and Haidinger. The breakthrough was the successful

operation of the first laser by Maiman in 1960 [73]. Owing to the high spatial

and spectral coherence of lasers as well as their ability to generate high-power light

beams, the quality of interference fringes increased significantly. This resulted in the

high accuracy measurement of small changes in length and refractive index in the

order of λ/100 to λ/1000 where λ is the wavelength of light. As λ for visible light

is several hundreds of nanometers, the optical interferometer can achieve length

measurements of nano to angstrom order, and smaller distance measurements can

be achieved by introducing specific measures.

Owing to these advantages, optical interferometry has been used for a num-

ber of science and engineering applications. The metrological standard of length is

realized using an optical frequency comb generated by a mode-locked laser. The

laser interferometer gravitational-wave observatory (known as LIGO) was first de-

tected a gravitational wave in 2015. The interferometric technique is also used in

many fields, for example, quantum physics, medical diagnostics, mechanics, fluid

mechanics, thermodynamics, and acoustics.

The interferometric methods for sound measurement are categorized into five

groups based on the method to extract the phase of light, as illustrated in Fig. 2.1.

It is noteworthy that this categorization is independent of the configuration of

optical systems. For example, electric speckle-pattern interferometry (ESPI), also

known as TV holography or speckle interferometry, has been widely used for sound

measurement since the 1990s. This term, in general, represents that either an object
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or reference light forms speckles, which is independent of the method to extract the

light phase. Therefore, for the proposed classification, ESPI does not appear as a

certain category.

2.4.1 Homodyne and in-line interferometry

The simplest configuration of the interferometer is the homodyne and in-line type.

The homodyne type indicates that the frequencies of two lights are the same, and

the opposite is the heterodyne type that uses two lights of different frequencies. The

in-line type implies that the spatial frequencies of two lights are the same, while the

off-axis type implies that the spatial frequencies of those are different. Homodyne

and in-line interferometry is the most standard and classic type.

This class of interferometry was used for the earliest studies in the 1970s. Palmer

et al. used differential interferometry to detect the dilatational wave caused by

a piezo-electric transducer operated at 8 MHz [74]. Ultrasound generated by a

supersonic jet in air was observed by using the Mach-Zehnder interferometer by

Smeets [75]. Clark used analog holograms to record the perturbation of refractive

index caused by sound [76–78]. He observed the sound fields as the deformation

of the fringes of interferograms. Homodyne interferometry has also been used with

filtering [79, 80]. When a sound field is sinusoidal, the light intensity can be repre-

sented by the sum of the Bessel function. Using a band-pass filter for extracting a

term containing the first order of the acoustic frequency, the filtered signal is pro-

portional to the line integral of the sound field. More recently, the interferometry

has been used for the measurement and reconstruction of two-dimensional sound

fields. Ohbuchi et al. employed a quadrature detection system with homodyne in-

terferometry for the reconstruction of ultrasonic sound fields in water [81–83]. The

spark generated shock waves was measured using the Mach-Zehnder interferometer

with a stabilization system by Yuldashev et al. [84]. Bertling et al. used laser

feedback interferometry for the measurement of an ultrasonic sound field [85].

2.4.2 Heterodyne interferometry

Heterodyne interferometry is the technique to extract a phase from interferograms

by imposing frequency shift to either an object or reference light. The frequency

shift is often imposed by the acousto-optic modulator called the Bragg cell. The in-

tensity of the interfered light becomes a phase-modulated signal and its modulation

is caused by sound. Thus, by demodulating the signal, the phase difference be-

tween two lights, which is caused by the AOE, can be obtained. Jia et al. proposed

the heterodyne technique for sound measurement in both air and water [86, 87].

Bou Matar et al. combined it with the tomographic reconstruction technique and

successfully reconstructed two-dimensional sound fields [88].

A frequently used optical method for measuring and visualizing a sound field is

the laser Doppler vibrometer (LDV), which often utilizes the heterodyne detection

technique. A significant reason for the acceptance in the acoustics community is its

commercial success. As the LDV has been widely accepted and well established as a

vibration measurement instrument in both the academic and industrial community,
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acousticians who wish to study sound measurement using an optical technique can

obtain the instrument and are ready to start their research without considering

and handling a complicated (at least for typical acousticians) optical measurement

system.

The first paper, from the best of my knowledge, using the LDV for measuring

sound wave was presented by Zipser and Lindner at the international congress on

acoustics in 2001 [89]. They visualized an ultrasonic wave of frequency 71 kHz in air

as well as the vortexes formed by an air-flow incident into an edge. In 2002, Harland

et al. published a study regarding underwater sound pressure measurement by using

the LDV [90]. A number of studies have been reported for the measurement and

imaging of sound fields using the LDV [91–133]. Among them, most were regarding

visualization of sound fields generated by transducers, except for the visualization

of a vortex and associated pressure fluctuation [89, 96], the sound radiation from a

mechanically bowed violin [105, 106], and measurement of noise generation from a

jet nozzle [123]. This fact reflects the limitation of sound field imaging by the LDV

owing to the requirement of scanning process: only a reproducible sound field can

be visualized. Applications of the imaging by the LDV includes the identification of

sound source position [104, 109, 115], acousto-optic beamformer [120], microphone

calibration [127], the investigation of the Mach cone generation around a metal

rod [131], and evaluation of diffused materials [132].

2.4.3 Off-axis holographic interferometry

Off-axis holographic interferometry is the technique to extract a phase map from

an interferogram by imposing spatial frequency shift to the reference light. For

applying the off-axis technique, the spatial distribution of interfered light must be

observed. By applying a spatial filter to the recorded interferogram, the amplitude

and phase map of the object light can be extracted. The off-axis configuration has

been employed with an image sensor, and two-dimensional sound fields have been

observed instantaneously [134–138]. Note that, although a typical hologram involves

the process of reconstruction that can calculate a three-dimensional object field, the

physical meaning and validity of the reconstruction process of the holography for

sound measurement has not been disclosed yet.

2.4.4 Phase-shifting interferometry (PSI)

PSI introduces artificial phase retardations to reference light to calculate the quanti-

tative phase from an interferogram. The principle of the PSI is described in Section

4.1.2.

Several types of PSIs have been used for the OMS. ESPI measures the phase

of an optical wavefront from speckle patterns on an image sensor. The speckle is

formed by inserting a diffuser into an optical path or using a rough surface wall

as a reflector. The pioneering works on the imaging of audible sound fields using

ESPI were conducted by a Norwegian research group in 1990s [139–145]. They

introduced ESPI for the visualization of sound fields radiated from a loudspeaker

in air. By synchronizing an optical imaging system and transducer signal, a sound
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field at a certain instant can be obtained even though repeated acquisitions are

necessary to apply a phase-shifting technique. Using a camera device, this method

enables field information to be captured by a few acquisitions of images, and thus

reduce time significantly for obtaining the two-dimensional information of sound

fields. Their works include the visualization of two-dimensional projections of sound

fields [139,140], reconstruction of three-dimensional sound fields by using computed

tomography (CT) method [141, 142], application of their method to an underwa-

ter sound field [143], investigation of a sound field near a loudspeaker [145], and

characterization of medical ultrasonic transducers [144]. Gren et al. applied ESPI

to the imaging of a transient shock pulse generated by an electric discharge [146].

Runnemalm recorded standing waves in a rectangular duct [147]. More recently,

Joost and Hinsch applied ESPI with tomographic reconstruction to the optimization

of the array configuration of ultrasonic transducers consisting a parametric array

speaker aimed at the maximization of radiated sound power and the minimization

of the directivity of its main lobe [148]. Souris et al. used the Jamin interferometer

and visualized a highly focused ultrasonic pulse [149]. One disadvantage of the typ-

ical PSI is that repeated measurements are required for changing the phase of the

reference light. This implies that the measurable target is limited to reproducible

phenomena such as sound radiation from a transducer.

The instantaneous realization of PSI for sound measurement was first reported

by Wahlin et al. using double-pulsed holographic interferometry (DPHI) [150];

further, it was used by Schedin et al. for investigating transient impacted sound

radiation [151, 152]. Two short pulses (25 ns) are emitted: a stationary field is

firstly recorded; subsequently, a disturbed field by a sound wave is recorded onto

a holographic plate. The incident angle of the reference beam is slightly changed

during the two recording. Reconstruction of the two holograms yields the interfer-

ence of the two recorded object lights: stationary and disturbed fields. During the

rendering process, the phase of the first hologram (stationary field) was changed

by certain steps, and the rendered phase shifted interferograms were measured by

a CCD camera. According to the instantaneous recording and repeated rendering

process, a transient acoustic field at a certain moment was captured. To observe

the time-evolution of a phenomenon, though, repeated measurements are necessary.

2.5 Summary and challenges

2.5.1 Summary

As described above, a number of methods for the OMS based on the AOE have

been studied. Table 2.1 lists the characteristics and problems of the methods. The

second column indicates the measured quantities. The shadowgraphy and Schlieren

method detect a value related to the spatial derivative of the optical phase; thus,

the sensitivity decreases as the frequency of sound decreases. Similarly, as the

LDV detects a value proportional to the time derivative of the optical phase, the

sensitivity also decreases as the frequency of sound decreases. The quantitative

phase can be obtained by the phase contrast method and interferometry. The phase

24



2.5. SUMMARY AND CHALLENGES

contrast method is effective for a high-amplitude underwater ultrasound, while an

airborne sound is difficult to apply due to its measurement principle that requires

the DC and diffracted components to be separated at a focal plane of a lens.

The interferometric methods can measure the sound field in air quantitatively.

Among them, the LDV is most frequently used. For the imaging of a sound field,

however, scanning is necessary. This limits the applicable target to reproducible

sound fields such as the sound wave generated by a loudspeaker and transducer.

The same is true for ESPI. Although ESPI detects a two-dimensional field by an

image sensor, repeated measurements are required for the phase-shifting process.

Meanwhile, DPHI and off-axis interferometry can capture a two-dimensional sound

field instantaneously. Therefore, they have been used for the measurement of non-

reproducible sounds such as an impacted plate [150–152] and voice [136, 137]. Be-

cause DPHI uses a holographic plate to record a sound field to be measured, only

a single image is captured for a single measurement. To observe the time evolution

of a sound field, repeated measurements are necessary. The off-axis interferom-

etry can measure a two-dimensional sound field by a sufficient speed to capture

the time-evolution of an acoustic phenomenon using a high-speed camera. In this

sense, the off-axis interferometry and the proposed method, high-speed polarization

interferometry, are similar; the difference is the method to calculate the phase from

an interferogram. A problem for the off-axis interferometry is the degradation of

the image quality owing to inaccuracies in the reference light and spatial filtering.

Further, for the sound measurement method, the quantitative measurement of the

reconstructed hologram has not been disclosed yet.
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2.5.2 Challenge 1: high-speed and quantitative imaging of audible
sound field

Among the methods listed in Table 2.1, the imaging of an audible sound field is

achieved by the optical wave microphone, Schlieren method, LDV, ESPI, and DPHI.

The optical wave microphone, LDV, and ESPI require repeated measurements; thus,

an instantaneous measurement cannot be achieved. The Schlieren method has been

used to achieved a single-shot imaging of audible sound fields; however, a quantita-

tive measurement is difficult. Although DPHI is capable of the instantaneous and

quantitative imaging of an audible sound field at a certain moment, consecutive

imaging is impossible. It is noteworthy that the off-axis interferometry proposed by

Matoba et al. has been used to measure audible sound waves but not to visualize

the audible sound fields.

Until now, the high-speed and quantitative imaging of an audible sound field

has not been accomplished. This is because the requirement for the measurement

system of an audible sound field is demanding. The modulation of light caused

by audible sound is small, and its spatial and temporal derivatives are small as

well. When light propagates 1 m where the sound pressure is 1 Pa, the phase of

light changes by only 0.0232 rad. This requires a high-precision measurement of

the phase. In addition, as the wavelength of the audible sound is long, a large

observation area is necessary for the effective visualization of the field. Although

shadowgraphy and the Schlieren method can easily achieve a large observation area,

they are not suitable for the measurement of audible sound because the sensitivity

of these methods decreases as the frequency of sound decreases. On the other hand,

interferometry cannot easily expand the size of the measurement area because high-

quality optical components and alignment are necessary to form interferometric

fringes. In summary, for the measurement system of an audible sound field, a high-

speed, high-precision, and large observation area has to be achieved simultaneously.

These are the major reasons for the gap despite the importance of the measurement

of the audible sound.

2.5.3 Challenge 2: application to existing problems

One problem of the OMS is that most of the studies measured sound fields generated

by a transducer to evaluate the validity of the proposed optical method and less

discussion has been conducted on how to apply the optical methods to the existing

acoustic problems. Among the 125 papers cited in the review, more than 100 papers

measured the sound fields generated by a transducer. Other sound sources include

the electric spark [14, 31, 75, 146], impacted plate [150–152], shock wave from brass

instruments [59–61], mechanically bowed violin [105,106], jet noise [34,36,123], and

voice [136, 137]. This indicates that the many advantages of the OMS including

its contactless nature, high-spatial resolution, and feasibility of measurement of

the very near field of an object, have not been utilized effectively. One reason is

that the measurable targets are limited in terms of the amplitude and frequency of

sound, the size of the measurement area, and requirement of the scanning process.

A method with higher performance is desired, and one aspect of this problem is
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2.5. SUMMARY AND CHALLENGES

discussed in the previous section. Another reason may be that most of the acoustic

researchers and engineers are not aware of the advantages of using the OMS for

addressing their issues. Therefore, it is necessary to verify the effectiveness of the

OMS by applying it to the various existing acoustic problems.
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Chapter 3

Physics of light and sound

3.1 Sound and refractive index

Acousto-optic interaction is characterized via refractive index. In wave optics, the

speed of light is given by

c =
c0
n
, (3.1)

where c0 is the speed of light in vacuum and n is the refractive index of a medium.

The relationship between refractive index and gas density can be written by the

Gladstone-Dale relation:

n− 1 = Gρ, (3.2)

where G is the Gladstone-Dale constant and ρ is the density of the medium. Thus,

the change in density of the medium causes the change in the propagation speed of

light. The relation of density and pressure of a gas is determined by the equation

of state. The acoustic process can be assumed as an adiabatic process; therefore,

the equation of state becomes
P

ργ
= const., (3.3)

where P is the pressure and γ is the specific heat ratio. By combining Eqs. (3.2)

and (3.3), the refractive index and pressure becomes

n1 − 1

n2 − 1
=

(
P1

P2

) 1

γ

, (3.4)

where P1, n1 and P2, n2 are the pressure and refractive index of two states, respec-

tively. Because the sound pressure is the deviation of instantaneous pressure from

static pressure, the relation between refractive index and sound pressure becomes

n = (n0 − 1)

(
1 +

p

P0

) 1

γ

+ 1, (3.5)

where n0 and P0 are the refractive index and pressure in the static state, respec-

tively; n and p are the instantaneous refractive index and sound pressure, respec-

tively. In linear acoustics, the sound pressure is much smaller than the atmospheric
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3.1. SOUND AND REFRACTIVE INDEX

pressure; Eq. (3.5) can be linearized to approximately p as follows:

nlinear = n0 +
n0 − 1

γP0
p. (3.6)

The refractive index calculated by Eqs. (3.5) and (3.6) when n0 = 1.000279, P0 =

101325, and γ = 1.4 are plotted in Fig. 3.1, and the error imposed by the linear

approximation is plotted in Fig. 3.2. The approximation error, εn, is calculated by

εn =

∣∣∣∣Δn−Δnlinear

Δn

∣∣∣∣ , (3.7)

where

Δn = n− n0, (3.8)

Δnlinear = nlinear − n0. (3.9)

The terms Δn and Δnlinear represent variations in the refractive index caused by

sound. As shown in Fig. 3.1, the refractive index is almost linear when the sound

pressure is less than 1000 Pa. The sound pressure of 1000 Pa in air only appears for

special situations such as shock wave generation and a focused high-intensity ultra-

sonic transducer. The linear relationship between the refractive index and sound

pressure thus applies in most the practical situations. The relative error imposed by

the linear approximation is approximately 0.1 % when the sound pressure is 700 Pa.

The non-linear effect should be considered only when the sound pressure exceeds

1000 Pa. In other words, as long as the linear acoustic theory holds, the linear

approximation of the refractive index is valid. For the remainder of this thesis,

Eq. (3.6) is used for the relation between the refractive index and sound pressure,

and the subscript linear will be omitted.
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3.1. SOUND AND REFRACTIVE INDEX

Figure 3.1: Refractive index calculated by Eqs. (3.5) and (3.6).

Figure 3.2: Error in the refractive index imposed by linear approximation of sound

pressure.
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3.2. ELECTRO-MAGNETIC WAVE IN INHOMOGENEOUS MEDIA

3.2 Electro-magnetic wave in inhomogeneous media

As described in the previous section, sound causes fluctuations in the refractive

index. Therefore, light propagation in a sound field can be formulated by using the

optical theory in inhomogeneous media. This section describes the optical theory for

the OMS, starting with the Maxwell equation and applying several approximations,

which is valid for a sound field in air.

3.2.1 Maxwell equation

An electromagnetic field satisfies the following Maxwell equation defined by the

Gaussian unit system:

∇×H − 1

c0

∂D

∂t
=

4π

c0
J , (3.10)

∇×E +
1

c0

∂B

∂t
= 0, (3.11)

∇ ·D = 4πρ, (3.12)

∇ ·B = 0, (3.13)

where E is the electric vector, D is the electric displacement, H is the magnetic

vector, B is the magnetic flux density, J is the current density, ρ is the charge

density, and c0 is the speed of light in a vacuum. These sets of partial differential

equations hold when physical properties are continuous.

In a vacuum, the following relations hold:

J = σE, (3.14)

D = εE, (3.15)

B = μH , (3.16)

where σ is the electrical conductivity, ε is the dielectric constant, and μ is the

permeability. These equations are called material equations, and are introduced to

reduce unknowns in the Maxwell equation for solving them under a given set of the

charge density and current density. Although the material equations only hold in

a vacuum in a rigorous manner, it is sufficiently valid in a transparent medium.

The electrical conductivity of air is the order of 10−15. Assuming that no electric

charge and current exists in the air, subsequently, σ = 0, J = 0, ρ = 0. Substitut-

ing the material equations into the Maxwell equation under these conditions, the

following equations are derived:

∇×H − 1

c

∂(εE)

∂t
= 0, (3.17)

∇×E +
1

c

∂(μH)

∂t
= 0, (3.18)

∇ · εE = 0, (3.19)

∇ · μH = 0. (3.20)
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3.2. ELECTRO-MAGNETIC WAVE IN INHOMOGENEOUS MEDIA

This set of equation shows the fundamental relations by which electro-magnetic

waves in air are governed. The refractive index is defined by the dielectric constant

and permeability as

n =
√
εμ. (3.21)

As the permeability can be assumed as unity in air, the refractive index becomes

n2 = ε. (3.22)

By applying formulas of vector calculus to Eqs. (3.17) to (3.20) and deleting the

magnetic terms from the equations, the equation of an electric vector can be derived

as

∇2E − 1

c2
∂2(εE)

∂t2
+∇(E · ∇(ln ε)) = 0. (3.23)

Here, the electric vector and dielectric constant are the functions of position and

time. Eqs. (3.6), (3.22), and (3.23) are the fundamental equations of light propa-

gation in a sound field.

3.2.2 Wave equation

The fundamental equations provide an exact solution of an electric vector to a

non-magnetic medium with no electric current and electric charge in terms of the

Maxwell equation. Solving the equations analytically, however, is quite difficult.

Considering situations where the dielectric constant is affected only by sound, ap-

proximations can be introduced based on the fact that the temporal and spatial

variations of the dielectric constant is much slower than those of the electric vector.

Assuming the solution of the fundamental equations is harmonically time dependent

as

E = E0 (r, ω) e
−iωt, (3.24)

and substituting it into (3.23),

∇2E0 − 1

c2

(
−n2ω2 + i2ω

∂n2

∂t
+

∂2n2

∂t2

)
E0 +∇(E0 · ∇(lnn2)) = 0, (3.25)

where E0 is the complex amplitude of the electric vector and ω is the angular

frequency of light. From Eq. (3.6), the time-derivatives related to the refractive

index is given by

∂n2

∂t
= 2n1n

∂p

∂t
, (3.26)

∂2n2

∂t2
= 2n1n

∂2p

∂t2
+ 2n2

1

(
∂p

∂t

)2

, (3.27)

where

n1 =
n0 − 1

γp0
. (3.28)
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Here, by considering only visible light, the angular frequency, ω is in the order

of 1015. Thus, the second and third terms in the bracket of the second term of

Eq. (3.25) can be ignored:

−n2ω2 + i2ω
∂n2

∂t
+

∂2n2

∂t2
� −n2ω2. (3.29)

Thus, Eq. (3.25) becomes(∇2 + k20n
2
)
E0 +∇(E0 · ∇(lnn2)) = 0, (3.30)

where k0 is the wavenumber of light in a vacuum:

k0 =
ω

c0
. (3.31)

subsequently, the term related to the spatial derivative of the refractive index is

given by

∇(lnn2) =
2n1∇p

n0 + n1p
. (3.32)

Equation (3.30) is converted as

∇(∇ ·E0 +E0 · ∇(lnn2)) + k20n
2E0 = 0. (3.33)

By substituting Eq. (3.32) into Eq. (3.33), the equation becomes

∇
((

∇+
2n1∇p

n0 + n1p

)
·E0

)
+ k20n

2E0 = 0. (3.34)

As the wavenumber of light is in the order of 107, Eq. (3.34) can be approximated

by (∇2 + k20n
2
)
E0 = 0. (3.35)

This is the Helmholtz equation in an inhomogeneous media for a monochromatic

wave field. By transforming Eq. (3.35) into the time domain, the wave equation for

an electric vector in an inhomogeneous media can be derived as

∇2E − n2

c20

∂2E

∂t2
= 0. (3.36)

It is noteworthy that E and n are functions of space and time, and c0 is constant.

3.2.3 Geometrical optics

Consider the following Helmholtz equation:(∇2 + k20n
2
)
U = 0. (3.37)

For simplicity, a scalar quantity U is used instead of the vector field E. By assuming

the solution of Eq. (3.37) as the form

U(r) = A(r)eik0L(r), (3.38)
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where A(r) and L (r) are real functions representing amplitude and phase, respec-

tively. By substituting Eq. (3.38) into (3.37),

k20(n
2 − |∇L|2)A+∇2A+ ik0

(
A∇2L+ 2(∇A) · (∇L)

)
= 0. (3.39)

The real part and imaginary part of the equation above must be zero, such that

the following equations hold:

k20(n
2 − |∇L|2)A+∇2A = 0, (3.40)

A∇2L+ 2(∇A) · (∇L) = 0. (3.41)

As the period of the amplitude of light modulated by sound is almost the same as

the period of the sound, ∣∣∣∣∇2A

k20A

∣∣∣∣ �
∣∣∣∣K2

k20

∣∣∣∣ � 0, (3.42)

where K is the wavenumber of sound. Thus, Eq. (3.40) becomes

|∇L|2 = n2. (3.43)

This equation is known as an eikonal equation, and L is called the eikonal that

represents the equiphase surface of light. Transforming Eq. (3.43) into integral

form yields

L =

∫
|∇L|ds =

∫
nds, (3.44)

where s is the line element, and the integral is performed along an optical path.

The solution of the inhomogeneous Helmholtz equation is given by

U(r) = A(r)eik
∫
nds = A(r)eikn0

∫
dseiφs (3.45)

where

φs = k
n0 − 1

γP0

∫
pds. (3.46)

Thus, the phase of light propagating through a sound field is advanced proportion-

ally to the line integral of the sound pressure along the optical path. It seems that

the optical wavefront is immediately obtained by integrating the refractive index

calculated under a given sound field. In practice, it is difficult because it is nec-

essary to know the optical path within the medium having an arbitrary refractive

index profile. For the sound field in air, as the modulation of light imposed by

sound is extremely weak, the optical path can be assumed as a straight line. The

phase modulation term of light, subsequently, becomes

φs = k
n0 − 1

γP0

∫ x2

x1

pdx, (3.47)

where the propagation direction of light is regarded as the x axis. From this ap-

proximation, one can easily calculate the wavefront of light from a given sound

field.
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3.3 Light as acoustic sensor

3.3.1 Sensitivity

The relation between light and sound is described in the previous sections. The

phase of light is given by sound pressure and environmental factors. The ratio of

optical-phase to line-integral-of-sound-pressure, Sos, is

Sos =
φs∫ x2

x1
pdx

= k0
n0 − 1

γP0
[rad/ (Pa ·m)]. (3.48)

For a standard atmospheric condition, n0 = 1.000279, P0 = 101325, and γ = 1.4;

subsequently, the ratio becomes

Sos = 1.97× 10−9k0. (3.49)

The value Sos increases as the wavenumber of light increases. When the wavelength

of light is 532 nm, Sos = 0.0232. This indicates that when light travels 1 m through

a field consisting of a plane sound wave of the amplitude of 1 Pa, the phase of light

is changed by 0.0232 rad. Therefore, SOS can be regarded as the sensitivity of the

OMS.

3.3.2 Contactless nature of light

An important property of the OMS is its possibility in contactless measurement.

As light can probe sound, no instruments and zig need to be inserted into a sound

field to be measured. This feature realizes a non-invasive measurement of a field as

well as the line integral nature of sound pressure.

Because the previous theoretical description assumes light as a wave, the pho-

toelastic effect and absorption of energy by molecules are not explained; thus, sound

is not influenced by light. From the viewpoint of quantum optics, however, photons

may interact with molecules; thus, light influences to a sound field. In this context,

light is no longer noninvasive to a sound field. In fact, several papers have reported

that sound can be generated by inducing a strong laser light in air [153–157]. In

these reports, a high-power pulsed laser is used. Torras-Rosell had considered this

influence for the OMS in his thesis [158]. He calculated the light pressure imposed

by a 1-mW laser source as 3.3 pN and concluded that the influence of the mo-

mentum of the photons on the measurement of sound can also be disregarded [158].

Thus, in the remainder of this thesis, the OMS is regarded as an ideal contactless

measurement method.
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Chapter 4

High-speed polarization

interferometry

4.1 Optical interferometry

As discussed in the previous chapter, sound pressure changes the phase of light that

passes through a sound field. Thus, to measure the sound field based on the AOE,

the phase of light has to be observed. Because the frequency of light is several

hundreds of terahertz and light exhibits the wave-particle duality, a direct observa-

tion of the temporal variation of light as a wave is currently impossible. An optical

property that can be observed directly is its intensity. Hence, numerous optical

methods to measure the phase of light have been studied for a long time. An accu-

rate method to quantitatively observe the phase is interferometry. Interferometry

detects the phase difference of multiple (generally two) lights.

4.1.1 Principles

Consider the interference of two lights defined by following:

Eobj(r, t) = E0obj(r, t)e
i(ωt+Δφ(r,t)),

Eref(r, t) = E0ref(r, t)e
iωt,

(4.1)

where E0obj and E0ref are the complex amplitude vectors, and Δφ is the phase dif-

ference between the object and reference light. The object light represents the light

that propagates through the region of interest, while the reference light assumes

another path. The intensity of the interfered light is given by

I =
〈
|Eobj +Eref|2

〉
= I0 + I1 cosΔφ,

(4.2)

where 〈·〉 denotes time averaging owing to a photodetector, I0 = |E0obj|2+ |E0ref|2,
and I1 = 2E0obj ·E0ref. The phase difference, Δφ, is included in the trigonometric

function of the intensity of the interfered light. When the two lights are in phase,

constructive interference occurs and the intensity of the interfered light becomes the
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maximum, that is, Imax = I0+ I1. In contrast, when the two lights have completely

opposite phases, destructive interference occurs and the intensity becomes the mini-

mum, which corresponds to Imax = I0−I1 The visibility of the interferogram, which

characterizes the contrast of the interferometer, is defined as

v =
Imax − Imin

Imax + Imin
=

I1
I0
, (4.3)

As I0 ≥ I1, 0 ≤ v ≤ 1. The contrast of the interferogram becomes maximal when

the amplitudes of the object and reference lights are the same.

4.1.2 Phase-shifting interferometry

Although the interferogram includes the information related to the object phase,

extracting Δφ from the intensity is difficult task. A typical scheme is the phase-

shifting technique [159]. The principle is to introduce artificial phase retardations

into the reference light and to perform several measurements with multiple phase

retardation angles. The reference light with the phase retardation θ is rewritten as

Eref(r, t) = E0ref(r, t)e
i(ωt−θ). (4.4)

Subsequently, the intensity of the interfered light becomes

I(θ) = I0 + I1 cos (Δφ+ θ) . (4.5)

Many phase-shifting algorithms exist that estimate Δφ from multiple phase-shifted

interferograms {I(θ1), · · · , I(θn)} [159–164]. When the phase retardation angles,

θn, are known, the phase can be calculated by

Δφwrap = Arg

[
N∑

n=1

I (θn) e
−iθn

]
, (4.6)

where Arg[z] denotes the principal value of the complex argument of z, i =
√−1,

θn is the nth phase retardation, and N is the total number of phase retardation

angles. Further, the calculated phase by Eq. (4.6) is wrapped within [−π, π), as

indicated by the subscript wrap; therefore, unwrapping should be performed:

Δφ = U [Δφwrap], (4.7)

where U : [−π, π) → R denotes the phase unwrapping function. For applying this

algorithm, at least three interferograms are required. Herein, a hyper ellipse fitting

in a subspace method (HEFS) is employed for the phase retrieval from interfero-

grams because the HEFS method is more robust to random noise and phase-shifting

errors than the ordinary methods [163,164].

4.2 Measurement system

4.2.1 Optical configuration

To achieve the simultaneous and quantitative measurement of a sound field, high-

speed polarization interferometry is proposed. The configuration of the proposed
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measurement system is depicted in Fig. 4.1. The optical components consist of a

Fizeau-type polarization interferometer [165] and a high-speed polarization cam-

era [166], thus resulting in the simultaneous acquisition of four phase-shifted inter-

ferograms known as parallel phase-shifting interferometry (PPSI) [167, 168]. The

laser emits monochromatic light and it is divided into orthogonal linearly polarized

components by the Wollaston prism. One is used for object beam, and another for

the reference beam. The reference light is reflected by the reference plane called

an optical flat. The optical flat is a polished flat surface that maintains the optical

wavefront undisturbed and is frequently used for the Fizeau-type interferometer.

The object light passes through both the reference plane and measurement area,

reflected by the mirror, passes through the measurement area again, and turns back

to the reference plane. The phase of the object light is modulated owing to the AOE.

The object and reference lights are combined and reflected by the beam splitter.

The aperture eliminates undesired components of the combined light and extracts

only p-polarized or s-polarized light from the object light and another from the

reference light. Subsequently, the quarter wave plate changes the polarization state

into the superposition of the contra-rotating circular polarized light. Finally, the

contra-rotating circular polarized light is detected by the high-speed polarization

camera (CRYSTA, PI-1P, developed by Photron limited) [166]. The schematics of

the high-speed polarization camera is shown in Fig. 4.2. The high-speed polariza-

tion camera consists of the phase-shifting array device and the image sensor. Four

types of linear polarizers are mounted on each pixel of the image sensor. The az-

imuths of the linear polarizers are 0, π/4, π/2, and 3π/4. Owing to the pixelated

phase-shifting array device, the four-step phase-shifting algorithm can be applied

to a single image, and a single-shot measurement of the quantitative phase map can

be achieved.

The principle of the high-speed polarization interferometer can be described by

using Jone’s representation [169]. The incident light is divided into two orthogonal

linearly polarized beams by the Wollaston prism. The p-polarized component of

the object light is modulated by the sound within the measurement arm, and the

s-polarized component of the reference light is given by the following, respectively:

Eobj(r, t) = E0obj(r, t)

[
1

0

]
eiΔφ(r,t), (4.8)

Eref(r, t) = E0ref(r, t)

[
0

1

]
, (4.9)

where E0obj and E0ref are the amplitudes. The time-harmonic terms are omitted for

simplicity. Subsequently, the two beams are combined and the polarization states of

these are altered by the quarter wave plate. Consequently, the light that enters to

the high-speed polarization camera becomes the superposition of the contra-rotating

circular polarized light, which can be expressed by

Ecirc =
E0obj(r, t)√

2

[
1

i

]
eiΔφ +

E0ref(r, t)√
2

[
1

−i

]
. (4.10)

The first term is the left-hand circular polarization and the second is the right-hand
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Figure 4.1: Schematic illustration of the high-speed polarization interferometer.

circular polarization. Subsequently, the light Ecirc passes through the phase-shifting

array device. Because the Jones matrix representation of a linear polarizer at the

azimuth θ is given by

Pθ =

[
cos2 θ sin θ cos θ

sin θ cos θ sin2 θ

]
, (4.11)

the intensity of the detected light becomes

Isystem(θ) =
〈|Pθ ·Ecirc|2

〉
= I0 + I1 cos(Δφ+ 2θ) = I(2θ). (4.12)

As the azimuths of the linear polarizers mounted on the polarization high-speed

camera are 0, π/4, π/2, and 3π/4, the four interferograms, I(0), I(π/2), I(π), and

I(3π/2), are obtained simultaneously. Therefore, Δφ can be calculated by using

Eqs. (4.6) and (4.7); additionally, Δφ can also be calculated by

Δφwrap = arctan
I(3π/2)− I(π/2)

I(0)− I(π)
, (4.13)

and Eq. (4.7) where Δφwrap is the wrapped phase, arctan : R → [−π, π) is the

four-quadrant inverse tangent.

4.2.2 Measurement parameters

The sampling frequency of the system is equal to the frame rate of the high-speed

camera. The number of sensors, which is defined as the dimension of the image, is

equal to the number of active pixels, i.e., the pixels that can record data. Typically,

as the frame rate of a high-speed camera increases, the number of the active pixels

decreases. The relations between frame rate and number of active pixel of the

polarization high-speed camera, PI-1P, are shown in Table. 4.1. The full image

(1024 pixel × 1024 pixel) is available when the frame rate is less than 7000 fps.

Note that, as 2 × 2 pixels are used for calculating a single-phase value, the image

dimension of an obtained phase map becomes half. For satisfying the temporal

sampling theorem of sound, the image size becomes smaller as the frequency of
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Figure 4.2: Schematic illustration of the phase-shifting array and the image sensor

of the high-speed polarization camera.

Table 4.1: Relation between frame rate and number of pixels of the high-speed

polarization camera.
Frame rate Active pixels

7000 1024 × 1024

25000 512 × 512

50000 512 × 272

100000 320 × 192

sound increases. However, it is not necessary for satisfying the temporal sampling

theorem; as the high-speed polarization camera does not contain an anti-alias filter,

the sound wave of which the frequency is higher than the Nyquist frequency is

measured as its alias frequency. The frame rate and image size should be determined

by considering the required image dimension and temporal resolution.

The spatial resolution of the high-speed polarization camera is defined as the

number of measurement points within a unit length. The interval of a calculated

phase map is given by

δ = ML (2δsen) =
Dobj

Dsen
(2δsen) , (4.14)

where ML is the magnification of lenses in the system, Dobj is the beam diameter of

the object light, Dsen is the beam diameter on the image sensor, and δsen is the pixel

pitch of the image sensor. The beam diameter of the object light determines the

size of the measurement area. Therefore, when the number of the pixels is constant,

the size of the measurement area decreases as the spatial resolution increases. This

implies a tradeoff between the spatial resolution and the size of the measurement

area. In our typical configuration, Dobj = 0.1 m, Dsen = 0.018 m, and δsen = 20

μm. Consequently, δ = 0.22 mm, and the spatial resolution is 4500 samples per

meter. By considering the fact that the wavelength of a 20-kHz sound wave as
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approximately 1.7 mm, this spatial resolution is sufficient for the imaging of an

audible sound field.

4.2.3 Signal processing

The calculated phase by the HEFS method contains the geometry of optical compo-

nents and environmental perturbations as well as random noise. As the amplitude of

the optical phase modulation caused by sound is typically much smaller than 2π, fil-

tering is necessary to visualize the sound wave in most situations addressed herein.

Choices for the dimension of filters are as follows; temporal, spatial, and spatio-

temporal. Chitanont et al. applied a spatio-temporal filter bank to extract sound

information from Schlieren videos [57]. Yatabe et al. proposed time-directional

filters that can be applied directly to a wrapped phase [12]. In this study, time-

direction filters were employed for the analysis of the measured data. Initially, the

HEFS method was used to calculate the wrapped phase from the recorded inter-

ferograms. Subsequently, one-dimensional unwrapping was performed to each pixel

of the wrapped phase video. Finally, a temporal filter that was designed based on

the prior knowledge of a measured sound field, was applied to each pixel of the un-

wrapped phase video. A spatial filter was not used to preserve the spatial properties

of the sound fields.

4.3 Evaluation of measurement system

4.3.1 Background noise analysis

To evaluate the measurement method, the comprehension of noise characteristics

is necessary. This subsection describes the background noise of the high-speed

polarization interferometer under the following conditions: the framerate of 50,000

fps, the exposure time of 1/50,000 s, the number of the recorded frames of 10,000

and the length between the lens of the interferometer and the reflective lens of 300

mm.

First, the temporal characteristics of the background noise are analyzed. The

power spectrum density estimations by the Welch method of the obtained phase are

plotted in Fig. 4.3(a). The averaged values of k × k pixels are plotted, where k =

1, 2, 4, 8, 16. As shown in the figure, the noise can be interpreted as the summation

of the white noise, 1/f noise, and harmonic noises. The white noise is due to

the shot noise that is the fluctuations in the number of detected photons. As

theoretically expected, the level of shot noise decreases by the square root of the

number of averaged points. The 1/f noise is originated from many sources including

the electric circuits. The harmonic noises, which are appeared at 130 Hz, 520 Hz,

and 3300 Hz, are caused by a cooling fan attached on the camera. Although the

frequencies depend on the implementation of a system, such noise should occur

because the cooling fans are often necessary for the high-speed imaging. If the fans

cannot be stopped for camera safety, it should be eliminated by post-processing.

For the imaging of a sound field, low frequency noises should be eliminated because
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those primarily disturb the resultant images. For the frequencies higher than 1,000

Hz, the dominant noise source is the white noise. Several methods can be used to

reduce the white noise such as by increasing the laser power and cooling optical

components.

The spatial characteristics of the noise are investigated. Figure 4.3(b) shows the

noise level at each pixel as the image of 128 pixels by 128 pixels. The temporal high-

pass filter whose cutoff frequency is 1,000 Hz is applied to the temporal data at each

pixel. The noise levels are increased around (i, j) = (100, 50), where i is the hori-

zontal pixel index and j is the vertical pixel index. This is because the unintended

light reflected in the optical system yields another interference pattern, called stray

light. A stray light causes the increase in the noise level by approximately 20 dB.

In addition, the small non-uniformity of the noise level appears within the entire

image. This is caused by non-ideal characteristics of the optical components such

as the non-uniformity of lens thickness and variation in the pixel sensitivity of the

image sensor. Because such spatial noises do not move during measurement, it

is easily distinguished from the sound wave. However, it sometimes appears as a

multiplicative noise; it is important to recognize the position and characteristics of

the spatial noise before measurement. If the noises contaminate the measurement

results, the optical system should be adjusted.
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Figure 4.3: Characteristics of the background noise. (a) Power spectrum density

estimations of the obtained phase. The legends denote the number of pixels for

the pixel-averaging. The plots indicate the background noise characteristics. The

horizontal black lines indicate the theoretical decrease in shot noise relative to

the noise level of no averaging data. (b) Spatial domain representation of the

background noise. The color shows the noise level of each pixel after high-pass

filtering.
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4.3.2 Imaging of sinusoidal sound field

To demonstrate that the high-speed polarization interferometer can image a sound

field in air, the sound radiated by a transducer was measured, and it was compared

with numerical simulations.

An ultrasonic transducer (MURATA MA40S4S) was used and driven by a 40-

kHz sinusoidal signal with an amplitude of 7.0 V in root mean square. The frame

rate of the camera was 100,000 fps and the image resolution was 96 × 160; the

actual size of the measurement area was 18.8 mm × 31.3 mm. The wrapped phase

was calculated using Eq. (4.7) and the Goldstein’s branch-cut algorithm was used to

unwrap the two-dimensional phase map. The time-averaging of 60 sequential images

were calculated and subtracted from each image to remove static components in the

phase maps.

For verifying the validity of the measured sound fields by the high-speed polar-

ization interferometer, numerical simulations were conducted. Although the trans-

ducer has a disk-shaped diaphragm, it was modeled by a vibrating circular piston

for simplicity. Using the Rayleigh integral of the first kind, the radiated sound field

by the piston can be expressed by

p(r, t) = C

∫ ∫
S

eik|r−r
′|

|r − r′| e
iωtdy′dz′, (4.15)

where r = (x, y, z) is the observation position, r′ = (x′, y′, z′) is the source position

on S, S is the surface of the piston, and C is the coefficient. The diameter of the

piston was 6 mm. For the calculation, the integral over S was approximated by the

summation of point sources lying of the piston as

p(r, t) = C
M∑

m=1

eik|r−r
′

m
|

|r − r′m| e
iωt, (4.16)

where M is the number of the point sources. To simulate the line integral effect of

the high-speed polarization interferometer, the integral was calculated by

φsim(x, y, t) = 2k
n0 − 1

γp0

∫ Z

0
p(r, t)dz, (4.17)

where Z is the integral distance. The multiplication by two implies the forward and

backward path of light. The following values were used for the constants: γ = 1.41,

n0 = 1.000279, p0 = 101325, Z = 0.3, and M = 313. The point sources were

distributed at 0.3-mm intervals on the surface S.

To simulate the sound field quantitatively, the constant C should be deter-

mined. In this study, it was determined experimentally such that the amplitude of

the reference microphone and the simulation at the corresponding position become

identical. This implies that the simulated field is calibrated by the actual sound

pressure value obtained from the reference microphone. The reference microphone

was affixed at the 1 cm from the center of the transducer. The peak sound pressure

value was 424 Pa. To achive a simulated sound pressure of 424 Pa at 1 cm from

the center of point sources, C was determined as 3.94.
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Figure 4.4 shows the experimental (left side) and simulated (right side) results

when one transducer generates a sound field of 40 kHz. As shown in the figure, all of

the experimental data were in agreement with the simulation results. These results

suggest that the proposed system can measure a quantitative sound field. The

phases of the sound fields agreed well, as shown in Fig. 4.4(c), while their amplitudes

differed, as shown in Fig. 4.4(b). The slight differences in the pattern of the sound

field can be considered as the modeling error of the transducer in the simulation

because the actual transducer is a vibrating cone with a cylindrical enclosure. It

can also be considered within the slight systematic bias of the measurement system.

Figure 4.5 shows the three time-sequential images of the instantaneous phase.

The time step of each image was 10 μs. The blue lines in the figures indicate the

position of the corresponding wavefront. Because the sound propagation distance

within 10 μs is 3.4 mm when the speed of sound is 340 m/s, the experimental result

agrees with the theoretical value.

Figure 4.6 shows the experimental and simulated results when two transducers

were driven by the same 40-kHz signal. The interference pattern of the two sound

waves appears in Fig. 4.6(a). Although noise exists in the experimental result, the

interference pattern is consistent with that of the simulated result. From these

experimental results, it can be concluded that the proposed system can image an

instantaneous two-dimensional sound field.

4.3.3 Verification by microphone measurement

To confirm that the proposed method measured the line integral of sound pressure

quantitatively, a comparison with microphone measurements was conducted. The

integral was approximated by moving a microphone along the optical path. The

conditions of the measurement are shown in Table 4.2. The amplitude is at the

center position of the microphone; the static refractive index was calculated from

the measured static pressure, temperature, and relative humidity by using Ciddor’s

equations [170]. The moving step of the microphone should be sufficiently small

to approximate the integration with sufficient precision because that will yield a

theoretical error. By calculating the error under the experimental condition, the

maximum theoretical relative error is approximately 0.1%. The precision is suffi-

cient by considering the uncertainty of the high-speed polarization interferometer.

Figure 4.7(a) shows the photograph of the experimental environment. The high-

speed polarization interferometer and microphone measurements were performed

separately, but the timing of both measurements to the input signal of the loud-

speaker was synchronized. The microphone was affixed on the linear positioning

unit and the position of the microphone was changed automatically. Figure 4.7(b)

is the image of the background phase, which is the obtained phase without filtering,

to highlight the position of the microphone. The microphone and the positioning

unit were aligned to move parallel to the optical path. For the optical data, the

averaged value within the white square, 10 pixels × 30 pixels, was used. The aver-

aged area was chosen so as to be close to the microphone diaphragm and to avoid

the fixed pattern noise. The microphone was removed from the measurement area

46



4.3. EVALUATION OF MEASUREMENT SYSTEM

Figure 4.4: Imaging results of (a) the instantaneous phase, (b) the amplitude, and

(c) the phase of the sound field generated by the transducer driven by 40 kHz.

during the optical measurement. The obtained values of the microphone were com-

pensated by the value of the free field response of the 90◦ incidence of the 5-kHz

sound wave. The obtained phase, whose units is radians, is converted to the line

integral of the sound pressure, whose units is Pascal times meter, by multiplying

(γp0)/(k(n0 − 1)), where the value of p0 and n0 are shown in Table 4.2; γ = 1.40,

k = 2π/λ, and λ = 532× 10−9. Figure 4.7(c) shows the instantaneous image of the

sound field obtained by the proposed method. The loudspeaker was located below

the measured area. Because the wavelength of the sound wave is approximately 69

mm and the length of the horizontal axis is 30 mm, less than half the period of the

sound wave appears in the image. Figure 4.7(d) shows the power of 5 kHz at each

pixel. The distance decay of the sound field emitted by the loudspeaker is shown.

The fixed pattern noise appeared in the power image, although it is unclear in the

instantaneous image, as shown in Fig 4.7(c). This suggests that the fixed pattern

noise appears as the multiplicative noise of the sound pressure. Figures. 4.7(e) and

(f) show the waveform and power spectrum of the microphone and optical data, re-
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0 μs 10 μs 20 μs 

Figure 4.5: The phase images of the three obtained sequential frames.

spectively. As shown in the figures, the amplitude, phase and frequency of both data

are agreed excellently. The difference in the power is 0.60 dB. Those results verified

that the proposed method measured the quantitative value of the line integral of

the sound pressure.

Subsequently, the input signal power was changed and measured by the proposed

method and the microphone. The microphone was fixed at the center position of

the positioning unit. The data of the proposed method was the averaged value of

10 pixels × 30 pixels. Figure 4.8 shows the relationship between the powers of the

5-kHz component of the proposed method and microphone. The least-mean-square

line is calculated from the data above the noise level. The graph indicates that the

lowest detectable range is approximately 90 dB SPL in the experimental condition.

It is noteworthy that the noise level and PPSI values depend on the number of

frames and their average, the conditions of the camera and light source, and the

spatial characteristics of a sound source. In contrast, the maximum detectable

sound pressure of the proposed method is limited by processing rather than the

properties of the system. As sound pressure increases, the amount of the phase

modulation increases. Because the power of the incident light is not changed, the

detected value was not saturated owing to the increment in the acoustic power.

Therefore, the optical system might be capable of measuring arbitrary large sound

pressures. However, in such a situation, the theories described in Chapter 3 may

not hold because the assumption of the geometrical optics cannot be applied. The

other formulation is necessary for the measurement of large amplitude sound waves.
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Figure 4.6: Imaging results of (a) the instantaneous phase, (b) the amplitude, and

(c) the phase of the sound field generated by the two transducers driven by 40 kHz.
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Table 4.2: Measurement conditions

PPSI Framerate 50,000 fps

Exposure time 1/50,000 s

Image dimension 256 × 136

Number of image 2,000

Sound Loudspeaker Fostex FT48D

Waveform Sinusoidal

Amplitude 22.3 Pa

Frequency 5,000 Hz

Microphone Type BK 4939

Size 1/4 inch

Dynamic range 28 - 164 dB

Moving step 2 mm

Moving range 300 mm

Environment Static pressure 99,450 Pa

Temperature 28.1 ◦C

Relative humidity 41.0 %

Static refractive index 1.000261
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Figure 4.7: Experiment for the comparison of the proposed method and microphone

measurements. (a) Photograph of the experimental instruments. The microphone,

which was affixed on the linear positioning unit, was moved automatically along

the direction indicated in the photograph. The microphone and loudspeaker were

isolated from the optical table. (b) Image of the measured phase at a single frame

before high-pass filtering. The slanting periodical discontinuity is due to the wrap

of the phase. The shadow of the microphone is shown in the region where the

discontinuity disappears. The white box near the microphone shadow indicates the

pixels used for the optical data. (c) The instantaneous image of the sound field

at a single frame after high-pass filtering. The loudspeaker was located below the

measured area and the sound wave propagates from the bottom to the top of the

image. (d) Image of the power of 5 kHz at each pixel of the data obtained by the

proposed method. (e) Plots of the temporal waveform measured by the proposed

method and microphone, and (f) that of the power spectrum. The optical data is

the average of 10 pixels × 30 pixels within the white box in (b). The microphone

data are the approximation of the integral by the 151 point measurement.
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Figure 4.8: Relation between the measured values by the microphone and the pro-

posed method. The circles are the measured data and the dashed line is the least-

mean-square line. The dash-dotted line represents the noise level at the frequency

of the signal.
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Chapter 5

Imaging of sound generated by

transducers

5.1 Loudspeakers

Evaluating the sound radiation from a loudspeaker is an important subject for

improving sound quality in our daily lives. Generally, the measurement should

be conducted in a special experimental room such as an anechoic chamber or a

reverberation room. However, it is sometimes difficult to satisfy the requirement

thereof; therefore, in such a case, accurate results are difficult to measure using

microphones owing to the non-ideal characteristics of the measurement room. A

strategy to overcome the severe requirement is to measure the very near field of

transducers because the near-field contains less influence from the environments.

Optical methods can achieve the measurement of the near field. Because the high-

speed polarization interferometer can be used for a single-shot measurement, it can

reduce the time for measurement compared with the scanning methods such as

the LDV. This section describes the fundamental experiments for evaluating the

feasibility of the transducer testing by the high-speed polarization interferometer.

A loudspeaker (DIATONE TW-G500) was mounted on a baffle plate of the

radius of 15 cm. The speaker was driven by the sinusoidal signals of frequencies from

5 kHz to 20 kHz. The frame rate of the camera was 100,000 fps, and the exposure

time was 10 μs. The size of the measurement area was a circle of diameter 100 mm.

The time-directional band-pass filter, whose center frequency was identical to that

of the signal and bandwidth of 200 Hz, was applied to each pixel of the measured

data.

Figures 5.1 and 5.2 show the measurement results. The left column shows the

instantaneous sound fields at a single frame, the center column is the power at the

frequency of the signal, and the right column shows the phase at the frequency of

the signal. The center of the loudspeaker was at the upper-left in the measurement

circles, and a linear shadow at the upper-right in the circle was due to a reference

microphone. The sound pressure level at the position of the microphone was ap-

proximately 110 dB. The sound waves radiated from the loudspeaker appear in all

frequencies. The two-dimensional power and phase maps are obtained successfully
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by the method including the very near field of the loudspeaker.

5.2 Ultrasonic transducer

Ultrasonic transducers are the key devices for many applications such as non-

destructive testing, sonar, levitation, tactile sensors, and parametric speakers. Sev-

eral types of electric-acoustic transducers have been developed for ultrasonic radi-

ation in air. An important mission in ultrasonic transducer design is to improve

the power of the radiated sound and radiation efficiency. In this regard, numerous

designing methods such as [171] have been researched. The evaluation of the de-

signed transducers is often conducted by calculating the sound radiation using, for

example, finite element analysis, and by measuring sound pressure level and direc-

tivity using microphones. The near-field measurement of the transducers is difficult

using a microphone because inserting a microphone near the transducer disturbs

the sound field and also influences the radiation characteristics of the transducer.

Thus, the optical observation of the sound field near an ultrasonic transducer can

be contributed to a better evaluation of it.

The ultrasonic transducers whose resonance frequency of 40 kHz were measured

and the near-field of those were analyzed. The frame rate of the camera was 7000

fps, and the exposure time was 1/101,000 s. The size of the measurement area was

a circle of diameter 100 mm. The transducers were driven by a sinusoidal signal of

40 kHz. It is noteworthy that as the high-speed polarization interferometer does

not contain an anti-alias filter, the measurement of a sinusoidal sound field whose

frequency is higher than the frame rate of the camera is possible. When a sound field

of 40 kHz is observed at 7000 fps, the signal appears at 2 kHz due to the aliasing.

Thus, the band-pass filter of the center frequency of 2 kHz and bandwidth of 100

Hz was applied to each pixel of the recorded optical-phase video. The measurement

results are shown in Fig. 5.3. The white painted parts represent the positions of

the transducers and supports. The transducer in Fig. 5.3(a) contains a black tube

around the cone, and that in Fig. 5.3(b) has no tube. The role of the tube is to

improve the radiation power to the front direction of the transducer. The radiated

sound waves can be seen in both images. The wavefront of Fig. 5.3(a) is almost

spherical, and the radiation to the backward direction is small. Meanwhile, the

wavefront of Fig. 5.3(b) is more complicated, and the backward radiation is shown

in the image. The amplitude decreases at two angles. As the phase of sound in

front of the cone and both sides of the cone differ, it can be estimated that the

decreases in amplitude at the diagonal directions are caused by the superposition

of the radiated sound to the front direction and those to the side directions. Thus,

it is confirmed that the tube around cone operates as expected. A more detailed

investigation can be conducted by changing the parameters of the cone such as the

size, shape, and materials.

A metal plate of the thickness of 2 mm was set inside the measurement area, and

the reflection and diffraction of the sound wave were observed. The measurement

condition was the same as that of Fig. 5.3(a). The results are shown in Fig. 5.4.

Characteristic patterns formed by the superposition of the incident and reflected
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Instantaneous Power Phase

Figure 5.1: Visualization of the sound fields radiated from the baffled speaker (5

kHz to 12 kHz).
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Instantaneous Power Phase

Figure 5.2: Visualization of the sound fields radiated from the baffled speaker (13

kHz to 20 kHz).
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Figure 5.3: Measurement results of 40-kHz sound fields radiated by ultrasonic trans-

ducers.

sounds were observed. These measurement results agreed well with the phenomena

that one can expect from fundamental principles in acoustics. Although these

measurements are fundamental, it can be expected that this type of observation

will be a useful tool for evaluating the performance of acoustic materials and noise

barriers.

5.3 Imaging of sound field inside cavity

Many situations occur where a sound field inside a cavity or surrounded by objects

is under investigation such as duct acoustics, a design of a cavity for a loudspeaker,

acoustic resonance inside a body of musical instruments, and noise propagation

inside a vehicle cabin. Measurements in those situations are typically conducted

by inserting a microphone inside the cavity despite the undesired scattering caused

by the microphone that contaminates the sound field. In addition, the microphone

cannot well measure the sound pressure near the wall and in the narrow gap be-

tween the walls. To overcome such difficulties arising from the contact nature of a

microphone, optical methods are a suitable alternative. The optical measurements

of sound inside transparent cavities in the air have been achieved by ESPI [147] and

LDV [96, 98, 101, 103, 114]. Because high-speed polarization interferometry utilizes

the polarization of light that was not used in the previous methods, an appropriate

material was examined and the feasibility of the imaging inside a transparent cavity

was confirmed experimentally.

A necessary and sufficient condition for the measurement is that interference

occurs. Because the high-speed polarization interferometer utilizes the polarization

of light, the requirements for the materials of a cavity include high transparency,

low birefringence, and low surface irregularity. In other words, the measurement can

be performed even though the object is inserted within the measurement area if the

following conditions are satisfied: an object is transparent; it has a smooth surface
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Figure 5.4: Visualization of the reflection and diffraction of the sound wave by a

metal plate.

58



5.3. IMAGING OF SOUND FIELD INSIDE CAVITY

Air

Plate

(a) PMMA (b) Cell-casted PMMA (c) Silica glass

Figure 5.5: Visualization test of three transparent plates, (a) PMMA plates, (b)

cell-casting PMMA plates, and (c) silica glass. The plates were inserted below the

dashed black lines.

that does not disturb the wavefront; and it does not change the polarization state

of transmitted light. Three transparent plates, namely, (a) an ordinary polymethyl

methacrylate (PMMA) plate, (b) a cell-casted PMMA plate, and (c) a silica glass

plate, were tested and the results are shown in Fig. 5.5. The black dashed lines

indicate the air-plate interfaces. The fringes were formed in all plates. As the change

in fringe patterns between the air and silica glass plate is the smallest, the silica

glass demonstrates the best performance. The cell-casting PMMA plate performs

better than the ordinary PPMA plate; this may be due to the low-birefringence

nature of the cell-casting method. Although silica glass performs the best, the

workability of the glass plate is not good, and the cost is the highest. Thus, for the

following experiments, cell-casting PMMA plates were used.

Experiments were conducted to verify the feasibility of the imaging of a sound

field inside a cavity. Rectangular ducts were created for the visualization of sound

propagation inside the ducts. The schematics of the ducts are shown in the top

of Fig. 5.6. Two transducers, whose resonance frequencies are approximately 40

kHz, were mounted on the top and bottom near the right edge of the ducts. The

left side of the ducts was open such that sound can be propagated outward. The

heights of the ducts correspond to the once and twice of the wavelength of the

40-kHz sound wave. Two measurements were conducted for each duct; the two

transducers were driven by 40-kHz sinusoidal signals whose phase differences were

0◦ and 180◦, respectively. The measurement parameters were as follows: the frame

rate was 7000 fps, the exposure time was 1/101,000 s, and the pixel dimension was

352 × 260. The results are shown in the middle and bottom of Fig. 5.6. Specific

patterns are formed inside the ducts and propagating spherical waves are observed

outside the ducts. Noisy pixels appeared near both sides of the ducts. They were

caused by glues adhering during the assembling process. The patterns inside the

ducts depend on the phase difference of the transducers. When the transducers

were driven by in-phase signals, the center horizontal line of the ducts became an

anti-node of the sound pressure; meanwhile, when the transducers were driven by

anti-phase signals, the center horizontal line became a node. As shown from the
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Figure 5.6: Results of imaging of the sound fields inside the rectangular ducts.

results at the left sides of Fig. 5.6, the radiated sound wave of the in-phase condition

exhibits a monopole-like wavefront, and that of the anti-phase condition exhibits

a dipole-like wavefront because the sound pressure at the upper and lower sides of

the duct have opposite phase. For the duct on the right-hand side, the radiated

sound fields are more complicated. This is attributed to errors imposed during the

assembling and configuration processes. From the results shown in the figure, it is

confirmed that the proposed method can visualize sound fields inside the cavities.

To investigate the proposed method using a more complicated example, a ported

speaker box was created using the PMMA plates and a full-range speaker unit was

mounted. The photograph of the speaker is shown in Fig. 5.7(a). A full-range

speaker unit of the diameter 40 mm was mounted, and the port of height 10 mm

was arranged. The dimension of the cavity was designed based on the size of the

measurement area of the high-speed polarization camera. The power spectrum

measured by a quarter-inch microphone is plotted in Fig. 5.7(b). The microphone
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was arranged at 20 mm from the speaker unit and port. Several peaks and dips

appear at the spectrum measured at the front of the port. Sinusoidal waves of

frequencies ranging from 1 kHz to 20 kHz with 1 kHz steps were used for the input

signals. The measurement parameters were as follows: the frame rate was 7000

fps, the exposure time was 1/40,000 s, and the pixel dimension was 512 × 512.

At the frame rate of 7000 fps, the 7-kHz and 14-kHz sound fields were difficult to

measure because the sound fields were in the same phase at every frame. Thus,

those frequencies were not included in the results. A band-pass filter of bandwidth

100 Hz was applied to each pixel of the videos.

Figures 5.8, 5.9, and 5.10 show the measurement results for 1 kHz to 6 kHz,

8 kHz to 13 kHz, and 15 kHz to 20 kHz, respectively. The instantaneous sound

field, power, and phase maps at the signal frequency are shown in each frequency.

Note that the color ranges of the instantaneous fields and the power maps of the

images were adjusted separately to increase the visibilities of the results. The color

ranges of the phase map is −π to π. As the frequency of sound increases, the spatial

patterns of the fields becomes complicated. At 1 kHz, the signs of the sound inside

and outside of the speaker are opposite, and the value is zero near the exit of the

port. The spherical sound wave radiated from the speaker unit is observed in the

2-kHz image. The sign of the sound at the back of the speaker diaphragm is oppo-

site of that at the front of the diaphragm. The sound field at 3 kHz contains the

sound-pressure node at the center inside the speaker. Consequently, the radiated

sound from the speaker unit and duct interfered destructively. The node of the

radiated sound pressure becomes clearer in the 4 kHz field, even though the node in

the speaker box is unclear. The wavefronts of the radiated waves of the frequencies

between 5 kHz to 11 kHz are almost spherical, whereas those of frequencies higher

than 12 kHz become planer gradually. The power maps indicate that the radiated

power concentrates near the acoustic axis of the speaker unit for the higher fre-

quencies, although the acoustic modes in the box became more complicated. These

results suggest that the acoustic modes in the box are less important for the radi-

ated sound waves when the frequency of the sound is higher than a certain value

determined by the box geometry. In other words, a critical frequency band appears

where the interior acoustic resonance largely affects the radiated sound field, and

the proposed visualization method will be a powerful tool for investigating the effect

and design of a speaker box system that exhibits the desired radiated sound field

pattern.
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Figure 5.7: (a) Photograph of the ported speaker. (b) Power spectrum measured

by a microphone.
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Figure 5.8: Visualization of the sound fields inside the ported speaker (1 kHz to 6

kHz).
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Figure 5.9: Visualization of the sound fields inside the ported speaker (8 kHz to 13

kHz).
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Figure 5.10: Visualization of the sound fields inside the ported speaker (15 kHz to

20 kHz).
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Chapter 6

Imaging of sound radiation

from castanets

6.1 Sound measurement in musical acoustics

Musical acoustics is a branch of acoustics concerning the science of music including

musical instruments. Musical instruments have been influenced by cultural and

technological contexts worldwide, and these structures and principles differ widely.

Many musical instruments exist whose principles are still not disclosed hitherto.

The understanding of the physical mechanism underlying sound radiation from

musical instruments is important for their design and fabrication; and thus, it has

been studied actively. The measurement of sound from the musical instruments is

typically performed using a microphone or microphone array, and acoustic prop-

erties such as sound pressure, frequency spectrum, and radiation directivity are

often obtained. Although information regarding the spatio-temporal evolution of

sound field aids the understanding of the phenomenon, obtaining such information

by using microphones is difficult.

Several studies used the OMS for research on musical instruments. A scanning

LDV was applied to the measurement of vibration modes and radiated sound fields

from a violin [105, 106]. As the measurable sound field by the scanning LDV was

limited to reproducible fields, the violin was performed by a mechanically driven

bow. The Schlieren method was used to visualize shock waves radiating from a

trombone [59] and trumpet [60,61]. Hitherto, it is difficult to assert that the OMS

has been used effectively in musical acoustics.

This chapter describes the measurement of sound radiation from castanets and

demonstrates the effectiveness of the high-speed polarization interferometry for in-

vestigating musical instruments. By analyzing the imaging results, the radiation

mechanisms of three frequency bands consisting of the castanets’ sound were iden-

tified.

66



6.2. BACKGROUND OF CASTANETS

6.2 Background of castanets

Castanets are a percussive instrument consisting a pair of shallow shells, where two

shells are tied by a cord through holes near an edge. The castanets are important

cultural instruments, especially in Spain.

Although they are common and has a simple structure, the physics of the cas-

tanets has not yet been disclosed. One can easily expect that the sound from the

castanets is attributed to the geometry, mechanical properties, and forces acting on

the shells. However, the physical process is not trivial because of the nonlinearity of

their deformation. In addition, the shells are not thin enough such that thin thick-

ness approximations can be applied. Consequently, a physical model of the shells

becomes much complicated compared to other thin percussive instruments consist-

ing of membranes and plates. Thus far, the radiation of sound from castanets has

not been described scientifically. This section discusses the acoustics of the cas-

tanets based on the experimental observations using the high-speed polarization

interferometer and microphones.

6.3 Experimental Setup

To investigate the sound radiation characteristics of castanets, measurements using

the high-speed polarization interferometer and microphones were conducted. Figure

6.1 shows the photograph of the five castanets used for the experiments. Their sizes

and shapes were different, and three types of materials were used: ebony, rosewood,

and fiberglass. The castanets were played by the author, who has no experience in

playing castanets.

A quarter inch microphone (GRAS 46BE) was used to measure the sound pro-

duced at a distance. The imaging of sound fields around the castanets was con-

ducted by using the high-speed polarization interferometer. The frame rate of the

camera was 100,000 fps, and the exposure time was 10 μs. The size of the measure-

ment area was the circle of 100 mm diameter. For synchronizing both instruments,

the output signal from the microphone was monitored and a reference trigger was

sent to the high-speed camera.

6.4 Results

6.4.1 Microphone measurement

Figures 6.2 to 6.6 show the plots of the waveforms, power spectrum, and spectro-

grams of each castanet obtained from the microphone. The waveforms and power

spectrum show the data obtained from the repeated five measurements, and a typ-

ical one was used to calculate the spectrogram for each castanets. The common

characteristics among the castanets can be observed. The temporal waveforms are

dumped oscillations, as expected. At least two peaks were observed in the power

spectrums and spectrograms. The frequencies of the peaks and their ratios are

listed in Table 6.1. The frequency ratio of the first and second peaks are neither a
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Figure 6.1: Photograph of five castanets used for the experiments. From left to

right: (A) Playwood CA-12 M made from ebony, (B) Playwood CA-13PRO made

from ebony, (C) Playwood CA-23 made from rosewood, (D) Jale Pollpas made from

fiberglass, and (E) Firigrana Bolero made from fiberglass.

constant nor an integer. The causes of those peaks were investigated using optical

measurements.

As shown in the spectrograms, the frequencies of the first peaks increased with

time during the first 5 ms after impact. To emphasize this effect, a band-pass

filter that passes the frequencies between 1000 Hz to 2000 Hz was applied to the

microphone signals, and the original and filtered waveforms of castanets A are

plotted in Fig. 6.7. The intervals of the peaks were calculated by obtaining peaks

of the filtered waveforms; those of the five castanets are plotted in Fig. 6.8. The

common trend of increasing the intervals with time is captured. The start and end

frequencies, and the slopes depend on the castanets. This is attributable to the

nonlinearity of the system or the time-varying nature of the system.

(a)

(b)

(c)

Figure 6.2: Waveforms, power spectrum, and a spectrogram of the castanets A

(Playwood CA-12 M made from ebony) measured by the microphone.
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(a)

(b)

(c)

Figure 6.3: Waveforms, power spectrum, and a spectrogram of the castanets B

(Playwood CA-13PRO made from ebony) measured by the microphone.

(a)

(b)

(c)

Figure 6.4: Waveforms, power spectrum, and a spectrogram of the castanets C

(Playwood CA-23 made from rosewood) measured by the microphone.
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(a)

(b)

(c)

Figure 6.5: Waveforms, power spectrum, and a spectrogram of the castanets D

(Jale Pollpas made from fiberglass) measured by the microphone.

Table 6.1: Frequencies of the peaks of the five castanets
A B C D E

First peak [Hz] 1900 1800 2000 1775 1650

Second peak [Hz] 5100 5000 5100 5200 4200

Ratio 2.68 2.78 2.55 2.93 2.55

(a)

(b)

(c)

Figure 6.6: Waveforms, power spectrum, and a spectrogram of the castanets E

(Firigrana Bolero made from fiberglass) measured by the microphone.
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Figure 6.7: Original waveform and the filtered waveform to extract the first mode

of the castanets A.

Figure 6.8: Change in the intervals of successive peaks of the first modes. The

intervals are calculated by obtaining the peaks from the filtered waveforms.
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6.4.2 Optical measurement

The sound radiations from the castanets B and E were measured by using the high-

speed polarization interferometry. Figures 6.9 and 6.10 show the sound fields at

the moment of the impact of the castanets B and E, respectively. At the center

of each image, the shadows of the castanets and player finger are shown. The

tips of the castanets are on the left. Because slowly varying components such as

the environmental vibration significantly decrease the visibility of the sound fields,

processing to eliminate such components is necessary. In this study, to maintain the

instantaneous behavior of the sound fields at the moment of impacts, the temporal

differences between two successive frames that operate as a high-pass filter, are

shown. The initial sound waves are clearly captured, i.e., those occurring near the

tips and propagates to the tails. The initial change in the pressure is negative,

and a positive pressure appears at the leading part of the initial wave after 40

μs. The initial sound radiation occurs in an almost symmetric manner against the

two shells. The general features of the initial sound radiation are typical in the

castanets B and E. By focusing on the differences between the castanets B and E,

it can be observed that the initial sound field of castanets B contains wavefronts of

different propagation directions, while that of the castanets E contains wavefronts

of the same propagation direction and spatial width. Consequently, the initial

pressure wave from the castanets E is more radiative than that of the castanets

B. Interestingly, not only the radiated sound wave but also the sound between the

shells are captured. This is due to the non-intrusiveness and single-shot nature

of the high-speed polarization interferometer. Particularly, at the beginning of

castanets E, a positive pressure appeared between the shells near the tip and it

moves slower than the surface waves. Note that, the sound field between the shells

of the castanets B was not clearly captured due to the edge diffraction of the probing

light.

To investigate the sound fields generated by each frequency band, three filters

were applied to the measurement results: a band-pass filter that passes the first

mode, a band-pass filter that passes the second mode, and a high-pass filter that

passes frequencies above 6 kHz. The filtered images using the band-pass filter

extracting the first mode are shown in Figs. 6.11 and 6.12. As the wavelength of the

sound in the frequency range is longer than the diameter of the measurement area,

the radiated sound around the castanets appear to be blinking. By representing the

results as a movie, however, the sound wave propagating outward from the castanets

can be observed. The images of the amplitude and phase at the frequency of each

first mode are shown in Figs. 6.13 and 6.14. The amplitude of the sound between the

shells is higher than that of the radiated sound, and their phases are different. As

can be expected from the instantaneous images, the radiation due to the first modes

is independent of direction; the first modes have monopole-like directivity and those

origins coincide with the center of the castanets. The temporal variations at the

points between the shells and outside the shells were extracted from the filtered

images and are plotted in Figs. 6.15 and 6.16. The damped oscillations at the

frequency of each first mode are observed. The amplitudes at the points inside
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Figure 6.9: Sound fields at the moment of the impact of the castanets B. The

images are the temporal differences between the two successive frames. The intervals

between each image is 10 μs.

the shells are approximately 10 times larger than those outside the shells. The

phase of both waves differs by approximately 90◦. These features are similar to

the resonance of the damped system. Considering that the castanets have a small

cavity between the shells and a slight gap (generally several millimeters) connects

the inner cavity and the exterior, the first mode of the castanets would be modeled

by the Helmholtz resonance.

The band-pass filters extracting second peaks were applied to the measured data.

The center frequencies of the filters for castanets B and E were 5000 Hz and 4200

Hz, respectively. The examples of the filtered images are shown in Figs. 6.17 and

6.18. The interval of the images is 40 μs. The sound is radiated from the tips of the

castanets and spreads spherically. The acoustic resonances are observed between

the shells. A node appears at the center of the shells, and the periods of the inner

acoustic resonance are identical to those of the radiated sound. The amplitude and

phase maps at the peak frequencies are shown in Figs. 6.19 and 6.20. The radiated

sound is large at the tips of the castanets. According to the phase maps, the acoustic

center of the second mode is at the tip of the castanets. From the amplitude maps, it

is shown that the amplitudes between the shells are larger than those of the radiated

sound except for the nodes. The phase of sound between the shells becomes opposite

by the node. Their results clearly indicate that the second mode is owing to the

acoustic resonance such that the wavelength of sound and the length of the shells
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Figure 6.10: Sound fields at the moment of the impact of the castanets E. The

images are the temporal differences between the two successive frames. The intervals

between each image is 10 μs.

coincide. Table 6.2 lists the length of the shells, calculated resonance frequencies,

and the measured frequencies of the second modes. The calculated frequencies were

the frequencies of sound whose wavelengths are identical to the length of the shells

and the speed of sound was 343 m/s. Although the calculated values are lower

than the measured values, the values would be reasonable. A detailed model for

calculating the frequency of the second mode should be considered for future work.

To observe higher frequencies than those of the second mode, the high-pass filter

that eliminates frequencies of less than 6000 Hz was applied. The results are shown

in Figs. 6.21 and 6.22. The instantaneous fields are more complicated than those

generated by the first and second modes. The radiating sound fields are the super-

position of many frequency components exhibiting different propagation speeds and

spatial profiles. Although no large peak appears in the frequency spectrum, some

Table 6.2: Calculated frequencies of the one wavelength duct modes and measured

frequencies of the five castanets.
A B C D E

Length of shells [mm] 75 73 75 72 85

Calculated frequency [Hz] 4570 4700 4570 4760 4040

Measured frequency [Hz] 5100 5000 5100 5200 4200
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Figure 6.11: Filtered images by using the band-pass filter extracting the first mode

of the castanets B. The intervals between each image is 100 μs.

characteristic frequencies exist. The sound fields of four representative frequencies

are shown in Figs. 6.21(b) and 6.22(b). The spatial profiles of the amplitudes and

phases differ widely with frequency. At 10 kHz of castanets B, a strong radiation

of sound to an oblique angle occured. This type of radiation is caused by flexural

waves on the surface of the shells. The radiation from castanets B at 21 kHz and

that from castanets E at 18 kHz exhibit the complicated phase maps. These appear

to be chains of multiple spherical wavefronts. This would be caused by complex

vibration profiles on the shell surfaces, rather than the acoustic resonance of the

cavity. It can be assumed that the sound radiation from frequencies higher than

the second mode is caused by the multiple sources, including the flexural wave on

the surface of the shells and vibration mode of the shells, both of which depends on

the frequency of sound, geometry and material of shells, and the method of playing

the castanets.

6.5 Conclusions

The mechanism of sound radiation from castanets was investigated using a micro-

phone and a high-speed polarization interferometer. According to the single-shot

and non-intrusive nature of the high-speed polarization interferometry, the sound

fields around the instruments performed by a human were visualized successfully. It

was found that the sound radiation from the castanets consisted of three frequency

components: (i) omnidirectional sound radiation around 2 kHz that should be mod-
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Figure 6.12: Filtered images by using the band-pass filter extracting the first mode

of the castanets E. The intervals between each image is 100 μs.

eled by the Helmholtz resonance of the cavity inside the shells, (ii) sound radiation

around 5 kHz from the acoustic resonance associated with the shell length, and

(iii) sound radiation of frequencies higher than the second mode caused by shells

deformation. Future works should establish a theoretical model based on the pre-

sented observations and apply it to the design of the instruments and the numerical

computation of the castanets’ sound.
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Figure 6.13: Amplitude and phase maps of the filtered images by using the band-

pass filter extracting the first mode of castanets B.

Figure 6.14: Amplitude and phase maps of the filtered images by using the band-

pass filter extracting the first mode of castanets E.

(a) (b)

Figure 6.15: Waveforms extracted from the points inside and outside of the shells

of castanets B.
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(a) (b)

Figure 6.16: Waveforms extracted from the points inside and outside of the shells

of castanets E.

Figure 6.17: Filtered images by using the band-pass filter extracting the second

mode of castanets B. The intervals between each image is 40 μs.
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Figure 6.18: Filtered images by using the band-pass filter extracting the second

mode of castanets E. The intervals between each image is 40 μs.

Figure 6.19: Amplitude and phase maps of the filtered images by using the band-

pass filter extracting the first mode of castanets B.

Figure 6.20: Amplitude and phase maps of the filtered images by using the band-

pass filter extracting the first mode of castanets E.
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(a)

(b)

Figure 6.21: Results of castanets B filtered by the high-pass frequency of the cutoff

frequency of 6 kHz. (a) Instantaneous fields. The intervals between each image is

10 μs. (b) Amplitude and phase maps of representative frequencies.
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(a)

(b)

Figure 6.22: Results of castanets E filtered by the high-pass frequency of the cutoff

frequency of 6 kHz. (a) Instantaneous fields,. The intervals between each image is

10 μs. (b) Amplitude and phase maps of representative frequencies.
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Chapter 7

Simultaneous imaging of flow

and sound

7.1 Background

Previous chapters demonstrated the feasibility and effectiveness of the imaging of

sound fields using high-speed polarization interferometry. The application of PPSI

includes not only sound but also the quantitative observation of other dynamic

phenomena such as vibration [172–174], gas flow [175,176], electric discharge [177],

and microscopic phenomena [178–180]. Because PPSI enables the measurement of

various phenomena, it is reasonable to consider measuring acoustical phenomena

that involve the interaction of sound and other physical quantities. The simultane-

ous measurement of those would be useful for understanding the physics involved

in these complex phenomena. As properties of these processes differ considerably,

special attention should be given to the measurement.

By considering sound generation induced by flow, understanding the process

of interaction between flow and sound is crucial in aeroacoustics. Modern aeroa-

coustics started with Lighthill’s study [181]. Since then, a number of studies have

been conducted to establish the physics of flow and sound [182] and reduce the

noise caused by, for example, high-speed trains [183] and wind turbines [184]. Flow

measurement is typically performed using optical methods such as particle image

velocimetry [185–187] and the Schlieren method [23, 188, 189]; further, sound is

measured by a traversing microphone [190] or a microphone array [191,192] placed

outside the flow field to avoid the contamination of the flow field by inserting the

microphones into the field. Thus, measuring the sound field inside of the flow by

microphones is quite difficult. On the contrary, the OMS can achieve the direct

imaging of a sound field around flow owing to its contactless nature. Nakazono et

al. measured the intensity map of acoustic standing waves exhausting from a nozzle

near a screeching jet using a scanning optical laser microphone [193]. The Schlieren

method has been used for the simultaneous imaging of flow and pressure waves such

as jet screech [194, 195]. So far, the high-speed and simultaneous imaging of flow

and sound in the audible range has not been achieved. The development of a si-

multaneous imaging method for the aeroacoustic phenomena in the human hearing
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range, which includes aeroacoustic noise and aerophone sounds, is strongly desired.

High-speed polarization interferometry was applied to aeroacoustic measurements

and the simultaneous imaging of flow and sound was achieved, as will be detailed

in this chapter.

7.2 Gas injection method and time-directional filtering

As the gas flow that causes the audible sound is typically incompressible, the air-

flow is invisible to the interferometer. Herein, I propose a gas injection method with

time-directional processing for the simultaneous measurement of flow and sound.

To observe the flow by the high-speed polarization interferometry, the gas, whose

density is different from the surrounding air, is injected in the flow in place of the

air. The relation between the density of the injected gas and the refractive index

of the medium is given by Eq. (3.2) (the Gladstone-Dale relation), and the gas flow

is visible to interferometry. The relation is given by

n = n0 +
n0 − 1

ρ0
Δρ, (7.1)

where n0 and ρ0 are the refractive index and density of the static air, respectively;

Δρ is the change in density. This equation indicates that the visibilities of gas flow

can be controlled by adjusting the density of the injected gas.

To recognize sound waves in the phase image, the background phase orientation

must be removed. As the background phase orientation exceeds 2π in most cases,

the phase is must be unwrapped. In this measurement, time-directional processing is

effective not only for sound extraction but also for flow attenuation. By applying the

two proposals, both flow and audible sound can be captured, thus the simultaneous

imaging is achieved for aeroacoustic problems in which sound is critical in the human

hearing range. The following experiment was conducted to verify the feasibility of

the proposed method.

7.3 Experiments

For the experiment, a whistle was used as a sound source, which was classified as

an air-reed instrument. The sound was generated by the vibration of airflow and

amplified by the acoustic resonance inside the cavity. The mechanism of air-reed

instruments has long been studied [196,197]; however, the physics of the underlying

phenomena has not been completely understood. Thus, the experimental observa-

tions of the dynamics of flow and sound are important.

Molar mass is an important property of the induced gas as it determines the

visibility of flow. As the difference between the molar mass of the gas and that of the

surrounding air increases, the change in optical phase increases; thus, flow visibility

can be adjusted by changing the molar mass. In this experiment, 1,1-difluoroethane,

with a molar mass of 66.05 g/mol, was used because its molar mass is sufficient to

visualize the gas flow in the present situation. The frame rate of the camera was set

to 42,000 fps, which was determined with respect to the frequency of the generated
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Figure 7.1: Example of the measured image and the photograph of the whistle.

Figure 7.2: Imaging results. (a) Phase images of four successive frames. (b) Differ-

ential images of the images in (a). The color range was chosen with respect to the

amplitude of the sound wave.

sound. The size of the measurement area was 56 mm × 35 mm, and the image

resolution was 256× 160. Figure 7.1 shows an example of the result to indicate the

position and the structure of the whistle. The whistle was positioned at the bottom

of the imaging area, and its input port was on the right side. As interference fringes

did not appear when the whistle intercepted the light, the position of the whistle

could be distinguished from the other parts in the image. The length of the cavity

was approximately 7 mm, and its cross section was a circle. The sound was also

recorded by a microphone for reference.

Figure 7.2(a) shows the measured phase maps without filtering. The fine pat-

terns near the edge of the whistle are caused by the gas flow, and the periodical

slanging lines are the phase discontinuities due to the wrap of phase. No sound

wave was captured in the images because the phase variation caused by the sound

was much smaller than 2π.

In Fig. 7.2(b), the differential images of two successive phase maps are shown.

The periodic slanging lines due to the background phase orientation disappeared,

and the spherical pattern, whose origin is near the slit of the whistle, is shown

clearly. The spherical wave propagates outward from the origin, and the flow exists

along the whistle. The power spectra calculated from the optical phase and micro-
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phone data are plotted in Fig. 7.3. The spectrum obtained from the optical data is

calculated from the averaged values of 10 pixels × 10 pixels in the upper-right part

of the images. Both spectra exhibit two peaks at 8.7 kHz and 17.4 kHz. As the

noise properties of the two instruments differ, the spectrum in the lower frequency

region differ as well. The small peak at 15.9 kHz in the spectrum of the optical

phase is caused by the aliasing of the third-harmonic components of the fundamen-

tal peak at 8.7 kHz. As the frequency of the third harmonics is 26.1 kHz and the

sampling frequency of the camera was 42 kHz, the aliased component appears at

15.9 kHz. This is because the high-speed camera has no anti-aliasing filter. These

discussions indicate that the spherical patterns in the images are the sound waves

emitted from the whistle. Thus, the proposed method successively achieved the

simultaneous imaging of flow and sound.

In both Figs. 7.2(a) and (b), the flow is visualized as the translation and de-

formation of the specific patterns. For a further analysis of the flow field obtained

in Fig. 7.2(a), a similar analysis that was employed for the ordinal interferometric

observation of the flow field such as velocity and vortex [198–200], can be used.

For the flow in Fig. 7.2(b), the visualized patterns are related to the motion of

the fluid particles due to the temporal differential operation. The trajectories of

those might be determined via image processing schemes based on the correlation

of two frames. In both cases, pointwise quantitative values would be reconstructed

from the projections by applying a holographic reconstruction technique [199] or a

tomographic reconstruction technique [201].

Finally, differential images with an interval of 200 frames are shown in Fig. 7.4

for observing the long-term trend. The origin of the time was chosen to coincide

with the beginning of the flow emission. The temporal evolution of the gas flow

is visualized clearly. Initially, the flow moved toward the upper-left; subsequently,

it falls and propagates along the whistle. The gas fell because 1,1-difluoroethane

is heavier than the surrounding air. After 30 ms from the gas emission, the sound

appears gradually. These transient characteristics represent the acoustic resonance

in the whistle cavity induced by the gas flow.

7.4 Conclusions

This chapter described the application of the high-speed polarization interferometry

for the aeroacoustic problems. As the PPSI is sensitive to multiple physical phe-

nomena including flow and sound, a simultaneous imaging of those were conducted.

By injecting a gas whose density was different from the surrounding air, the gas flow

was visualized; further, the sound wave became visible by applying time-directional

filtering. Because the proposed method could visualize a sound field inside the flow,

it would be an effective tool for the investigation of sound generation processes in-

cluding aeroacoustic noise and aerophone sound. Furthermore, as the idea of using

high-speed optical interferometry and time-directional processing can be applied

to measure other complex physical phenomena, it can be applied to various fields

including acoustics, fluid dynamics, thermodynamics, and applied mechanics.
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Figure 7.3: Power spectrum of the optical and microphone data. The spectrum

obtained by the optical data was calculated from the averaged waveform of 10

pixels × 10 pixels in the upper-right area in the images.

Figure 7.4: Differential images with an interval of 4.76 ms, corresponding to 200

frames. The emission of the flow began at 0 ms.
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Chapter 8

Single-shot reconstruction of

axisymmetric sound field

8.1 Introduction

To obtain a quantitative sound pressure using a microphone, the sensitivity of the

microphone must be determined [2–4]. The pressure reciprocity technique is the

most accurate calibration method for condenser microphones. The technique re-

quires three microphones even though the sensitivity is a specific value for an indi-

vidual microphone. The sensitivity is calculated by the acoustic transfer impedances

of three pairs of microphones. Hence, the realization of sound pressure by the mi-

crophone is indirect.

On the contrary to the microphone calibration, the OMS has the potential

to achieve the direct realization of sound pressure without any calibration. Kouk-

oulas and Piper reported the absolute realization of sound pressure by the measure-

ment of acoustic particle velocity by using gated photon correlation spectroscopy

(GPCS) [202,203]. They achieved the quantitative measurement of sound pressure

in an anechoic chamber with less than 11 % deviation from the microphone mea-

surement, from 500 Hz to 20 kHz in terms of sensitivity. However, because GPCS

requires artificial seeding to increase the intensity of scattered light, additional mea-

sures must be performed such as ensuring trackability of the seeding particle to the

air, and density uniformity of the seeding particles [204].

Another method to obtain an absolute sound pressure from the optical mea-

surement is by reconstructing an original sound pressure field from the observation

of projection of the field. Optical interferometry can measure quantitative val-

ues of the optical phase difference precisely, and the LDV has been used for this

purpose [100,119,130,133]. These methods, however, are time consuming for mea-

surement because both the scanning of laser light and rotation of a sound field are

necessary for the reconstruction.

In this chapter, the reconstruction of a three-dimensional quantitative sound

field using the high-speed polarization interferometry is proposed. To realize the

reconstruction from an instantaneous measurement, a sound field is assumed to be

axisymmetric that is valid in many situations such as a microphone as an emitter,
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a piston sound radiator, and an ultrasonic transducer. For the reconstruction, the

axisymmetric sound field is modeled by the Helmholtz equation in the spherical

coordinates, and the reconstruction problem is formulated as estimating the coeffi-

cients of the basis of the Helmholtz equation using the least-squares method. The

experiments were conducted to verify the feasibility of the proposed method, and

deviations between the microphone measurement and the proposed method were

less than 1 dB for the frequencies between 5 kHz to 20 kHz.

8.2 Reconstruction of axisymmetric sound field

For the reconstruction of an axisymmetric three-dimensional sound field from the

observation of two-dimensional line-integral sound pressure, a physical-model-based

approach was employed. The reconstruction of an arbitrary three-dimensional

sound field from optical measurements was proposed by Yatabe et al. [133]. The

solution of the Helmholtz equation was approximated by the Herglotz wave func-

tion, and the coefficients of the model were estimated from the measured data by

the least-squares method. Because observations from multiple angles (18 angles for

their experiment) are necessary, a single-shot reconstruction cannot be realized. In

this study, to achieve a single-shot reconstruction, an axisymmetric sound field is

assumed and a reconstruction method for the axisymmetric field is proposed. By

modeling the sound field using the Helmholtz equation in spherical coordinates, the

azimuth dependence can be omitted. The problem is formulated as estimating the

coefficients of the Helmholtz equation from the observed line-integral values.

8.2.1 Physical model of axisymmetric sound field

Consider the Helmholtz equation in the spherical coordinates (r, θ, φ),(
Δs + k2s

)
p (r, θ, φ) = 0, (8.1)

where

Δs =
1

r2
∂

∂r

(
r
∂

∂r

)
+

1

r2 sin θ

∂

∂θ

(
sin θ

∂

∂θ

)
+

1

r2 sin2 θ

∂2

∂φ2
, (8.2)
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√

x2+y2

z

tan−1 y
x

⎤
⎥⎦ ,

and ks is the wavenumber of sound. When no sound source exists in the volume of

interest, the solution of the spherical Helmholtz equation is given by

p (r, θ, φ) =
∞∑
n=0

n∑
m=−n

amnjn (ksr)Y
m
n (θ, φ), (8.3)

where jn is nth order Bessel function of the first kind,

Y m
n (θ, φ) =

√
2n+ 1

4π

(n−m)!

(n+m)!
Pm
n (cos θ) eimφ (8.4)
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is the spherical harmonics, and amn is the coefficient [205]. By regarding the z

axis in the Cartesian coordinate (x, y, z) as the symmetric axis, the sound field is

independent of φ; therefore, the solution becomes

p(r, θ) =

∞∑
n=0

anjn(ksr)

√
2n+ 1

4π
Pn (cos θ) , (8.5)

where Pn(x) is the nth order Legendre polynomial.

8.2.2 Reconstruction from optical observation

The data obtained by high-speed polarization interferometry is represented by

di,j = C

∫
Li,j

p(l, t)dl, (8.6)

where (i, j) is the index of the camera pixel, C = k(n0−1)/(γp0), Li,j is the optical

path corresponding to (i, j) pixel, and dl represents a line element. By substituting

Eq. (8.5) into Eq. (8.6), the observed data are given by

di,j =
∞∑
n=0

anῩn,i,j , (8.7)

where

Ῡn,i,j =

∫
Li,j

jn(ksr)

√
2n+ 1

4π
Pn (cos θ) dl. (8.8)

The term Ῡn,i,j depends on the wavenumber of sound, the order of the basis func-

tion, and the optical path; it is independent of the measured data. Assuming that

the resolution of a recorded image is I×J and the order of the solution is truncated

by N, Eq. (8.7) can be written in the matrix form:

d = Υa, (8.9)

where d is the data vector of I × J elements, Υ is the matrix of I × J rows and N

columns, and a = {a1, ..., aN}T. As d and Υ are obtained from measurement and

its configuration, the coefficient a can be estimated by solving Eq. (8.9). For esti-

mating coefficients a, a least-squares method can be used. As the measured data by

optical interferometry contains noise, the estimated values might be contaminated

by it. Therefore, a truncated singular method was applied, similar to the previous

method [133]. The coefficient matrix Υ can be factorized by

Υ = UΣV H , (8.10)

where U and V are the unitary matrices, Σ is the diagonal matrix, and V H repre-

sents the Hermitian transpose of V . The ith diagonal entries of Σ, σi, correspond

to the ith singular value, where σ1 ≥ σ2 ≥ · · · ≥ σN . The truncated singular value

method performs the truncation to the singular values that are smaller than the

threshold τσ1. Then, the pseudo-inverse of the coefficient matrix Υ becomes

Υ† = V Σ−1
τ UH , (8.11)
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where Σ−1
τ is the inverse matrix of the truncated diagonal matrix. Finally, the

coefficient vector a is calculated by

a = Υ†d. (8.12)

By substituting a into Eq. (8.5), the three-dimensional sound field is reconstructed.

8.2.3 Calculation procedure

Here, the calculation procedure of the proposed method is summarized. Initially,

the recording of an axisymmetric sound field by the optical system is performed.

Then, from the obtained interferograms, optical phase maps are calculated by using

the HEFS method [163, 164]. This calculation is performed in each frame, and the

time sequence of the two-dimensional phase maps is obtained. As the reconstruc-

tion algorithm is defined in the wavenumber domain, the time-directional Fourier

transform is performed for each pixel. When applying the proposed reconstruction

algorithm, a single Fourier-transformed image that represents a two-dimensional

map of a complex amplitude of a certain frequency, is extracted. The matrix of

I rows and J columns is reshaped to the vector of I × J elements, which is data

vector d in Eq.(8.9).

To calculate the coefficient matrix Υ, the optical path Li,j must be identified.

For a sound field in the air, the optical path can be assumed as a straight line. As

pixels are equally distributed on an image sensor, the intervals between the optical

paths are derived by d in Eq. (4.14). The optical path can be expressed

Li,j = {Pi,j + αQi,j |α ∈ [0, 1]}, (8.13)

where Pi,j = (xa, yi, zj); Qi,j = (xb, yi, zj); xa and xb are the start and end positions

of the optical path, respectively; yi = δ(i − 1) + y1, and zj = δ(j − 1) + z1. The

positions yi and zj are determined based on the measurement configuration. By

substituting the optical path into Eq. (8.8) and determining the expansion order

N , Υ is obtained.

The coefficient vector a is estimated by using the truncated singular value

method as explained in the previous section. For the reconstruction, by substituting

a in Eq. (8.5), a complex amplitude at an arbitrary position can be calculated. Af-

ter performing the reconstruction for all frequencies, performing the inverse Fourier

transform at each position recovers the time-domain waveform. By this procedure,

the axisymmetric sound field can be reconstructed.

8.3 Experiments

8.3.1 Setup

To verify the proposed measurement and reconstruction method, comparisons of

sound pressure levels measured by the proposed method and a calibrated quarter-

inch microphone were conducted. For generating an axisymmetric sound field,

a loudspeaker of rotationally symmetric shape (DIATONE TW-G500) was used.
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Figure 8.1: Experimental configuration.

The positional condition of the measurement is illustrated in Fig. 8.1(b). The

loudspeaker was placed 10 cm below from a microphone diaphragm. A quarter-inch

microphone (GRAS 46BE) was placed on the symmetric axis of the loudspeaker.

As the proposed method assumes an axisymmetric sound field, a microphone was

placed on the symmetric axis to avoid the non-axisymmetric scattering of the sound

wave. Further, for reducing the scattering from fixtures, the microphone was affixed

at the bottom of a circular pipe of 1 m length hung from an aluminum frame. As a

free field microphone measures sound pressure without a microphone in a free field,

the microphone was removed during the measurement by high-speed polarization

interferometry.

The schematics of the measurement system are shown in Fig. 8.1(a). The input

signals were sinusoidal waves of frequencies 1 kHz to 20 kHz with 1 kHz steps.

The amplitude of the input signal was adjusted such that the sound pressure level

was approximately 110 dB at the position of the microphone. The frame rate

of the camera was 100,000 fps and the shutter speed was 10 μs. The original

image resolution was 512 × 512, and only a suitable part for reconstruction was

cut out from the recorded images. The number of recorded frames was 500 for each

frequency. The sampling rate of the microphone measurement was 100,000 Hz. The

starting times of the microphone data acquisition and the camera recording were

controlled by an external trigger, but the sampling clocks were different.

The parameters of the reconstruction were as follows: N = 5, τ = 0.01, δ =

3.46× 10−3, z1 = 0.1, y1 = 0, xa = −1.25, xb = 1.25. The size of the measurement

area was 26.30 mm × 30.10 mm. The temperature and humidity of the experimental

room were 28.8 C◦ and 58 %, respectively. Thus, the speed of sound, c, was 348.7

m/s, and it was used for calculating the wavenumber k = ω/c, where ω is the

angular frequency of sound.

8.3.2 Results

The measured sound pressure levels are plotted in Fig. 8.2. The plotted values

are the deviation from the microphone values at each frequency. The error bars
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Figure 8.2: Obtained sound pressure levels of the microphone and proposed optical

measurements. The values represent deviations from microphone values. Error bars

indicate the standard deviation of the five repeated measurements.

show the standard deviation of the five repeated measurements. The graph shows

that the standard deviation of the frequencies below 4 kHz is larger than that

of other frequencies. This is because the background noise of the measurement

system increases at that frequency range. The large error observed at 3 kHz, i.e.,

the deviation of 8.98 dB, is due to the camera fan noise. Further, the standard

deviation at 6 kHz is larger than those of 5 kHz and 7 kHz due to the second

harmonic of the fan noise. For the frequencies higher than 5 kHz, the deviations

from the microphone values are less than 1 dB.

The reconstructed three dimensional sound fields of 10 kHz, 15 kHz, and 20

kHz are plotted in Fig. 8.3. The values of the proposed system plotted in Fig. 8.2

were extracted from (x, y, z) = (0, 0, 0.1). The reconstructed fields are smooth and

should be reasonable profiles as the sound field of each frequency.
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(a) 10 kHz (b) 15 kHz (c) 20 kHz

[Pa]

Figure 8.3: Examples of the reconstructed three-dimensional sound fields.

8.4 Discussions

8.4.1 Model error

For performing the reconstruction of a three-dimensional sound field from an in-

stantaneous measurement, the sound field was assumed to be axisymmetric, and

a loudspeaker with a spherically symmetric shape was chosen. Nevertheless, the

spatial profiles of the generated sound fields may not be completely axisymmetric.

Thus, the deviation from the symmetric profile was investigated using a microphone

and a rotation motorized stage. A microphone was affixed at the position 10 mm

from the symmetric axis. The loudspeaker was rotated with 10◦ steps and the sound

pressure was measured at 36 positions. For evaluating the amounts of asymmetry,

the deviation from the symmetric profile, μ, was calculated by

μ =
1

N

∣∣ΣN
i=1Li − Lmean

∣∣ , (8.14)

where N is the total number of measurements, Li is the sound pressure level at the

ith position, and Lmean is the mean sound pressure level. The calculated results at

each frequency is plotted in Fig. 8.4. Large deviations are observed at the higher fre-

quencies. The polar plots of the sound pressure level and phase of 19 kHz are shown

in Fig. 8.5. The plots show that the sound field at 19 kHz does not satisfy the ax-

isymmetric assumption. Although this would cause experimental deviations larger

than 1 dB for the frequencies higher than 10 kHz, the experimental results show

less deviation. As the infinite sum of the Bessel function and Spherical harmonics

is truncated by 5, the rapid changes in the spatial profiles cannot be reconstructed.

This would reduce the deviations in the reconstructed values compared to μ.

8.4.2 Phase-shifting error

The optical phase measurement using PSI is often violated by a periodic error

caused by the misconfiguration of phase-shifting elements [206]. When the sound is

measured by the PSI, it is found that the phase-shifting error affects the amplitude

of optical phase map at the frequency of sound. Figure 8.6 shows a wrapped phase

map of a certain frame and the acoustic power map at 10 kHz when a 10-kHz sound
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Figure 8.4: Deviation of the sound fields generated by the loudspeaker from the

axisymmetric assumption. The deviations are calculated by Eq. (8.14) from micro-

phone measurements.

 (a) Power (b) Phase

dB
degree

Figure 8.5: Polar plots of the power and phase of the sound field generated by the

loudspeaker at 19 kHz.

94



8.4. DISCUSSIONS

(a) Optical phase (b) Power at 10 kHz

Figure 8.6: (a) Wrapped phase of a certain frame calculated by the HEFS method.

(b) Acoustic power map at 10 kHz.

wave was recorded. The power map shows a periodic fluctuation that apparently

depends on the wrapped phase. The period of the power map is half of that of

the phase map. This characteristic is identical to Kimbrough’s results [206], and

this type of error can be reduced by using an ellipse fitting algorithm. The results

reported herein were calculated by using the HEFS method [163, 164], which is an

advanced algorithm based on the ellipse fitting. The remaining errors may be due

to the spatial and temporal variations in the phase-shifting errors, and are likely

to occur for the optical systems involving a phase-shifting array device such as a

high-speed polarization camera.

Although the variation due to the phase-shifting error is approximately 3 dB at

tje maximum, the reconstructed results contain smaller variations. As the spatial

pattern of this noise is finer than that of the sound fields, as shown in Fig. 8.3(a), the

reconstruction process might eliminate the fine pattern caused by the phase-shifting

error.

8.4.3 Estimation error

The error involved in the reconstruction process described in Section 8.2.2 is in-

vestigated numerically. For the sound source, a monopole was set at the origin,

and the integrated sound field was calculated to simulate the measured data of the

experiments. The measurement and reconstruction parameters were identical to

those used for the experiments. The original sound field and reconstructed sound

field at the position corresponding to the microphone were compared. The results

are plotted in Fig. 8.7. The vertical axis represents the differences between the

original and reconstructed sound fields. The largest error appears at 2 kHz and

the deviation is approximately 1 dB. The errors tend to increase as the frequency

decreases, except for 1 kHz. This trend may be because, as the frequency of sound

decreases, only a small part of the sound wave is observed in a single image. For

example, the wavelength of a 2-kHz sound is approximately 174 mm. As the size of

the measurement area is 26.30 mm × 30.10 mm, only one-sixth of the wavelength

is captured in an image. This situation makes the reconstruction difficult.
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Figure 8.7: Estimation error of the reconstruction method obtained by numerical

simulation.

Finally, the influence of the truncated value τ was investigated. Figure 8.8 plots

the deviation from the microphones and the standard deviation of the experimental

results when τ = 0.1, 0.01, 0.001. As τ becomes large, the standard deviation de-

creases. This is because more truncations of singular values decreases the power of

random noise. Thus, a smaller standard deviation does not imply a smaller uncer-

tainty. According to Fig. 8.8, the case τ = 0.01 indicates the best result among the

three parameters. To obtaine a suitable parameter for the estimation, numerical

methods such as the L-curve method should be used [207].

8.5 Conclusions

This chapter described the reconstruction method for obtaining a quantitative ax-

isymmetric sound field from the projected data measured by the high-speed polar-

ization interferometry. The experimental results indicated that the reconstructed

values agreed with the reference microphone values with deviations of less than 1

dB within the frequency range of 5 kHz to 20 kHz. Future works should investigate

suitable parameters for reconstruction and expand the applicable frequency range

to the lower side.
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= 0.1

= 0.01

= 0.001

Figure 8.8: Experimental results for different τ .
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Chapter 9

Conclusions

9.1 Summary

A microphone is essential in modern acoustics, and optical technologies have pro-

vided different choices for the acoustical measurement. Owing to its contactless

nature, the OMS has enabled the measurement of various sound fields including

the fields where microphones are difficult to use.

This thesis proposed the optical method, named high-speed polarization inter-

ferometry, for the contactless, instantaneous, and quantitative measurement of a

two-dimensional sound field in air, in particular, the sound field in the human hear-

ing range. By employing an optical system comprising a high-speed polarization

camera and the Fizeau-type polarization interferometer, such a measurement was

realized. The validity of the proposed method was confirmed by the fundamen-

tal experiments including a comparison with the microphone measurement and the

numerical simulation as described in Chapter 4.

The contactless and instantaneous nature of the proposed method enabled the

measurement of various sound fields in the audible range. In Chapters 5, 6, and 7,

the applicability of the proposed method to engineering acoustics, musical acoustics,

and aeroacoustics was investigated, respectively. The effectiveness of the proposed

method to those fields was confirmed experimentally. In Chapter 8, a method

to reconstruct a three-dimensional axisymmetric sound field was proposed, and the

experimental results indicated that the proposed system could yield the quantitative

sound pressure value with a deviation of less than 1 dB at the frequencies between

5 kHz to 20 kHz without any calibration.

9.2 Limitations and remaining issues

A limitation of the high-speed polarization interferometry was the size of its mea-

surement area. The size was determined by the diameter of the object light. Ex-

panding the measurement area required a large-size mirror and lens. If a system

could encompass a human or an entire room, more acoustical phenomena, particu-

larly sounds deeply related to humans such as voice and low-frequency noise, could

be visualized effectively; the realization of such a system is preferable. The con-
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struction of the large size system is currently hampered by its cost. Because the

optical elements for the interferometer must be fabricated at the nanometer to sub-

nanometer accuracy, their costs increases rapidly as their sizes increase. Therefore,

for the realization of a large system, the developments of optical technologies such

as a method for fabricating low-cost and large elements, and a better configuration

of the optical system are necessary.

Reducing the minimum detectable sound pressure level is also desired. The level

depends on the amount of noise of the measurement system and the signal processing

scheme. For increasing the signal-to-noise ratio (SNR) of the measurement, increas-

ing the power of the light source and cooling the image sensor and optical elements

are effective. Using an appropriate signal processing method also contributed to in-

creasing the SNR. Several methods have already been proposed [12,56–58,208,209],

and applying them will enhance the visibility of the measurement results.

Another important issue to be addressed is the integral effect. The OMS based

on the AOE measures a quantity proportional to the line integral of sound pres-

sure along an optical path. As shown in previous chapters, the visualized field was

quite informative and useful for numerous acoustical applications even though the

values were integrated. However, the quantitative evaluation of an acoustical quan-

tity and the detailed investigation of a three-dimensional sound field require the

reconstruction of point-wise information. The existing reconstruction algorithms

can be applied when projections from multiple angles are available. As described

in Chapter 8, the reconstruction from a single measurement was achieved when a

sound field was axisymmetric. Nevertheless, the instantaneous measurement and

reconstruction of an arbitrary sound field have not been achieved yet.

9.3 Future remarks

The OMS resulted in the expansion of measurable sound fields; in particular, the

OMS is expected to reveal acoustical phenomena and the creation of preferable

acoustical environments by the observation of the spatial distribution of sound

fields. For the further development of the proposed method, the following two topics

should be researched as well as the improvement in fundamental performances such

as the size of the measurement area.

One is the measurement of a three-dimensional sound field. As stated in the pre-

vious section, the reconstruction of an arbitrary three-dimensional sound field from

the line integral of sound pressure, which is observed by the high-speed polarization

interferometry and the other methods employing the AOE, has not been achieved

yet. If the instantaneous, quantitative, and contactless measurement of an arbitrary

three-dimensional sound field is accomplished, the recording of the sound field it-

self is achieved; consequently, all acoustical quantities can be calculated from the

recorded data. To realize this, two approaches can be used, namely, improvement

of the measurement system and development of signal processing. For the measure-

ment system, the simultaneous operation of multiple interferometers, high-speed

scanning of a probing beam, and temporal, spatial, or wavelength multiplexing of

multiple projection data can be considered. In any case, the accuracy and cost of
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the configuration of the optical system will be important factors. Signal processing

presents many choices including the improvement of an optimization method based

on the physical model of sound, applying optical digital holography, and the use of

compressive sensing. Any of these can be used with others; for example, the combi-

nation of the minimum number of optical systems and advanced signal processing

schemes.

The other is how to extract meaningful information from observed data. The

spatial resolution of the sound field obtained by the high-speed polarization inter-

ferometer is much higher than that of an ordinal microphone array. This allows us

to understand a phenomenon by only displaying the measurement results as images

or videos. Meanwhile, one might misinterpret or overlook the results because im-

portant information might be hidden in the numerous data. Thus, data analysis

methods that aim at extracting useful information from the numerous data, will be

an important subject of research for the development of the effective applications

of the high-speed polarization interferometer. If the processing schemes for the

identification of sound source position, vector representation of a sound field, and

calculation of acoustical quantities such as acoustical source power and directivity

of a sound source are realized, the high-speed polarization interferometer can be

used immediately in industrial situations.

The future impacts of the high-speed polarization interferometry and the OMS,

which can be expected when the above issues are addressed, are illustrated in

Figs. 9.1 and 9.2. Figure 9.1 summarizes the potential applications of the high-speed

polarization interferometry. By sophisticating the measurement system, it can be

applied to many acoustical problems and will contribute toward a new metrological

standard. On the contrary, by generalizing the method, the commercial uses of

the method will be realized. Pursuing both sophistication and generalization may

yield a new interdisciplinary research field and realize the recording of an entire

three-dimensional acoustic field.

Figure 9.2 illustrates the future impacts in the three categories depicted in

Fig. 9.1. High-speed polarization interferometry can contribute to the progress in

many branches of the acoustics including physics, society, and industry. As these

measure the spatial profile of a sound field with high-spatial density and wide fre-

quency range without any contamination to the sound field, they will contribute to

solving unsolved problems in physical acoustics. The optical methods also influence

our daily lives by its ability to provide new methods to observe and display the

acoustic environment. The studies to establishing new acoustical standards based

on the OMS has recently been started, and they will provide better standards than

the current microphone-based standards. For industries, the capability of observing

the spatial profile of a sound field can provide new diagnostics for investigating the

acoustical properties of a product. For example, as a high spatial resolution renders

the identification of the position of a sound source more accurate, the high-speed

polarization interferometer can help engineers who are struggling in reducing noise.

The high-speed polarization interferometry is effective for not only acoustics but

also complex physical phenomena such as fluid flow, heat, deformation, and vibra-

tion. The importance of interdisciplinary research is increasing with the complicated

100



9.3. FUTURE REMARKS

Figure 9.1: Map of the potential applications of the high-speed polarization inter-

ferometry. The star mark represents the current position.

society, and optical measurement methods will be powerful tools for solving complex

issues in science and engineering. The capability of observing multiple phenomena

and interactions will generate new and interesting research subjects by combining

with other domains such as data science, mathematics, and art.

Another interesting topic is to interpret the measured data as a new visual

expression. The proposed method provides a new experience: seeing sound. For

educational purposes, seeing the generation and propagation of sound helps learners

to understand the fundamentals of acoustics. The visualization of sound around us

will be a new content in the entertainment industry, as well as a high-speed camera

yielding visual expressions by slow-motion videos. These expressions will be more

effective when used with the recent display technologies such as augmented reality,

mixed reality, and holographic display.

In summary, the high-speed polarization interferometry and the OMS are promis-

ing for realizing innovations in acoustical measurements and can affect various fields.

For the further development of those, the contributions from both acoustical and

optical communities are required. An outstanding invention is expected through an

interconnected research effect among acoustics, optics, and other fields of science,

engineering, and society.
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Figure 9.2: Future impacts of the high-speed polarization interferometry in the

three categories depicted in Fig. 9.1.
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