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Synopsis of the Doctoral Thesis Synopsis 
 

 Creating a 3DCG character animation requires a tremendous amount of work by hands. With its high potential 

on many applications not limited to entertainment, but also education, history and more, character animation had 

been used in a wide variety of fields. 
When creating a character animation, there are mainly three layers of works that required to be done; Creating a 

basic model of the character, animate it with the parameters and edit to make it more realistic or aesthetical. 

Though the character we create might be identical, each layer of creation requires different kinds of the problem. 
 Creating a basic model of the character requires detailed sculpting. The quality of the final character fully 

depends on the modeling of a basic model. The dimensionality of the parameter also relies on the number of the 

vertices of the model, which ranges from a few thousand to a few million. Accordingly, even though the actual 

number of the parameters might be much smaller than the dimensionality of the data requires to be much large 

and complex. 
 After modeling of the basic model, animators set the motion parameters to generate the movement of characters. 

3DCG characters are controlled by a simple parameter called ‘rigs’ that is parametrized for each pose or the 
muscle set defined by artists at the basic modeling phase. These rigs are mostly controlled by the parameters of 0 

to 1 and set a number in the range to form a pose that the artists would wish the characters to take. Motion 

Capture, the tool to track the motion of the real human, will be used to transfer the motion to the character. 

While there are more practical tools used in this phase compared to the basic modeling phase, it still plays almost 

as the same amount of time as basic model creation. Even though the dimensions of the parameters are extremely 

small compared with basic modeling, effects of each rig parameters are much larger than each vertex of the 

model. 
 Then there is an editing phase. While we scan the actual faces. bodies or objects, setting all the parameters of 

the rigs for character on a motion capture, it is more than rare that each of these parameters can be directly 

applied to the character, and requires editing by hands. Especially for the motion, the small details changed in the 

editing phase plays even larger role comparing to the other phases, cannot be overlooked. Many hand works will 

be done to each of the rigs and the models to make the character have a better expressivity. 
  
 The problem that I have pointed out on each phase are completely different in many ways. Each artist has their 

specialty in solving each problem, which gives the answer to why each artist has a different specialty and choose 

them while learning to be a professional. One, and maybe the only, thing that each phase has in common is that 

we have a final version of each phase and that we have the data that was not used in the final production. 

Numerous and various reasons that the final version have been selected to be good, but we can absolutely say 

that there has been a difference between each of the versions, and the final version was regarded to be better. 

While it might be difficult for humans to even say which is the final version in a glance, it is not difficult to think 

that if we are able to capture such difference in each phase of production, it would be able for us to see what 

should have been done to make the model aesthetic. Such “garbage” data will never be been seen in the eyes of 
the public, while features can be considered to be an essential part of understanding the aesthetics in computer 

graphics to go beyond the uncanny valley. 
  
 This idea of defining aesthetics by the differences made in the process of the production is the most important 

idea of this dissertation. The expressivity cannot be defined in the same form of fashion, while the difference 

between the same topology of the data can always be defined as a refinement. In this dissertation, the refinement 

of character creation from roughly sculpted animation data to detailly sculpted animation is the key to 

understand the aesthetics of the 3DCG character and the effective way of using it will be the key for increasing 

the efficiency of creating characters. As this is to be the assumption, I have considered this assumption in the 

area of the facial expression sculpting and blendshape weight estimation in facial animation. Not only I 

considered how to synthesize the model automatically, but we also considered on how to control the character 

without corrupting the aesthetics by the help of the interface and the visualization of the controllers in order to 

support the artist. We considered the effectiveness in the challenging field of realtime character controls. This 
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dissertation does not cover the whole area of the 3DCG to consider the assumption, though provide the basic 

idea of refining the characters aesthetics and empower the character animation productions. 
  

 In chapter 1, the introduction of the dissertation will be given. The introduction enters with some 

history of the character animation research as well as the background of how the 3DCG 

Computer Animation is created. It will also give you a brief overview of the challenges that this 

dissertation had been tackling and the contributions of my dissertation. 
  
In chapter 2, the more detailed pipeline of the 3DCG character animation production will be given. Through the 

pipeline, you will be able to find how does the industry cooperate with the academia, what kind of the methods 

have been proposed compared and how does the research on my dissertation are unique from them. 
  
In chapter 3, a method called “Character Transfer” that modifies the roughly created input blendshapes of 

arbitrary expressions to sculpt more specific individual expressions is introduce. Character Transfer sculpts the 

individualities by applying individual expressions extracted from a small number of training examples on 

segmented regions of a face. There are three contributions in this method. One is that this paper introduced the 

method to define the individual expressions as mapping. This allows us to extract individuality quantitatively so 

that it can be applicable to the other facial expressions. Secondly, this paper introduced a novel segmentation 

method that considers the geometry of the facial model and the facial expressions of the training examples. This 

allows the system to be effectively applicable even with the limited number of training examples. The third 

contribution is that this paper proposed a novel blending method of the individualities that avoids unnatural 

deformations caused by a naïve linear blending when applied on the input blendshape. By using this blending 

method it is possible to generate the individual expressions for arbitrary expressions. This paper show that 

Character Transfer can effectively modify the roughly created facial model with arbitrary expression with fully 

automatic algorithm other than sculpting training examples. 
  
 In chapter 4, the chapter proposes a method to automatically generate facial expression animation at singing 

from a few accessible inputs, which is singing voice information and song information. In this method, in 

addition to the singing voice information used in the speech animation generation method, this paper use song 

information to estimate expression parameter at singing and head rotation information in order to create a facial 

expression animation specialized at the time of singing. Paying attention to the fact that the behavior at the time 

of singing has a high dependence on the song, in addition to the volume and the acoustic feature amount at the 

time of singing highly correlated with the head rotation information at the time of singing, information on the 

rhythm and melody are adopted. Furthermore, mouth shape information which changes according to lyrics is 

estimated from singing voice and adopted as input data. By making the learning of these data into a deep 

learning model which take time series into consideration, the method made it possible to generate facial 

expression animation at singing which was difficult only with singing voice information. In this paper, in 

addition to a quantitative evaluation of these results with measurement data, this paper verify the naturalness of 

the generation result and whether animation unique to each singer can be learned by subjective evaluation 

experiment. This will discuss the validity of the input parameters and the stability of the generation result. 
  
 In chapter 5, the dissertation presents a novel dance authoring interface called DanceDJ based on such a 

hypothesis. By mimicking the interaction of the musical DJ, the system allows users to control dance motion 

more intuitively and create high-quality dance motion in real-time. By implementing the synchronize button that 

synchronizes the dance motion with the music played by the other electronic instruments, the user can match the 

beat of the dance motion to that of the music. In contrast to the music DJ, the connectivity and beat of the dance 

motion tend to be more abstract than that of the music, which affects the usability when connecting the 

dance motion. To support the users, this work have implemented a novel feature to estimate the connectivity of 

the dance motions. The system automatically calculates the beat of the dance by using the motion intensity to 

estimate the probability of the frame-wise dance connectivity, which represents how well the beat of dance and 

music matches together. This feature helps the users to achieve a DJ-like experience when interactively creating 

dance motion and allows users to create, as well as realizing our hypothesis of the beat and correlation with 
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music. This work have produced a fully usable system for real-time dance authoring. Experimental results show 

that high-quality dance motion can be synthesized in real-time using the proposed DJ interface. This work has 

performed quantitative user studies to support the usability of the system. For the user, I have evaluated how 

well users have been able to create high-quality dance motion intuitively. For the audience, I have evaluated how 

plausible the created dance motions are by looking at the dance motion results our system has created in 

real-time. I have also conducted tests of using our system in real-world live performances. I have performed 

quantitative user studies to support the usability of the system. 
  
In the last chapter, I will be concluding the dissertation with some problems that require to be solved in the 

future with some problems to be expected in near future.  
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