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Chapter 1: Introduction and motivation 
This dissertation was produced from the viewpoint that technical solutions alone are not sufficient 

to realize the greenhouse gas emissions reductions and removal of extant CO2 necessary to avoid the 

severe human suffering and loss of planetary stability projected to occur over the coming decades 

due to anthropogenic climate change. There is now ample evidence showing that despite human 

civilization being at stake, society as a whole will not adopt the necessary climate change mitigation 

measures if they run counter to the short-term desires of individuals, companies, and politicians. 

Unfortunately, this is not the whole of the problem. In the rare instances where social pressure, 

political will, and commercial interests align to support available mitigation methods, the pace of 

implementation is discouragingly slow compared to what is needed for even mildly good odds at 

avoiding climatic catastrophe. The causes of this sluggishness are varied and intrinsically case-

dependent, but the result is an unambiguous global tardiness in addressing climate change. 

Depressingly, it is becoming increasingly likely that the shared scientific narrative of the likely rates 

and impacts of climate change are probably a ‘best-case scenario’. Put bluntly, what appears to be a 

just barely achievable task (i.e., maintaining the global mean temperature rise below 2 ˚C) may in fact 

already be a lost cause. This potential is due to the complex interactions and feedbacks in the earth 

system causing highly non-linear transitions when pushed out of a stable climatic configuration; 

colloquially these are known as ‘tipping points’. 

These three issues, 1) the need for technologies to account for human nature, 2) the need to 

accelerate technology adoption, and 3) the looming uncertainties in climatic feedbacks are the 

setting upon which this research was built. This dissertation focusses on passive CO2 mineralization 

of the solid, inorganic waste called slag. The technologies and methods described herein directly 

apply to only a small fraction of anthropogenic emissions; namely, a portion of the CO2 associated 

with the production of iron and steel. However, the lessons learned are also applicable to reducing 

emissions from cement production and realizing carbon dioxide removal via enhanced weathering, 

thereby carrying potential for much larger impacts. Additionally, the design principles used to 

develop and guide this work are generally applicable to all forms of climate change mitigation and 

should be considered to accelerate the adoption of mitigation methods and technologies. 

This dissertation is structured as shown in Fig. 1-1. Chapter 1 continues with a brief discussion of 

the state of climate change, the history of climate change mitigation efforts, and the design principles 

used in this work. Discussion of these areas are fundamental as the ultimate goal is stabilization of 

the Earth’s climate in a condition consistent with supporting the needs of modern society. Chapter 2 

provides background on the iron and steelmaking process and in particular focusses on the solid 

waste called ‘slag’. In Chapter 2, two methods to utilize slag to reduce CO2 emissions are introduced: 

molten centrifugal separation and in-container solidification. Both methods begin when slag exits the 

ironmaking or steelmaking furnace as a solid. Chapter 3 discusses the prediction of molten slag 

properties and solidification using traditional methods and the development of deep neural networks 

to provide improved, and hitherto unobtainable, predictions. The ability to predict molten slag 

properties is central to the design of the centrifugal and slow-solidification methods proposed in this 

dissertation; Chapter 4 delves into the design of said processes. After solidification, grinding and 

separation of slag minerals is necessary for efficient utilization; Chapter 5 focusses on the calculation 

of the surface energy and critical stress intensity of common slag minerals. Additionally, Chapter 5 

introduces a novel, low-energy comminution technique called solid-state quenching. Following 
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grinding, a portion of slag may be used to mineralize CO2 as climatically-stable calcium and 

magnesium carbonates. In Chapter 6, the trait controlling mineralization rates, the CO2 diffusion 

coefficient, is empirically determined for common slag minerals. Chapter 6 also provides several 

modifications to the Shrinking Core Model to increase accuracy. A new theory to quantify inter-

mineral occlusion in heterogeneous ensembles, ‘mineral locking’, is also provided in Chapter 6. 

Chapter 7 aggregates the novel data and methods from the previous chapters to estimate the 

effectiveness of the slag-based CO2 mineralization methods. These methods are also used to evaluate 

direct, gas-solid CO2 mineralization of extant solid wastes and natural minerals in Chapter 7. In 

Chapter 8, each method is applied globally taking into account technology adoption and diffusion 

rates to evaluate the potential impact on climate change mitigation. Additionally, Chapter 8 provides 

a cost and revenue analysis to evaluate the financial potential of each method. Chapter 9 provides a 

summary of the essential findings, novel methods, and remaining work from this dissertation. 

 

 

 

 
Fig. 1-1. The a) general flow of this dissertation and the b) relevant published papers and 

conference proceedings.  
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Chapter highlights 
• Climate change is already negatively impacting all environmental services upon which human 

civilization depends. 

• The rate of anthropogenic greenhouse gas emissions continues to increase. 

• Current global anthropogenic greenhouse gas emissions are >50 gigatonnes of CO2 equivalent 

per year. 

• Several climatic and biological tipping points have already been crossed. 

• Tipping points are not known ahead of time; in the near future, the Earth may enter into a 

‘hothouse Earth’ regime, commensurate with global-scale extinctions. 

• Ignoring population growth and increased per capita consumption, full utilization of 

renewable energy across all sectors of society will still result in >20 gigatonnes of CO2 

equivalent per year. 

• The bulk of ‘difficult to decarbonize’ emissions are due to long-distance transport and 

production of iron and steel, cement, and chemicals. 

• Negative emissions technologies are necessary to limit global mean surface temperature to 

1.5 ˚C warming over pre-industrial levels by 2100. 

• If rapid reductions in anthropogenic greenhouse gases does not begin by 2030, then negative 

emissions technologies become necessary to limit global mean surface temperature to 2 ˚C 

warming over pre-industrial levels by 2100. 

• Anthropogonic emissions must become net zero by mid-century, with negative emissions 

technologies adopted at a scale of ~5-15 gigatonnes CO2/y by 2100. 

• The most-often cited negative emission technologies (i.e., bioenergy with CO2 capture and 

storage and direct air capture with CO2 capture and storage) are limited by biogenic, societal, 

and financial barriers. 

• The necessary scale of negative emissions decreases as emissions in ‘difficult to decarbonize 

sectors’ are reduced. 

• From a technical standpoint, CO2 capture and storage can remove emissions from iron and 

steel, cement, and chemicals production. 

• CO2 capture and storage has been technically viable for 90 years, the lack of adoption is due 

to political and economic frameworks. 

• A profitable method for CO2 reduction could circumvent political issues, resulting in rapid 

technological adoption. 

• A profitable CO2 reduction technology is particularly important for the difficult to decarbonize 

iron and steel industry. 

Publications relevant to this chapter 
• CCS、CCUSのレビューと技術展望 ～コスト、量的寄与、リスクの観点から～. 日本

機械学会誌、 第 122 巻 第 1203 号 特集 二酸化炭素分離回収と貯留・固定および

利用技術 p.8-13 (2019), Takao Nakagaki and Corey Myers. 
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1.1. Climate change 
The danger that climate change poses is made clear by its name; the best climate in which to build 

and maintain a large, complex society is a stable climate. Societies have been built around the local 

geography, natural resources, and hazards present. Any alteration to these features inherently 

requires a modification of the underpinnings of society, with larger alterations necessarily causing 

greater upheavals. The International Panel on Climate Change (IPPC) has thoroughly proven that 

current anthropogenically-induced climate change is caused by an alteration of the Earth’s energy 

budget due to an accumulation of CO2 and other greenhouse gases in the atmosphere [IPCC AR5 

WG1, 2013]. Interestingly, many of the major extinction events in Earth’s history appear to be due to 

large and/or rapid changes in the atmospheric content of CO2 [Rothman, 2017]. In past events where 

CO2 was rapidly drawn down, the mechanism is likely to have been the weathering of rocks by land 

plants, the deposition of calcifying biota in the oceans, and burial of biota forming modern day coal 

deposits [Brannen, 2016]. However, the vast majority of major extinctions are instigated by an 

accumulation of CO2 in the atmosphere. The release of CO2 from large igneous provinces and fossil 

deposits by volcanic intrusion appears to be a common mechanism. Even so, anthropogenic climate 

change is unique in the geologic record in terms of the pace of CO2 release. Current anthropogenic 

CO2 emissions of 37.1 GtCO2/y are roughly 17.5 times faster than the next closest event in the 

geologic record: the Paleocene-Eocene Thermal Maximum (PETM) [Gutjahr et al., 2017; Global 

Carbon Project, 2018]. At current emission rates, the atmospheric CO2 concentrations will return to 

that of the PETM [Gingerich, 2019]. It is worth noting the PETM resulted in a near complete loss of 

oceanic life in the mid latitudes [Frieling et al., 2017]. Regardless of source, the accumulation of 

atmospheric CO2 increases the absorption and reradiation of solar irradiance and thus increases the 

Earth’s mean surface temperature (i.e., the greenhouse effect). Absent the greenhouse effect, 

Earth’s mean surface temperature is controlled by the total solar irradiance (𝑇𝑆𝐼), its albedo (𝐴), and 

the Stefan-Boltzmann constant (𝜎). Due to energy conservation the outgoing radiation at the top of 

the atmosphere must match the 𝑇𝑆𝐼 resulting in Eq. 1-1. 

 

𝑀𝑒𝑎𝑛 𝑆𝑢𝑟𝑓𝑎𝑐𝑒 𝑇𝑒𝑚𝑝𝑒𝑟𝑎𝑡𝑢𝑟𝑒 = [
𝑇𝑆𝐼(1 − 𝐴)

4𝜎
]

1
4⁄

= 256 𝐾                                                          (1 − 1) 

 

The current 𝑇𝑆𝐼 is ~1,368 W/m2 and 𝐴 is 0.29 [Stephens et al., 2015]. The rotating, spherical nature 

of Earth is the source of the factor of 4. The greenhouse effect accounts for the 33 K difference 

between the estimated temperature of Eq. 1-1 and the observed surface temperature of the Earth. 

The greenhouse effect is dominated by water vapor, clouds, and non-condensing greenhouse gasses 

(GHG) such as CO2, CH4, and N2O. The particular temperatures, pressures, and feedbacks of the Earth 

system make non-condensing GHG the primary climatic control knob with water vapor and clouds 

acting as feedbacks [Alley, 2013]. Over the course of the past 500 million years CO2 has likely been 

the dominant greenhouse gas; roughly 80% of the GHG forcing is attributed to CO2 over the glacial-

interglacial period [Köhler et al., 2010]. Figure 1-2 shows the various natural and anthropogenic 

influences on the temperature of the Earth over the past ~170 years. Anthropogenic GHGs are clearly 

the primary driver of temperature increase. Other anthropogenic GHGs, in particular CH4, are of 

consequence to climate due to their strong radiative forcing (Fig. 1-3) [Allen et al., 2016]. However, 

the half-life of CH4 decomposition in the atmosphere is 8.6 years [Muller and Muller, 2017], meaning 
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that unlike CO2 it does not continue to accumulate and persist under scenarios of falling emissions 

(Fig. 1-4). Some recent evidence suggests the natural decomposition of CH4 in the atmosphere is 

slowing, possibly due to a reduction in global hydroxyl concentrations [Turner et al., 2017]. 

 

 
Fig. 1-2. Observed forcings on Earth’s mean surface temperature attributable to a) various natural 

occurrences, b) various anthropogenic activity, c) total natural and anthropogenic forcings, and d) 

the cumulative change in relative forcings since 1750 [Hansen et al., 2011; IPCC AR5 WG1, 2013]. 

 

 
Fig. 1-3. The radiative forcing of various non-condensable GHGs. Reprinted with permission, 

copyright 2016, Springer [Allen et al., 2016]. 
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Fig. 1-4. A qualitative representation of the connection between CO2 (solid lines) and CH4 (dashed 

lines) emissions (upper graphs) and temperature (lower graphs) for a) rising emissions, b) stable 

emissions, and c) falling emissions [Allen et al., 2018]. 

 

The increase in global mean temperature impacts other aspects of the Earth that can amplify or 

dampen the warming effect. For example, increase in temperature melts ice at the poles, decreasing 

the albedo (i.e., white ice is converted to dark water and land) and thus increasing the amount of 

solar irradiance retained. On the other hand, increased CO2 and temperature increases the rate of 

weathering of (Ca/Mg)-bearing rocks, thereby increasing the rate of atmospheric CO2 draw down, in-

turn lowering radiative forcing. However, the Earth is not purely rock, water, and ice; the large stocks 

of living and dead biomass (i.e., the pedosphere) play a significant role in the overall climate (Fig. 1-

5). Geological and theoretical evidence suggests that the coevolution of the biotic and abiotic systems 

has led to an increase climatic and biotic stability [Gao et al., 2016; Goyal and Maslov, 2018; Lenton 

et al., 2018; Rothman, 2017]. Likewise, the average response of the Earth climatic system to a 

doubling of CO2 (so-called Earth Climate Sensitivity: ECS) has been shown to increase as the average 

global temperature increases [Shaffer et al., 2016]. Moreover, as the ECS is an emergent, global scale 

behavior that depends on specific conditions and history, its value is inherently probabilistic, with 

current best estimates containing large fat tails that represent mass extinction level catastrophe at a 

doubling of CO2 from preindustrial levels (Fig. 1-6; Fig. 1-7). 
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Fig. 1-5. Drivers and feedbacks of the Earth’s climate system. 

 

In aggregate, the pushing of the Earth system to higher CO2 levels and concurrent reduction in 

biodiversity (both due to climate change and from other human activities) threatens to move the 

planet past one or more tipping points from which it cannot recover to the current environment. 

Such sudden and irreversible tipping points exists for both biological systems [Beaugrand et al., 2019; 

Sánchez-Bayo and Wyckhuys, 2019; Smale et al., 2019] and climatic patterns [Jones and Ricketts, 

2017; Schneider et al., 2019]. As the Earth’s climate is intrinsically linked to abiotic and biotic 

influences, consideration of these feedbacks are necessary [Neumann et al., 2019; Strona and 

Bradshaw, 2018]. Unfortunately, the difficulty of modeling such feedbacks has resulted in their 

exclusion from climatic models until recently. Consideration of feedbacks has consistently shown the 

climate to be more sensitive to increased GHG concentrations and warming than traditionally 

thought [Bodman et al., 2016; Caldeira and Cvijanovic, 2014; Golledge et al., 2019; Green et al., 2019]. 
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Fig. 1-6. The range of ECS constrained by various lines of empirical and theoretical evidence [IPCC 

AR5 WG1, 2013] 

 

 
Fig. 1-7. The cumulative carbon release extent and rate for the major extinctions in Earth’s history 

(left graph) and the current and potential future anthropogenic releases (right graph). Reprinted 

with permission from AAAS [Rothman, 2017]. 

 

Examination of the temperature response to changes in CO2 emissions shows that reaching net 

zero emissions will stabilize the Earth’s temperature, but removal of carbon dioxide from the 

atmosphere (CDR; alternatively, negative emissions technology: NET) will be necessary to reduce the 

CO2 concentrations and temperatures to moderately safe levels in timescales relevant to human 
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civilization. Due to feedbacks from the ocean and biomass sinks, continuous application of NETs will 

be necessary until the total quantity of NETs matches the sum historical CO2 emissions (Fig. 1-8) [IPCC 

AR5 WG1, 2013]. 

 

 
Fig. 1-8. The temporal change in mean surface temperature that coincides with zero emissions, a 

onetime removal of all atmospheric CO2, and sustained removal of all atmospheric CO2 [IPCC AR5 

WG1, 2013]. 

 

It must be emphasized that while attempts to mitigate climate change are taking place, the climate 

is already undergoing significant changes. For example, the quantity of CO2 predicted to be lost by 

organic carbon stocks by 2100 under 2 ˚C of warming will result in an additional 0.24-0.66 ˚C of 

warming (Table 1-1). This significantly intensifies and complicates the climate change challenge and 

emphasizes the need to act quickly and forcefully before climatic feedbacks become too intense to 

rectify.  
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Table 1-1. Carbon cycle feedbacks from biota. Reprinted with permission from PNAS [Steffan et al., 

2018]. 

Feedback Stock size, GtCO2 (min-max) 
Strength of feedback by 

2100, °C (min-max) 

Permafrost thawing 165 (73 - 293) 0.09 (0.04 - 0.16) 

Relative weakening of land and 
ocean physiological C sinks 

- - - 0.25 (0.13–0.37) 

Increased bacterial respiration 
in the ocean 

12 0.02 

Amazon forest dieback 25 (15 – 55) 0.05 (0.03–0.11) 

Boreal forest dieback 30 (10 – 40) 0.06 (0.02–0.10) 

Total 232 (110 – 400) 0.47 (0.24–0.66) 

The strength of the feedback is estimated at 2100 for an ∼2 ˚C warming. 

 

1.1.1. Impacts to 2100 

Anthropogenically-induced climate change now poses an existential threat to modern civilization 

if not addressed quickly and vigorously. As shown in Fig. 1-9, the effects of climate change impact all 

environmental services on which human society depends [Mora et al., 2018; Zscheischler et al., 2018]. 

Currently, 467 aspects of human society are undergoing negative impact from climate change. In 

addition to the loss of environmental services such as water availability, arable land, and food stocks, 

climate change induces risks to the built environment from extreme weather and fundamental 

alteration of local terrain. The changing of climatic regions also induces risks that local societies are 

not adapted to confront (e.g., expansion of vector-borne disease regions). The loss of food and water 

security, infrastructure, traditional employment opportunities, and the increased strain on shared 

institutions is also projected to increase the extent and pace of human migration and conflict. By 

2100, a large portion of the world’s population is projected to be assaulted by multiple, concurrent 

climatic strains (Fig. 1-10). These interconnected risks are being increasingly appreciated by society’s 

political and economic leaders as evidenced by change in attitudes towards risk probability and 

impact (Fig. 1-11) [WEF, 2019]. It is notable that the primary risks that are not directly labeled as 

‘environmental’ (i.e., water, food, and migration) will be primarily driven by climate-change, with 

essentially all risks somehow intensified by climate change (Fig. 1-12). 
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Fig. 1-9. The plethora of current negative impacts on human society resulting from anthropogenic 

climate change. Reprinted with permission from Springer Nature [Mora et al., 2018]. 

 

 
Fig. 1-10. The number of concurrent, cumulative climate impacts in 2100 (large, upper left inset) 

and the alteration in magnitude for major climate impact categories in 2100 (small insets). 

Reprinted with permission from Springer Nature [Mora et al., 2018]. 
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Fig. 1-11. The evolution of climate risks as the most likely and impact global risks [WEF, 2019]. 

 

 
Fig. 1-12. The interconnected nature of global risks, with the role of climate change as a risk 

multiplier [WEF, 2019]. 
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1.1.2. 2DS and 1.5 ˚C scenarios 

The degree of human suffering and economic loss from climate change is intrinsically linked to the 

severity and rate of climatic changes. These dangers roughly scale with the amount of mean surface 

temperature increase, which in turn correlates with the total amount total amount of CO2 released 

(Fig. 1-13). The current international ambition set out by the Paris Agreement is to limit global mean 

surface temperature increase over pre-industrial levels to well below 2 ˚C (2DS), and to make efforts 

to limit warming to 1.5 ˚C (B2DS) [UN, 2015a]. Given the amount of CO2 already released by human 

activities, the net CO2 budget to 2100 (starting from 2016) to stay below 1.5 ˚C and 2 ˚C is likely 210 

GtCO2 and 810 GtCO2, respectively [Luderer et al., 2018]. Without the usage of NETs, this implies a 

reduction of current emissions of 37.1 GtCO2/y by ~5% and ~27% year-on-year in order to meet 2DS 

and B2DS, respectively (Fig. 1-14). As shown in Fig. 1-15, delaying mitigation efforts rapidly increases 

the rate at which emissions reductions must occur. 

 

 
Fig. 1-13. The global mean temperature change a) as a function of atmospheric CO2 concentration, 

and b) as it relates to risks to human society [IPCC AR5 WG2, 2013]. 
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Fig. 1-14. The implied a) reduction in CO2 emissions and b) remaining carbon budget if NETs are 

unavailable to meet the Paris Agreement climate goals. 

 

 
Fig. 1-15. The increase in mitigation effort (yearly emissions reduction) that comes with a delay in 

emissions reductions. 

 

However, as summarized in Table 1-2, many CO2 sources lack methods for decarbonization (e.g., 

iron and steelmaking, cement manufacture, agriculture); the continued CO2 emissions from such 

sectors forces the application of NETs [Kaya et al., 2019]. The magnitude of NETs adoption depends 

strongly on assumptions about future emissions and socioeconomic factors. However, the majority 

of estimates suggest NETs at the gigatonne CO2 per year scale by 2100, with cumulative NETs by 2100 

reaching many hundreds to over a thousand gigatonnes of CO2 for both B2DS and 2DS [Nemet et al., 

2018]. 

An additional area of concern is the fact that climate projections such as those used for the IPCC 

special report on meeting B2DS do not take into account reductions in air pollution, natural climate 

cycles, and the reality of rising emissions (Fig. 1-16) [Xu et al., 2018]. Reduction in aerosols (SOX and 

NOX) concurrently increases the amount of solar irradiance reaching the surface, thereby enhancing 

warming. Removal of aerosols without any alteration to GHG emissions would increase mean surface 

temperatures by 0.5 ̊ C [Hienola et al., 2018]. Natural oceanic cycles of the Pacific and Atlantic oceans 

may result in less heat being drawn into the deep oceans (i.e., higher atmospheric temperatures). 

Since 1971, 90% of the excess heat from anthropogenic climate change has been taken up by the 

oceans [Zanna et al., 2018]. The Interdecadal Pacific Oscillation appears to be entering its positive 

phase, which will result in increased surface temperatures, in particular over North America and the 
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equitorial Pacific region [Meehl et al., 2016]. Concurrently, the mixing of surface and deep waters by 

the Atlantic meridional overturning circulation appears to be weakening [Caesar e al., 2018]; a 

phenomenon that would result in increased heat retention in the atmosphere. Finally, the IPCC 

special report on 1.5 ˚C, and ostensibly most climate projections, assume a 0.2 ˚C per decade 

temperature increase. However, current emissions suggest that temperatures will increase at 0.25-

0.32 ˚C per decade [Smith et al., 2018]. This underprediction by conventional models is further 

intensified by the fact that, according to empirical data, the assumed ECS is likely conservatively low 

[Brown and Caldiera, 2017], and that the ECS will increase as climate change progresses [Andrews et 

al., 2018].  

 

 
Fig. 1-16. The underestimation of temperature increase in models aggregated by the IPCC special 

report [Xu et al., 2018]. 

 

1.1.3. Sustainable development goals 

Climate change is viewed as a problem due to the value humans place on human life, happiness, 

and the natural environment. Therefore, a climate change mitigation strategy that inflicts 

unnecessary death and suffering cannot be accepted. As such, climate change mitigation efforts must 

be considered in tandem with efforts to reduce poverty, inequality, conflict, and their associated 

effects. There is a striking lack of ethics included in IAMs, the primary instrument used to evaluate 

efforts to fight climate change [Lenzi et al., 2018]. To help rectify this weakness, the goals of society 

are laid out in the United Nations Sustainable Development Goals (SDGs) as summarized in Fig. 1-17 

[UN, 2014]. The 17 SDGs contain 169 targets and 230 indicators of progress. While most of the SDGs 

align with efforts to fight climate change (e.g., increased gender equality leads to a decreased birth 

rate and thus less anthropogenic CO2), the SDGs in general require a higher quality of living and thus 
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larger per capita energy expenditure. Nevertheless, projections of potential future societies in line 

with the SDGs result in the lowest climate mitigation challenges [Riahi et al., 2017]. 

 

 
Fig. 1-17. The 17 UN SDGs that are expected by policy makers to occur concurrent to climate 

change mitigation efforts. 

 

1.1.4. Equity 

Equity in the climate change mitigation and adaptation community has often centered around 

attribution of emissions (i.e., historical vs. contemporary) and what constitutes a fair allocation of 

contribution of resources to resolving the issue. Developed countries argue that developed countries 

should reduce emissions commensurate with their population while developing countries argue that 

they deserve to enjoy the same quality of life that developed countries gained through the dumping 

of carbon dioxide. These arguments can be summarized by the differences between Fig. 1-18a and 

Fig. 1-18b [Chancel and Piketty, 2015]. 

 

 
Fig. 1-18. The distribution of CO2 emissions by country a) per year, and b) cumulative [Chancel and 

Piketty, 2015]. 
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However, an additional axis of responsibility exists that is rarely discussed; namely, the inequality 

of CO2 emissions mirroring economic inequality. For example, if the richest 10% of the global 

population lived at the per capita CO2 emissions of the average EU citizen, global CO2 emissions would 

fall by 30% [Anderson, 2019]. Roughly 50% of emissions can be attributed to the richest 10% of the 

global population, whose per capita CO2 dumping is 60 times that of the poorest 10% (Fig. 1-19) [Gore, 

2015]. 

 

 
Fig. 1-19. The inequality of CO2 emissions from personal consumption by economic class [Gore, 

2015]. 

 

The fact that those negotiating climate change regulations are overwhelming part of the global 

rich, and often directly financially benefit from the richest and most carbon intensive individuals and 

companies is beyond troublesome. It should be unsurprising that the responsibility of the global rich 

goes unheralded. It should be noted that the magnitude of climate change makes global, coordinated 

action advantageous as opposed to a knitwork of individual efforts. As such, what is needed is for 

governments to put in measures to reduce the high end of the carbon dumping inequality, and use 

those gains to develop the technology, infrastructure, and markets to drive global scale climate 

change mitigation and adaptation. 

Perhaps more upsetting is the disproportionate impact climate change will have on the global 

poor. The poor are more likely to depend financially on environmental services, are less likely to have 

the financial and technological means to adapt to and withstand climate impacts, and are inherently 

separated from the ruling class by their economic position. These effects are magnified by issues of 

systemic inequality such as sexism, racism, and xenophobia. Therefore, climate change as a crisis of 

the commons is a misnomer, as the access to capital and influence are not equally distributed among 

people. The distribution of CO2 emissions attributable to personal consumption within countries is 

provided in Fig. 1-20 [Gore, 2015].  
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Fig. 1-20. Inequality in emissions within countries by economic level [Gore, 2015]. 

 

1.1.5. Mitigation and adaptation 

This dissertation, as is the case for most research about fighting climate change, attacks the issue 

from the standpoint of mitigation; in other words, reducing the magnitude of climate change through 

emissions reductions and removal of previously released carbon dioxide. However, mitigations 

efforts have proven unsuccessful. Projections indicate that even under the most optimistic scenarios 

there will be severe climatic instability and the associated environmental impact and human suffering. 

For example, by the 2080’s, most cities will be in new climatic zones, equivalent to contemporary 

cities 100’s of kilometers closer to the equator than their current position [Fitzpatrick and Dunn, 

2019]; this will stress infrastructure that has been developed for a specific climate. In fact, over 500 

million people will be at risk of heat death due to wet bulb temperatures exceeding 35 ˚C [Im et al., 

2017; Kang and Eltahir, 2018; Mora et al., 2017; Russo et al., 2017]. At least 2 billion people will be 

without a supply of fresh water [Wester et al., 2019]. Hundreds of millions of people will need to 

migrate due to sea level rise [Brown et al., 2018a; Nicholls et al., 2011; Tamura et al., 2019]. Though 

the costs of abatement are always lower than the damages they prevent, the window for applying 

mitigation techniques is rapidly closing [Lamontagne et al., 2019]. 

Given these facts, the other major mode of fighting climate change, adaptation, is also necessary. 

Adaptation involves reducing vulnerability to the changes that will occur, increasing the resilience of 

human and natural systems towards disruptive events and trends while preserving their basic 

functions, and increasing the adaptive capacity of individuals, communities, and systems towards 

harmful events and potentially beneficial opportunities. These goals are distinctly qualitative and 

intrinsically case-dependent [Leiter et al., 2017]. Moreover, the very character of climate change is 

to cause the foundations of society from which goals are set, to become fluid and difficult to predict. 

Acknowledging this difficulty, county-level reporting of adaptation efforts take the form of self-

determined National Adaptation Plans (NAP). The primary purpose of NAPs are to enable the poorest 

and least-developed countries to report their medium- and long-term needs such that richer and 

more developed countries may provide support. 
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The effort to develop a common global framework for addressing adaptation is still in the early 

stages of development as stated in the 2017 United Nations Adaptation Gap Report “The global goal 

on adaptation is multifaceted and unspecified in terms of targets and indicators at national and global 

levels” [UNEP, 2017]. This fact is evidenced by the bulk of the work focusing on defining terminology 

and developing suitable descriptive and flexible metrics for evaluation. However, concrete progress 

on adaptation exists in the Sendai Framework for Disaster Risk Reduction [UN, 2015b]. The core 

concept of the Sendai Framework is to build resilience into systems instead of managing risks as they 

unfold. The framework includes seven targets measurable by 38 indicators. Importantly, the 

indicators are linked to and coherent with the SDGs; in particular, making cities and settlements 

resilient (SDG11), global climate change action (SDG 13), and ending poverty (SDG 1). Moreover, a 

focus is placed on strengthening cooperation between countries, including a continuous financial and 

technological support to poor and developing countries. Underlying this focus is the need to instill 

trust between parties without being overly regulatory, punitive, or burdensome. To achieve such a 

system requires transparent and complete communication between parties, which is embodied in 

the call for periodically updated communication on adaptation efforts (e.g., NAP, as part of the NDC, 

or other national communication). Likewise, rich and developed countries shall report what financial 

and technology transfer capabilities they have to offer to poor and developing countries. 

The goals of the Sendai Framework on Disaster Prevention in terms of the behavior of countries is 

mirrored in the field of game theory. In order for a collective of actors to share limited resources 

most efficiently, each actor must reduce their gains by not cheating the agreed upon system of 

sharing. However, when the stresses of climate change begin to become sever, or when the impacts 

are unevenly distributed, there will be a natural tendency to act in short term self-interest. Such 

behavior can rapidly upend the delicate balance of a shared system. Moreover, the desire for national 

sovereignty drastically reduces the ability of the collective to punish those that cheat the system. The 

problem is further aggravated by the potential for climate change to be unadaptable in large swaths 

of the world due to such issues as heat death [Mora et al., 2017], water scarcity [Wester et al., 2019], 

rising seas [UCCRN, 2018], ecosystem collapse [Penn et al., 2018], and the like. Note that no area of 

the world appears to be outside the realm of negative impacts from climate change: the coasts are 

more prone the effects of sea level rise and natural disasters while the inland and high elevations are 

more prone to temperature and humidity increase [Mani et al., 2018; Pepin et al., 2015]. The dubious 

assumption of the adaptation community is that all areas of the world can maintain their current 

quality of life if sufficient preventative measures are taken now. However, it is overwhelming likely 

that large amounts of human migration will occur due to climate change [Abel et al., 2019]. Thus, 

adaptation should include handling the stresses on systems that come with sudden influxes or 

effluxes of people. 

From the less optimistic perspective of adaptation that comes from the climate change science 

and mitigation community, adaptation is not a panacea, but rather another lever to reduce climate 

change effects. Adaptation works to increase the climate change society can handle before crumbling, 

and mitigation acts to reduce the magnitude of events that adaptive systems must handle.  

 

1.2. Current GHG sources and options 
As of 2016, there remained between 430 and 1000 GtCO2 emissions allowable to meet 2DS 

(median 810 GtCO2). For a >66% chance of meeting 2DS, global anthropogenic GHG emissions must 

match natural and engineered sinks by mid-century; additionally, NETs must reach the ~10 GtCO2/y 
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scale by 2100, with ~5 GtCO2/y necessary by 2050 [Nemet et al., 2018]. NETs are required to pay the 

debt of historical excess emissions and to offset sectors that are particularly difficult to decarbonize. 

Given the novelty of NETs, it is undoubtedly favorable to reduce emissions as rapidly as possible, with 

NETs being used as compensatory lever. Current direct and indirect GHG emissions are shown in Fig. 

1-21 including CO2, CH4, N2O, and fluorinated gases in terms of an equivalent CO2 radiative forcing 

(CO2eq); the effects of aerosols and particulates are not included. Though CO2 from power, industry, 

and transportation are the main drivers of climate change, the effects of trace gases and indirect 

emissions increases the annual CO2eq emissions from 35.76 to 53.14 GtCO2eq in 2016. 

 

 
Fig. 1-21. The anthropogenic GHG sources in 2016. 

 

The ability of renewable energy (RE) and electrification to provide the needed GHG reduction by 

sector is provided in Fig. 1-22; not accounted for in Fig. 1-22 are the potential large increases in flux 

from the biogenic carbon sinks due to climate change. There are also options to address certain 

emissions that do not rely on RE or electrification. These methods break down into alteration of 

human behavior and regeneration of natural carbon sinks. Alteration of human behavior is distilled 

by the concept of reduce, reuse, and recycle (RRR). The reduction of consumption across all sectors 

of society would apply a strong downward trend to CO2 emissions. At the level of the individual, RRR 

can be realized most strongly by the reduction in: number of children, air travel, and consumption 

beef and dairy products [Shepon et al., 2018]. At the level of companies and municipalities, RRR 

means increasing the efficiency of buildings and equipment, reducing new construction, building and 

manufacturing with less materials, increasing recycling of high CO2-intensity materials (e.g., metals, 

cement, glass, plastics), and divesting from companies engaged in fossil fuel extraction. At the scale 

of countries and international companies, RRR can be realized by increasing education, eliminating 

fossil fuel subsidies, reducing wealth inequality, and reducing the offshoring of manufacturing to 

countries with high CO2 intensities. 



Chapter 1: Introduction and motivation 

 

21 
 

 

 
Fig. 1-22. The breakdown of current GHG sources that have clear pathways to removal by 

application of renewable energy (grayed-out colors) and those that require some form of CCS, CCU, 

or CCUS (bold colors). 

 

A variety of methods are available for the restoration of natural carbon stocks. Roughly 590 GtCO2 

(~1/3 of all anthropogenic emissions since 1850) are a result of land use change (LUC) and the loss of 

carbon from soils [Lawrence et al., 2018]. The natural environment (i.e., sans human influence) 

provides the largest magnitude carbon storage [Huang et al., 2018]. Efforts to increase carbon 

storage in soils are fraught with uncertainty [Sulman et al., 2018]; moreover, even if carbon storage 

can be enhanced over natural levels, such a soil condition requires continual effort to prevent re-

release of carbon from the saturated soils [Smith, 2016]. Soil carbon sequestration (SCS) is technically 

feasible simply by allowing land to lay fallow; however, this comes at an economic cost to various 

entities that may wish to utilize the land for economically productive activities. The largest of these 

interests are for agriculture and grazing. However, an outsized portion of land is used as pasture for 

cows and to produce feed for livestock (Fig. 1-23) [Merrill and Leatherby, 2018]. Therefore, for SCS 

to have a meaningful impact, it will be necessary to alter the dietary habits of a large number of 

individuals. 
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Fig. 1-23. The breakdown of land usage within the contiguous United States [Merrill and Leatherby, 

2018]. 

 

In addition to increasing the carbon content of soils by allowing for the restoration of natural biota, 

the active reforestation of deforested areas (RF) and afforestation (AF) of certain environments is a 

low cost, low risk method to increase natural carbon stocks. Afforestation and reforestation provide 

benefits beyond NETs such as soil stability and increased air quality. However, the interconnected 

nature of the soil and biota systems means that simple accounting of the carbon content in planted 

trees is insufficient to determine the net CO2 change of the environment. It is possible to increase 

CO2 emissions through AF/RF due to changes in the inherent biota and soils that occurs when trees 

are actively introduced. Moreover, trees alter the albedo of the landscape, causing a warming effect 

that in some scenarios may completely offset the cooling effect from removal of CO2 [Popkins, 2018]. 

It is also worth remembering that climate change will alter the physiological activity of plants; current 

research suggests that climate change will reduce the primary production of plants [Kovenock and 

Swann, 2018; Reich et al., 2018]. Therefore, depending on AF/RF for NETs may not be as robust of a 

method as it initially seems. 

An additional ‘natural’ method to drawn down CO2 is to increase the rate at which natural rocks 

react with atmospheric and aqueous CO2 (i.e., weathering). So-called enhanced weathering (EW) 

generally focusses on aqueous dissolution of magnesium and calcium silicate rocks via biological 

activity in soils [Renforth et al., 2015] or mixing with ocean water [Montserrat et al., 2017; Moosdorf 

et al., 2014]. The extremely slow rate of dissolution requires substantial grinding and extraction of 

large quantities of material to have globally-relevant impacts. While generally slower and less 

efficient than biological methods, the resultant form of carbon (as calcium and magnesium 

carbonates) is stable in the Earth environment. 

Amongst the remaining GHG emissions (i.e., not related to agriculture and LUC), the power and 

road transport sectors are likely to be the technically and financially easiest to decarbonize due to 

the rapidly decreasing price of RE (primarily wind and solar photovoltaics: PV) and Lithium-ion 

batteries (LiB) [Diesendorf and Ellitson, 2018; Ram et al., 2017]. Due to the inherent variability of RE, 

decarbonization of the power sector will become increasingly more difficult and expensive as RE 

penetration increases [Sepulveda et al., 2018]. Load-following power (e.g., natural gas peakers) will 

likely be replaced by a combination of demand response, purpose-built 100 MW to GW-scale 

batteries (mechanical, electrochemical, thermal, and chemical), and storage supply in the grid from 
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electric vehicles (EV) and home/commercial battery systems [ARPA-e, 2018; Thornhill, 2018]. Even 

so, most current projections suggest RE penetration will be financially limited to ~80% even with the 

advent of regional high voltage direct current transmission networks (HVDC) [Clack et al., 2017; 

Walsh et al., 2017]. The remaining energy will need to be provided by sources that can meet demand 

regardless of season and for long durations, namely: nuclear energy, bioenergy, fossil fuel power 

plants with CO2 capture and storage (CCS), and long-term energy storage technologies such as 

pumped hydropower, flow batteries, and synthetic fuels like H2.  

Due to the lower cost of ownership of EVs compared to internal combustion engine (ICE) vehicles, 

the road transportation sector will become increasingly decarbonized in-line with decarbonization of 

utility-scale power generation. This is projected to include long-haul trucking due to increased 

performance of LiB and large potential benefits from next-generation batteries (e.g., lithium sulfur 

and lithium metal batteries) [IEA, 2018a]. Short-haul shipping (e.g., ferries, tug boats, barges) and 

aviation (<300-500 kilometers) are projected to convert to electric [Dowling, 2018; Lambert, 2018]. 

Long-haul rail, shipping, and aviation will require higher energy densities than can be provided by LiB; 

potential low carbon fuel sources are biofuels, synthetic fuels, and low CO2 footprint H2 [Davis et al., 

2018]. 

The main energy loads of the domestic and commercial building sectors (space heating/cooling, 

water heating/cooling, and cooking) are amenable to low cost electric alternatives to fossil fuel-based 

technologies. Additionally, natural-gas infrastructure could be repurposed to utilize low CO2 footprint 

H2 [Sadler et al., 2016]. Fluorinated gases are primarily used in air conditioning systems and so are 

amenable to regulatory phase-out; however, the lower effectiveness of alternatives may lead to 

reductions in cooling efficiency. The building sector is also ripe for application of demand response 

and efficiency gains [Moon and Lee, 2018]. 

The heat requirement of the industrial sector is less amenable to RE and electrification due to the 

high temperatures required [Philibert, 2017]. The high temperature heat needed by industry could 

be provided by biofuels, synthetic fuels, or low CO2 footprint H2. Hydrogen-based furnaces will 

require engineering to avoid production of thermal NOX and to adjust the control scheme due to 

differences in the adiabatic flame temperature, flame speed, and diluent makeup.  

Low CO2 footprint H2 is a necessary component of many solution pathways and can be derived 

from RE-powered electrolysis, traditional H2 generation from fossil fuels connected to CCS 

infrastructure, or through microalgae and/or bacterial fermentation. The energetic load of 

electrolysis-derived H2 remains prohibitively high [IRENA, 2018a]. H2 generated via photobiolysis 

from microalgae remains at energy efficiencies of ~1% due to Oxygen sensitivity and inhomogeneous 

illumination [Sambusiti et al., 2015]. Pairing microalgae H2 production with dark fermentation using 

anaerobic bacteria can increase H2 production rates; however, anaerobic digestion is 

thermodynamically limited to 33% conversion of the organic substrate with the remaining material 

typically comprising an organic waste stream [Nagarajan et al., 2017]. The low efficiency limits the 

scale to available organic waste streams. 

The GHG emissions of the waste sector can be dramatically reduced by incineration of wastes 

instead of landfilling practices (i.e., proactively forming CO2 instead of CH4). Combined with CCS, 

waste incineration could be a net zero (if waste is generated from fossil-fuel derived material) or a 

net negative technology option (if waste is derived from biogenically sourced material). 

Decarbonization of the industrial sector, in particular iron and steel making (ISM) and cement 

production, remain technically and financially problematic [Davis et al., 2018]. The production of 
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these materials inherently generates CO2 as part of the process chemistry. In ISM, limestone is 

decomposed to remove impurities from molten metal, coke is used to reduce iron ore to metallic 

iron, and coke provides the process heat. In cement production, limestone is thermally decomposed 

to CaO by way of burning fossil fuels. Increased recycling of scrap in ISM, usage of alternatives to 

clinker in cement, and improved civil engineering can reduce the CO2 emissions from cement and 

ISM. Alternative cement formulations, including but not limited to geopolymers and Mg-based 

cements could reduce the CO2 footprint of cement manufacture, though full-chain life cycle 

assessments remain lacking. Moreover, the nature of civil engineering projects makes the industry 

risk adverse, and there is little financial incentive to utilize novel cement formulations [Neuhoff et al., 

2014a]. Re-mineralization of CO2 during the cement curing process is a promising method [Zhang et 

al., 2017]. Nevertheless, a CO2 capture step will be necessary to implement CO2 curing. Research has 

also indicated that cement naturally takes up CO2 as it ages, particularly when it is crushed during 

demolition [Xi et al., 2016]. Reduction of CO2 emissions from ISM is typically viewed to be contingent 

upon application of CO2 capture and storage (CCS) or application of NETs to offset emissions [Neuhoff 

et al., 2014b]. Emissions stemming from ISM and cement accounted for 2.64 and 2.5 GtCO2eq in 2016, 

respectively [Olivier et al., 2017]. ISM production is projected to increase ~1.4-2.0 times 2016 levels 

by 2050 [Oda et al., 2013], similar increases in cement production can be reasonably expected. 

Table 1-2 summarizes the connection between sectors requiring emissions reduction and 

potential solutions. All sectors can potentially utilize NETs to offset emissions; though the scale of 

NETs required to offset all remaining emissions will likely generate other global crises such as 

competition for water, land, and energy [Heck et al., 2018]. Lifestyle changes (e.g., less meat 

consumption, less international travel, fewer children) can dramatically reduce the load placed on 

technology, though this requires a change to the underlying mechanism that has led to climate 

change: the failure of individuals and institutions to grasp that they do not live in an environment, 

but are part of an environment. CCS is the most widely available and technologically mature 

mechanism to reduce emissions, though CCS has struggled with timing and financing to set-up the 

full capture, transport, and storage infrastructure. ‘Green fuels’ are also a prevalent solution to 

reducing CO2 emissions, in particular for dispersed emissions (e.g., aviation) and high heat uses (e.g., 

furnaces). However, these fuels require either CCS, extremely low cost RE, or technological 

breakthroughs to deliver on the promise of low CO2 emissions. 
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Table 1-2. The reliance of difficult to decarbonize sectors on various mitigation methods. 
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Dispatchable PP             
Waste     

4        
DH&C     

4        
Air, ship, rail             
Other industry             
ISM      

5       
ISM finishing             
Cement      

6       
Cement heat             
Minerals             
Agriculture      

7       
Legacy CO2             
             
Green fuels             

H2             
Biofuels             

PtG       
8     H2 

             
1 Land use management (LUM) refers to practices to retain natural levels of carbon in local 
biological sinks  
2 Mineralization of CO2 into environmentally stable carbonate (e.g., CaCO3, MgCO3, etc.) 
3 Energy storage includes ‘green fuels’, mechanical (e.g., PHS, CAES), electrochemical (e.g., Li-ion 
batteries, flow batteries), and thermal (e.g., stored solids, molten salt) storage. 
4 Incineration of waste coupled with CCS can supplement the energy and DH&C sectors while 
reducing CO2 emissions. If products are generated from renewable carbon sources, then negative 
emissions are possible. 
5 e.g., H2-based steelmaking, electrolytic cells, etc. 
6 e.g., calcium aluminate, geopolymers, super-sulfated, etc. 
7 e.g., indoor hydroponics, CO2 fertilization from point sources, genetic engineering, etc. 
8 CO2 capture and transportation infrastructure necessary; Permanent CO2 storage not needed. 

 

The position of CCS as a lynchpin in mitigating climate change is further highlighted by Fig. 1-24, 

which shows only a small portion of integrated assessment models (IAM) can meet 2DS without CCS 

[IPCC AR5 SYR, 2014]. In IAMs that do meet 2DS without CCS, the cost of mitigating climate change 

is increased substantially; the source of the cost increase is primarily due to the industrial sector. In 

reality, the cost of CCS is only relative to a baseline condition of the unaccounted-for costs of carbon 

pollution on society. Compared to shadow carbon prices deemed necessary in IAMs, CCS is a cheap 

option [Budinis et al., 2018]. 
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Fig. 1-24. The shadow reliance of climate mitigation methods on application of CCS to meet 2DS 

and to do so cheaply [IPCC AR5 SYR, 2014]. 

 

1.2.1. Negative emissions 

Figure 1-25 provides the potential NETs technologies and interdependencies. Negative emissions 

technologies are segregated based on the CO2 storage mechanism: storage in the biosphere, storage 

in underground formations, or storage as a stable mineral. Figure 1-25 also shows potential uses of 

CO2 (i.e., CO2 Capture and Utilization: CCU) such as chemical production. The goal of NETs is to 

stabilize the concentration of CO2 in the atmosphere at a level commensurate with a habitable Earth. 

To that end, prospective technologies must demonstrate net zero or net negative CO2 emissions 

when the system control boundary is the planet and the timescale is on the order of millennia. The 

storage of CO2 in biological material or as organic products (e.g., plastics, chemicals) are inherently 

unstable and prone to release. On the other hand, underground storage and CO2 mineralization 

sequester CO2 from the atmosphere functionally indefinitely. Underground storage is separated into 

bioenergy with CCS (BECCS), enhanced oil recovery with CCS (EOR-CCS), direct air CO2 capture with 

storage (DACCS), and bio-industry with CCS (BICCS). Bioenergy with CCS and BICCS require detailed 

temporospatial life cycle analysis to account for the change in CO2 flux into the biosphere sink, 

alteration of the non-targeted biomass, and emissions from transportation, processing, and 

utilization of biomass [Bui et al., 2018; DeCicco and Schlesinger, 2018; Fajardy and Mac Dowell, 2017; 

Harper et al., 2018; Sterman et al., 2018]. Enhanced oil recovery with CCS can potentially provide 

substantial storage of CO2. However, the generation of additional fossil fuels significantly reduces the 

net CO2 reduction efficiency. Moreover, to remain net-negative, EOR-CCS requires inefficient use of 

CO2 as an oil recovery agent, calling into question its real-world application [Mac Dowell et al., 2017]. 

Direct air CCS avoids issues of requiring CO2 transport infrastructure and spatial mismatches between 

CO2 sources and storage sites; however, the large energy demand and spatial footprint means that 

the financial viability and flexibility of DACCS remains to be proven [Fuss et al., 2018; Keith et al., 

2018]. Storage of CO2 as stable calcium and/or magnesium carbonates can be achieved in below 

ground CO2 storage formations (in-situ) or above ground using rocks or brine as the feedstock (ex-

situ). In-situ mineralization has been proven at scale but requires large quantities of water and 
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dramatically reduces the CO2 storage capacity of a formation [Gunnarsson et al., 2018]. In-situ 

mineralization over the course of hundreds to thousands of years may be expected in some 

formations even when CO2 is injected are a supercritical fluid. Ex-situ mineralization is generally 

energy intensive and suffers from low conversion efficiencies when the CO2 footprint of chemicals 

and process parameters are considered. Enhanced weathering suffers from the tradeoff between 

accelerating the rate of CO2 drawdown and maintaining a high net CO2 drawdown. 

Figure 1-25 demonstrates the competition between most NETs and CCU for land, water, nutrients, 

and biomass. Importantly, these are also required by agriculture, energy, and industry; setting the 

stage for the so-called ‘water-energy-food’ nexus. An additional axis should be added to the problem: 

land. Currently, human activities compete over access and utilization of land, inclusion of land-based 

NETs activities will only heighten this struggle [Creutzig et al., 2018]. It should also be noted that the 

concurrent application of BECCS/BICCS and SCS/AF/RF is not additive; any alteration to the natural 

habitat reduces the natural CO2 storage capacity [Dooley et al., 2018; Krause et al., 2017; Turner et 

al., 2018]. Moreover, human intervention reduces the efficacy of environmental services, further 

stressing the natural environment on which society relies. Even under ideal conditions where 

landscape engineering increases storage capacity, this storage will only last as long as the application 

of maintenance to the site. 

 

 
Fig. 1-25. The shared reliance across NETs on water and land. 

 

The output of some NETs can be utilized by other NETs. Namely, BECCS and EOR-CCS may provide 

low CO2 energy that can be used by DACCS, EW, and ex-situ CO2 mineralization. Enhanced weathering 

can provide nutrients and support to soils to reduce the need for fertilizers and irrigation. Carbon 

dioxide mineralization using brines can provide fresh water that is needed by all other NETs methods. 

A long-term constraint to the usefulness of CCS and CCUS as NETs is the supply of high 

concentration CO2. Currently, high concentration CO2 streams are available due to the continued use 

of fossil carbon resources in power and industry. Given the implementation of CCS to the power 

sector has been constrained by financial issues, it is hard to imagine that BECCS will be financially 
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attractive to power generators. Biomass-fired power plants are inherently less efficient due to the 

lower fuel value of biomass. Moreover, under a high biomass utilization scenario, the competition 

for land may increase the cost of biomass. In such a future, the supply of high concentration CO2 may 

be limited to the industrial sector (cement, iron and steel, pulp and paper, chemicals, and waste 

incineration). If carbon-containing resources are biologically sourced and the processes are coupled 

to CCS or CCUS then they may function as NETs. The CCS and CCUS technologies that can address 

difficult to decarbonize sectors and legacy CO2 emissions are provided in Table 1-3 along with the 

feasible global adoption rate and associated water, energy, and land usage. 

 

Table 1-3. The scale and impacts of the major negative emissions technologies 

Method Scale‡ 

[GtCO2/y] 
Water Use 
[109 m3] 

Energy Use 
[EJ] 

Land 
[km2 103] 

BECCS 0.5 – 5 58 – 1158 7 – 70 
(generation) 157 – 2895 

DACCS 05. – 5 4 – 41 6 – 65 Negligible 

BioISM-CCS 4.5 – 6.7 332 – 645 NA 875 – 1612 

Cement CCS 2.0 – 3.3 17 – 27 NA 210 – 387 

CCS-EOR 0.4 – 5 3 – 41 2 – 30 
(generation) NA 

Brine mineralization 0.4 – 1.8 82 – 417 
(generation) 3 – 23 Negligible 

EW 2 – 4 1 – 2 8 – 15 55 – 109 

AR 0.5 – 3.6 46 – 330 NA 397 – 2858 

SCS 2 – 5 NA NA 1532 – 3830 

‡ in 2050 

 

1.3. History of climate change mitigation efforts 
Figure 1-26 displays the history of global annual anthropogenic CO2 emissions against major 

moments in human civilization’s understanding of climate change. What can be observed from Fig. 

1-26 is that despite growing knowledge of climate change and increasing rhetoric about mitigating 

its worst effects, humans still collectively are emitting more and more GHG each year. 
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Fig. 1-26. History of knowledge about climate change and policy efforts to limit/reduce CO2 

emissions plotted against actual anthropogenic CO2 emissions. Annual emissions are orange dots, 

independent scientific knowledge is in black, knowledge within companies is in red, government 

knowledge and intervention is in blue. 

 

1.3.1. Technology 

Without argument, CCS has played the biggest role in proposed and realized climate change 

mitigation strategies purposefully advanced by humans. A method to purify CO2 from industrial gases 

using an amine-based capture column followed by a stripping column was patented in 1930 and is 

strikingly similar to current implementations (Fig. 1-27) [Bottoms, 1930]. The process was first 

proposed as a method to fight climate change in 1980 by Albanese and Steinberg (Fig. 1-28). After 

purification, the CO2 is pressurized for transport (typically by pipeline) to a geological storage site, 

where it is pumped into a porous formation for permanent storage (Fig. 1-29). This method has been 

occurring relatively unchanged since the mid 1970’s primarily for the enhanced recovery of oil from 

geological formation (EOR). Storage of CO2 into underground formations has been heavily researched 

and even in highly faulted sites that would be deemed unsuitable for CO2 storage, analysis shows 

that leakage rates would be insignificant in terms of deteriorating the climate change mitigation 

impact or on direct human and environmental health [Miocic et al., 2019]. Instead, the biggest risk 

to underground CO2 storage is likely public or regulatory backlash from false positive anomalous 

events [Romanak, 2019]. 
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Fig. 1-27. Bottom’s design for acid gas removal from flue gas streams. The design incoporates a 

capture column, stripper column, and heat exchanger clearly similar to current CO2 capture designs 

[Bottoms, 1930]. 
 

 
Fig. 1-28. The CO2 capture system design proposed by Albanese and Steinberg in 1980 to address 

growing anthropogenic CO2 emissions [Albanese and Steinberg, 1980]. 
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Fig. 1-29. Schematic of the flow of CO2 from source to storage. Image provided by the Global CCS 

Institute. 

 

Figure 1-30 plots the historical data on CCS implementation, including pilot and full-scale projects 

[GCCSI, 2017]. Following the historical trends, CCS may provide between 100’s of megatonnes to over 

a gigatonne of CO2 storage per year by 2050. Given that in the energy system, even rapidly expanding 

technologies switch from exponential growth to liner growth at roughly 1% of the market, the 

exponential growth to 2050 is overly optimistic [Kramer and Haigh, 2009]. Under the range of IAMs 

covered in the IPCC Special Report on 1.5 ˚C, by 2050 CCS is implemented at 5-10 GtCO2/y [IPCC, 

2018]. Projections from fossil fuel companies suggest that CCS may reach 1.5% of emissions in 2050, 

far short of what is required for 2DS and B2DS [DNV-GL, 2018]. It should be further noted that the 

net CO2 storage of EOR (included in Fig. 1-30) is much less than the necessary implementation scale 

of CCS. This is because EOR generates additional fossil fuels and may in fact increase CO2 emissions 

dependent on the details of the injection and storage practices. However, even under ideal 

assumptions, the historical data on CCS suggests it will not provide the necessary amount of CO2 

removal required to meet 2DS. The cause of this mismatch between necessary deployment and 

actual adoption has roots in economics, politics, and social pressures. 

 

 
Fig. 1-30. Trends in a) deployment of CCS b) extended to 2050.  

 

1.3.2. Politics and economics 

Political recognition of the severity of climate change was highlighted by the Paris Agreement, 

which has the stated goal of “limit anthropogenic climate change to well below 2 °C and pursue 
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efforts to limit the temperature increase to 1.5 °C above pre-industrial levels”. The 2DS and B2DS 

scenarios connote an unrealistic level of confidence in the human understanding and management 

of feedbacks in the Earth system [Sulman et al., 2018; Gasser et al., 2018; Kovenock and Swann, 2018], 

but are nevertheless useful insofar as they provide a concrete goal for society to work towards in 

unison. However, the political aspiration of 2DS and B2DS are inconsistent with political 

commitments for greenhouse gas (GHG) emissions reductions laid out in the nationally determined 

contributions (NDCs) [Raftery et al., 2017; Rogelj et al., 2016]. Table 1-4 summarizes the gap in CO2 

emissions between pledged reductions and those necessary to be on track to reach the goal of 2DS 

and B2DS [UN, 2018]. By 2030 the gap will reach 15 and 32 GtCO2,eq for 2DS and B2DS, respectively; 

the share of this gap is not uniform across countries. Figure 1-31 demonstrates the mean surface 

temperature increase that would result in 2100 if all countries took climate change mitigation action 

at the levels currently implemented by each country [du Pont and Meinshausen, 2018]. In other 

words, Fig. 1-31 is the temperature that each country’s current actions indicate is acceptable for 2100. 

 

Table 1-4. The breakdown of temperature outcomes and emissions gaps based on various future 

policy scenarios [UN, 2018]. 

  Estimated temperature outcome 
in degrees C (in 2100) 

2030 emissions gap in  
GtCO2,eq (10th – 90th percentile) 

Scenario 

Global 
emissions 
in 2030, 

GtCO2,eq 

>50% 
chance 

>66% 
chance 

>90% 
chance 

Below 
2 ˚C 

Below 
1.8 ˚C 

Below 
1.5 ˚C 

(in 2100) 

No policy 
65 

(60-70) 
--- --- --- --- --- --- 

Current 
policy 

59 
(56-60) 

--- --- --- 
18 

(16-20) 
24 

(22-25) 
35 

(32-36) 

Unconditional 
NDCs 

56 
(52-58) 

--- --- --- 
15 

(12-17) 
21 

(17-23) 
32 

(28-34) 

Conditional 
NDCs 

53 
(49-55) 

--- --- --- 
13 

(9-15) 
19 

(15-20) 
29 

(26-31) 

Below 2 ˚C 
(66% chance) 

40 
(38-45) 

Peak: 
1.7 -1.8 

(1.6 -1.7) 

Peak: 
1.9 -2.0 

(1.8 -1.9) 

Peak: 
2.4 -2.6 

(2.3 -2.5) 
--- --- --- 

Below 1.8 ˚C 
(66% chance) 

34 
(30-40) 

Peak: 
1.6 -1.7 

(1.3 -1.6) 

Peak: 
1.7 -1.8 

(1.5 -1.7) 

Peak: 
2.1 -2.3 

(1.9 -2.2) 
--- --- --- 

Below 1.5 ˚C 
in 2100 
(66% chance) 

24 
(22-30) 

Peak: 
1.5 -1.6 

(1.2 -1.3) 

Peak: 
1.6 -1.7 

(1.4 -1.5) 

Peak: 
2.0 -2.1 

(1.8 -1.9) 
--- --- --- 
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Fig. 1-31. Acceptable temperature in 2100 as indicated by each country’s current climate change 

mitigation efforts [du Pont and Meinhausen, 2018]. 

 

Along with reports from the IPCC, authoritative documents from governments [USGCRP, 2017], 

non-governmental organizations [IRENA, 2018b], and independent scientists [Millar et al., 2017; 

Peters et al., 2017] have made clear the general timeline and pace of emissions reductions necessary 

to meet 2DS and B2DS require a concerted, consistent global effort unmatched in human history. 

Simply stated, anthropogenic GHG sources must match GHG sinks in the second half of the century 

with active removal of CO2 from the atmosphere at the gigatonne per year scale. The difficulty in 

mitigating global warming is now dominated not by the need for technical solutions, but rather by 

meeting the necessary pace of technology scale-up and global adoption. 

Meeting 2DS is dependent on a rapid scale-up of net zero and net negative CO2 technologies. 

While technical solutions exist for various CO2 emitting industries, the pace of adoption varies 

substantially; for example, global wind and solar power installations have increased at a rate of 

13.9%/y over the past 5 years while global nuclear power generation has remained stalled at 2500 

TWh for the past 20 years [Jackson et al., 2018]. The root causes of this disparity are decidedly non-

technical, depending primarily on the incentives and risks for individual actors to adopt a technology. 

The key differences in adoption rate relate to the project scale, degree of regulatory oversight, and 

awareness from society. Much of the success of RE and LiB can be attributed to the learning-by-doing 

framework of innovation. This methodology is only possible because small-scale projects can be 

rapidly realized with small capital investments and limited risk; this paradoxically leads to more rapid 

successful application at larger plants [Nemet, 2006]. Additionally, little-to-no regulatory oversight is 

necessary for such small-scale projects. Carbon capture and storage projects require the siting of an 

appropriate geologic storage location, the development of transport infrastructure, adequate supply 

of CO2, installation of CO2 capture, buy-in from the public in the storage, transport, and capture 

locations, regulatory approval, and potentially navigating issues of international law. This process is 

inherently long-term with large upfront costs and numerous failure points, similar to issues seen in 

the development of nuclear power plants. This longer lead time and higher risk suppresses the degree 

and pace of innovation, largely reducing the potential for the steep price declines seen in RE and LiB. 
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Innovative CCS methods that ameliorate the cost, time, regulatory, and perception issues will be 

necessary for CCS to make the significant impact on CO2 emissions necessary to meet 2DS. Net zero 

technologies and NETs that can take advantage of learning-by-doing are more likely to play a leading 

role in meeting 2DS, not because of being inherently superior technologies, but because of the higher 

pace of scale-up and price reduction. Methods that can act as innovations to current services or 

products are more likely to be absorbed by extant companies, accelerating technological dispersion 

and uptake. Moreover, modifications to existent methods are more likely to avoid regulatory issues 

while also being more easily marketable to the public simply as an environmentally friendly 

alternative as opposed to an unknown commodity. For methods that directly compete with extant 

products or services, they will need to either provide significant benefits or provide distinct co-

benefits not provided by current methods (e.g., waste treatment). 

The key barrier typically posited to the rapid scale-up and deployment of climate mitigation 

methods is the unpriced nature of GHG emissions. Figure 1-32 shows the distribution of carbon prices 

for energy related emissions in the OECD and G20 countries [UN, 2018]. Roughly 50% of emissions 

have essentially no carbon price. Inclusion of industrial CO2 emissions would further depress the 

average price of carbon. The developed world shares the largest moral obligation to reduce emissions 

given the historical usage of CO2 dumping as means to realize economic growth and the continued 

high per capita CO2 emissions. Moreover, increase of the energy usage by the developing world will 

substantially improve the quality of life for billions; it is hard to argue that minor discomfort on the 

globally rich is too high a price to pay for the health and basic humanity of the globally poor. 

Nevertheless, accounting for emissions from developing countries results in 85% of global emissions 

being unpriced and the vast majority of remaining emissions being priced at less than $10/tonne-CO2 

as shown in Fig. 1-33 [World Bank, 2018]. The globalized nature of many products means that without 

an international, uniformly imposed carbon price, there is a negative incentive to realize a zero and 

negative CO2 society. The large increase in carbon price as time progresses needed to realize deep 

decarbonization and NETs is also of concern (Fig. 1-34). 

 

 
Fig. 1-32. The carbon price for energy-related emission in G20 and OECD countries [UN, 2018]. 
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Fig. 1-33. The progression of taxed carbon over time [World Bank, 2018]. 

 

 
Fig. 1-34. The necessary price on carbon in order to realize NETs at levels consistence with B2DS 

and 2DS [Nemet et al., 2018]. 

 

All IAMs that meet 2DS or B2DS have either an explicit carbon price or a shadow carbon price (SCP). 

The reasons for using SCP instead of the full cost of damages of current emission of CO2 (or other 

GHG) over its lifetime (i.e., the social cost of carbon: SCC) are essentially that other country’s 

emissions cannot be controlled, and that climate change impacts are path dependent [Price et al., 

2007]. Frankly, these are evasions that allow economists and policy-makers to avoid confronting the 

true cost of climate change. Most economists and politicians conclude the SCC to be on the order of 

$40/t-CO2 [Havranek et al., 2015]. However, these estimates are at odds with those of scientists, 

whose estimates are generally 20 to 30 times high [Nordhaus, 1994]. Though this data is 25 years old, 

it is worth recalling that the economic theory used in IAMs has gone unchanged in the last quarter 

century, while the scientific estimates of climate change-induced damages has only increased. 

Moreover, the nature of the climatic system is that it contains non-linearities, tipping points, and 

time delays which generate a complex risk profile [Stern et al., 2006]. Accounting for such 
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discontinuities in the risk profile generates a minimum estimate for the current SCC to ~$125 per 

tonne CO2 [Van Den Bergh and Botzen, 2014], with most estimates closer to ~$1,000 per tonne CO2 

[Ackerman and Stanton, 2012; Dietz and Stern, 2015; Hwang et al., 2016; Pycroft et al., 2011]. It is 

odd however to put a price on the maintenance of modern civilization. The question of the cost-

benefit analysis of preventing the collapse of society is on its face ridiculous. This is captured by the 

‘dismal theorem’ which puts the upper limit of SCC as infinite [Weitzman, 2009]. In other words, value 

only has meaning when there is a civilization to apply it.  

Regardless of whether the price of carbon is in the tens or hundreds of dollars, all models are 

assuming a government supported effort by the very nature of introducing a SCC or SCP. Whether 

this government support is directed and implemented by the public or private sector is of secondary 

importance to the fact that government support exists. However, even at this late date, no 

government has implemented a climate change mitigation policy (through direct involvement or 

construction of a market) of sufficient strength to meet the targets of the Paris Agreement. 

A key issue left largely unaddressed in the climate change mitigation modeling field is the use of 

equilibrium state economic models in the modeling of the transition of the energy and other sectors 

to a zero-carbon society [Hoekstra et al., 2017]. Prior to considering the application to climate change, 

it should be noted the fundamental assumption of equilibrium economic models (i.e., convergence 

to equilibrium) fails in complicated settings with competing interests [Pangallo et al., 2019]. 

Addressing climate change means, at a minimum, a system-level change of the energy, industrial, 

transportation, and agricultural sectors. The pace and degree of change required fundamentally 

challenges numerous powerful, entrenched interests and bumps against aspects of everyday life for 

the common person. As such, the core assumptions of equilibrium state economic models are plainly 

erroneous. Equilibrium models are path independent, top-down models [Burfisher, 2017], 

purposefully analogous to classical physics models such as the ideal gas law [Mosini, 2008]. 

Equilibrium models assume that the complexity of individuals, companies, cultures, governments, 

and the like can be modeled by a few simplified ‘actors’ [Fagiolo and Roventini, 2016], and that these 

actors only attempt to maximize a definable utility function. Actors further contain complete and 

precise knowledge of the market and its impacts on their own utility. Manipulation of actors by other 

actors, aspects not directly linked to the utility function (e.g., status, morals, marketing), and 

spatiotemporal concerns (e.g., future generations, information diffusion time) are all irrelevant in 

equilibrium economic models. Likewise, the markets themselves are treated as ideal, with no political 

influence, gaming of the system, incumbent resistance, and the like. The sum effect of using 

equilibrium state models is the poor performance of predicting rapid transitions that can come from 

development of currently immature technologies. This type of result is highlighted nicely by the 

consistently poor performance of the World Energy Model used by the International Energy Agency 

in their annual ‘Energy Outlook’ report [IEA, 2018b]. Figure 1-35 displays the performance of this 

model against actual new installations of solar photovoltaic systems [Hoekstra, 2017]. 
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Fig. 1-35. An example (World Energy Model of IEA) of the poor performance of equilibrium 

economic models in predicting disruptive technologies (e.g., Solar PV) [Hoekstra, 2017]. 

 

Despite the fact that many economists now dismiss equilibrium theory out of hand [Ackerman, 

2002; Krugman, 2009], the promising adoption of complex adaptive system models and agent-based 

models by the economic field and energy fields [Balint et al., 2017], and the meshing of such models 

with climate change models [Lamperti et al., 2018], there remains no non-equilibrium economic IAMs 

included in IPCC reports. Therefore, guidance for investment into climate change mitigation and 

adaptation pathways remains built on an economic foundation that has been proven incompetent in 

modeling transitions, upheavals, and uncertainties which are the foundational effects of climate 

change and efforts to reduce its impacts. 

1.3.3. Success stories 

Success in climate change mitigation strategies is limited to increased efficiency across all sectors, 

the development of RE (primarily solar PV and wind), LiB, and electrification of road transport. 

Notably, these areas provide benefits over current competing technologies in terms of performance 

and cost. Solar PV (Fig. 1-36), wind (Fig. 1-37), and LiB (Fig. 1-38) have seen rapid recent improvement 

only due to the cumulative effects of a long history of learning by doing, boot-strapping from small-

scale, supportive government policies [Breetz et al., 2018], and only recently economies of scale 

[IRENA, 2016; Schmidt et al., 2017]. These results suggest that investment in large CO2 emissions 

reductions projects may be paradoxically misguided. Rather, major reductions in CO2 emissions can 

be achieved by pushing towards 100% of power being generated from RE with storage [Brown et al., 

2018b; Creutzig et al., 2017; Lovins et al., 2018; van Sluisveld et al., 2018] and progressively taxing 

the rich [Otto et al., 2019] to fund education of women [Samir and Lutz, 2017] and investment in CO2 

mitigation technologies and NCS [Griscom et al., 2017]. These distributed methods are generally less 

favored by economic predictions due to the inherent difficulty of modeling, but actually constitute 

the low-hanging fruit of climate change policies. 
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Fig. 1-36. The historical and potential future cost reduction of solar PV [IRENA, 2016] 

 

 
Fig. 1-37. The historical learning curve for onshore wind energy showing a learning rate of 12% 

[IRENA, 2016]. 

 

 
Fig. 1-38. The historical learning curve for various energy storage options including lithium ion 

batteries [Schmidt et al., 2017]. 
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1.4. Design principles to meet the climate change challenge 
Over a hundred years since recognition of the greenhouse effect, 90 years since the advent of 

technologies to address it, 65 years since major GHG emitters recognized its dangers, and 30 years 

since the world’s leaders have committed to preventing it, humanity continues to accelerate towards 

a climatic catastrophe. Evaluating humanity’s progress in light of the cumulative time, effort, 

intellectual capital, and money expended leaves much to be desired. Prior to any further technology 

development, it seems that the principles guiding said development should be expounded. It may be 

that certain technologies are fully technically realizable but not socially, economically, or politically 

palatable. Likewise, some solutions may seem attractive socioeconomically, but run afoul of technical 

scrutiny. Below, the guiding principles used in the development of the technologies within this 

dissertation are explained. 

1.4.1. Societal 

• Profitability. Provide a profit motive to capture and stabilize CO2 that does not rely on political 

regulation. This allows for the dispersed, rapid adoption of NETs necessary to meet 2DS and B2DS. 

• Scalable Products. Given that profitability is achieved through product sales, product markets 

must be able to withstand the supply influx associated with gigatonne-scale NETs without 

substantial loss in value. 

• Diverse Products. A diverse set of products should be generated to de-risk future demand change 

due to unforeseen innovations, regulations, and societal change. 

• Leverage of Extant Regulated Wastes. The treatment/disposal cost and fines of an extant 

regulated waste is built into the source market. Co-treatment of CO2 with regulated waste 

provides the opportunity for revenue (in the form of a waste treatment/liability fee) or a free 

input stream. 

• Tangible CO2 Storage. Concerns from citizens over CO2 storage largely stem from ignorance and 

the imperceptible nature of CO2 stored underground. For scientists and engineers, the lack of 

impact on daily life is a key advantage of CO2 capture and storage (CCS). For the average citizen 

the simultaneous knowledge that CO2 is underground and that its current behavior is opaque to 

them may lead to apprehension. Mineralization of CO2 into rocks allows the public to see and 

physically handle the material; its inertness and benign nature become immediately intuitive. 

1.4.2. Technical 

• System Independence. Any reliance on externally-generated materials or energy increases the 

risk of carbon leakage; this is especially true given the geographic heterogeneity in the pace and 

extent of decarbonization of energy and industry. 

• Preference for Electricity and Low Temperature Heat. Given the need for system independence, 

heavy utilization of chemicals/consumables is financially unfeasible as these would require on-

site production. Off-grid heat and electricity can be generated through renewable energy with 

battery storage with minimal cost and complication. Methods based on low temperature heat 

allows for utilization of local waste heat where available. 

• Utilization of Solar Photovoltaics (PV) and Li-ion Batteries. System independence and the use of 

electricity and low-quality heat imply that an off-grid, variable scale, low CO2 intensity power 

supply is necessary. Solar PV paired with Li-ion batteries provide these features with the 

additional benefit of substantial learning rates projected to continue as production scale and 

field of application increases.  
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• Complete Additive Recycling. Any loss in additive will require external input or internal 

production. The former option increases chances of carbon leakage, the latter substantially 

increases system cost and complexity. 

• Small-scale Systems and Learning-by-doing. Small-scale applications should be plentiful, and the 

lessons should be applicable to larger scale systems. Small-scale systems allow for rapid process 

improvement and innovation with low financial risk. Small-scale projects also increase the 

aptitude of the field while de-risking larger projects for financial institutions. 

 

1.5. Slag-based CO2 emissions reductions in the context of climate change 
This dissertation focusses on using the solid waste of iron and steelmaking (so-called, ‘slag’) to 

reduce CO2 emissions. Given that iron and steelmaking accounts for less than 10% of current 

anthropogenic emissions, and slag can only reduce ISM emissions by ~10%, it is fair to question the 

significance of this dissertation. Clearly, slag-based CO2 emissions reduction cannot halt or even 

significantly slow climate change on its own. In truth, no available or proposed technology can single-

handedly solve climate change. Rather, slag-based CO2 emissions reduction targets a portion of 

emissions (i.e., iron and steelmaking) that currently does not have a technologically and financially 

viable pathway to emissions reduction. Review of Fig. 1-22 will reveal that the energy sector has a 

viable pathway to net zero CO2 emissions within a relatively short time frame while the industrial 

sectors remain problematic. Every tonne of CO2 from industrial sources that remains unabated 

requires an additional tonne of ‘negative emissions’, a technology portfolio that, as of yet, remains 

unproven at scale. As such, focusing on these industrial emissions have the added benefit of reducing 

the risk that NETs fail to materialize. 

In addition to targeting a difficult to decarbonize sector, the realization of direct, gas-solid CO2 

mineralization of slags opens up a range of other large-scale CO2 mineralization feedstocks; namely: 

demolition waste and natural rocks. Carbonation of demolition waste helps to offset legacy CO2 

emissions from cement production. If direct, gas-solid mineralization of natural rocks can be achieved 

at reasonable time scales and costs, it would represent a NET many times the size of all potential 

fossil fuel emissions. In short, slag-based CO2 emissions reduction is important for the direct 

emissions reductions, but also acts as a stepping stone to larger-scale emissions reduction.  
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Chapter-specific symbol and abbreviation list 
2DS: 2 degrees Celsius scenario 

𝐴: albedo 

AF: Afforestation 

B2DS: 1.5 degree Celsius scenario 

BECCS: Bioenergy with CCS 

BICCS: Bio-industry with CCS 

CCU: CO2 capture and utilization 

CCS: CO2 capture and storage 

CCUS: CO2 capture, utilization, and storage 

CDR: Carbon dioxide removal 

CO2eq: CO2 equivalent radiative forcing 

DACCS: Direct air capture with CO2 storage 

ECS: Earth climate sensitivity 

EOR: Enhanced oil recovery 

EW: Enhanced weathering 

GHG: greenhouse gas 

IAM: Integrated assessment model 

ISM: Iron and steelmaking 

LiB: Lithium-ion battery 

NAP: National adaptation plan 

NDC: Nationally determined contributions 

NET: Negative emission technology 

PETM: Paleocene-Eocene Thermal Maximum 

RE: Renewable energy 

RF: Reforestation 

RRR: Reduce, reuse, recycle 

SCC: Social cost of carbon 

SCP: Shadow carbon price 

SCS: Soil carbon sequestration 

SDG: Sustainable development goals 

𝑇𝑆𝐼: total solar irradiance 

 

𝜎: Stefan-Boltzmann constant 
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Chapter 2: Background of Ironmaking and Steelmaking 
After the power sector, iron and steelmaking (ISM) represents the largest quantity of point source 

CO2 emissions in the world. Emissions stemming from ISM accounted for 2.64 GtCO2eq in 2016 

[Olivier et al., 2017] with ISM production projected to increase ~1.4-2.0 times 2016 levels by 2050 

[Oda et al., 2013]. The production of steel is dominated by the integrated Blast Furnace-Basic Oxygen 

Furnace (BF-BOF) and the Electric Arc Furnace (EAF) (Fig. 2-1 and Fig. 2-2). These processes are highly 

optimized with substantial integration and reuse of waste products making further efficiency 

improvements challenging (Table 2-1) [Fruehan et al., 2000]. In other words, aspects of the ISM 

process that seem wasteful in terms of CO2 emissions are necessary for product quality or 

maintaining cost competitiveness. 

 

 
Fig. 2-1. The history of steelmaking processes since the late 19th century [Grubler, 1998; World 

Steel Association, 2018]. 

 

 
Fig. 2-2. The recent global production of steel by process type [World Steel Association, 2018]. 
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Table 2-1. Comparison of the actual energy and CO2 intensity of the ISM process with theoretical 

and practical minimums [Freuhan et al., 2000]. 

Process 
(product) 

Energy Intensity (GJ/t-product) 
Theoretical minimum 

Practical minimum 
Actual 

CO2 Intensity (kgCO2/t-product) 
Theoretical minimum 

Practical minimum 
Actual 

Blast Furnace  
(crude iron) 

9.8 
10.4 

13 – 14 

1091 
1158 

1447 – 1559 

Basic Oxygen Furnace 
(liquid steel) 

7.9 
8.2 

10.5 – 11.5 

144 
144 

189 – 207 

Electric Arc Furnace 
(liquid steel) 

1.3 
1.6 

2.1 – 2.4 

225 
277 

364 – 416 

Hot rolling 
0.03 
0.9 

0.1 – 3.2 

2 
50 

110 – 132 

Cold rolling 
0.02 
0.02 

1.0 – 1.4 

4 
4 

173 – 243 

 

The ISM process has undergone significant changes and improvements over the last 100 years 

[Emi, 2015], with the bellows furnaces of ancient China and crucible furnaces of ancient India being 

replaced by open hearth furnaces (OHF), Bessemer furnaces, the modern Blast Furnace (BF) and Basic 

Oxygen Furnace (BOF), Electric Arc Furnaces (EAF), and directly reduced iron (DRI). In the modern 

ISM processes, the primary CO2 sources are coke and flux. Coke is used to reduce iron ore generating 

gaseous CO2 as a by-product. Additionally, calcium carbonate is decomposed to CaO and gaseous 

CO2; the CaO is used to remove impurities from molten metal. Innovation continues in ISM as 

evidenced by major projects such as ‘Ultra Low CO2 Steelmaking’ (ULCOS) in the European Union, the 

‘CO2 Ultimate Reduction in Steelmaking Process by Innovative Technology for Cool Earth by 2050’ 

(COURSE 50) in Japan, and work by the American Iron and Steel Institute (AISI) in the United States 

[Junjie, 2018]. Figure 2-3 outlines the major lines of research of these programs. Currently, four 

manufacturing technologies that may lower the CO2 intensity of ISM are at a significant degree of 

maturity: 1) top gas recirculated blast furnace (TGRBF), 2) advanced directly reduced iron supplied to 

electric arc furnace (DRI-EAF), 3) solid-state reduction (COREX), and 4) advanced smelting reduction 

(HIsmelt, HIsarna) [IEAGHG, 2018]. 
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Fig. 2-3. Major research tracks of ULCOS, COURSE 50, and AISI to reduce the CO2 intensity of ISM. 

 

In the TGRBF process, CO2 is removed from the BF gas, leaving a CO/H2-rich gas which is re-injected 

into the BF. Typically, pure oxygen is also blown into the BF to reduce dilution by N2. In essence, the 

TGRBF process increases the utilization of the chemical reduction potential of coke. 

In the DRI-EAF process, the reduction of iron ore is achieved in a solid state generally by way of 

reaction with CH4, CO, and H2. The reduced iron is feed to an EAF along with scrap for steelmaking. 

The process can be intensified by replacing air in the process with pure O2 to yield a pure CO2 off-gas. 

There is a subgroup of DRI processes that use H2 derived from electrolysis of water instead of from 

fossil sources. However, it should be noted that the energy consumption of H2 production via 

electrolysis of water needed to match current ISM production levels would nearly double all energy 

production, making the full-scale practicality of such methods suspect [Wyns et al., 2018]. 

The COREX process utilizes separate reactors to achieve reduction and smelting. The main benefit 

of COREX is the removal of the coking and sintering processes. On the other hand, the ratio of fuel to 

ore is increased compared to extant processes. 

Similar to COREX, advanced smelting reduction processes avoid the coking and sintering steps, but 

reactions occur in a single vessel. In advanced smelting reduction methods, melting and partial 

reduction of ore occur in a cyclone above the molten metal bath. Preheating and partial pyrolysis of 

coal occurs in the bath along with the final reduction of iron oxides to metallic iron. 

Though the novel, low-CO2 ISM methods described above are under development, and a plethora 

of other technologies that aim to leverage renewable energy (RE) are being examined [Philibert, 

2017], the large scale of traditional ISM facilities means that existing assets will likely be used to their 

end of life [Kuramochi, 2017]. This financial reality calls into question the wisdom of waiting for the 

next generation of facilities [Arens et al., 2017]. A growing area of interest is using biological 

resources in place of coal as a reductant source in ISM. In a simplified theoretical framework, use of 

biomass would generate CO2-neutral steel as the carbon was sourced from the atmosphere instead 

of fossil reserves. However, several complications make the concept of CO2-neutral bio-ISM 

untenable. Firstly, flux sources are not covered by biological production. Secondly, it is yet to be seen 

whether existing ISM facilities can be used with biological reductant, or if biological reductant can be 
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reliably used in processing at all [Suopajärvi et al., 2018]. Moreover, the competition for biological 

sources means that purposeful agriculture would need to increase to meet demand, decreasing 

carbon stocks in the biosphere and soils. Moreover, the spatial mismatch between biological 

production and steel production means that a multitude of carbon leakage risks exist across the 

supply chain. 

Reducing CO2 emissions while maintaining ISM assets can be accomplished by post combustion 

capture (PCC) of CO2 with permanent storage in underground geologic formations (CCS). Though 

technically mature, research continues along many avenues in an effort to reduce the cost of CCS 

[Wang et al., 2015]; nevertheless, overall costs have remained essentially flat for the last 10 years 

[Rubin et al., 2015]. This cost is problematic for application to the ISM industry; iron and steelmaking 

have a particularly low profit margin and exposure to global competition. As such, even minor 

efficiency reductions or cost increases threaten the financial solvency of most ISM facilities [Silva and 

de Carvalho 2015]. A functioning global price on carbon (e.g., carbon taxes, carbon border 

adjustments, etc.) would provide the economic certainty for ISM to invest in CO2 capture while also 

driving the development of CCS infrastructure. The same economic difficulties exist for bio-ISM, 

where the price of biological reductant makes the process unfeasibly expensive [Mandova et al., 

2019]. Without such organized, directed international effort, the ISM industry requires a CO2 

reduction technology that can be implemented at close to no capital or operating expense, is robustly 

CO2 negative cradle-to-grave, and has minimal external dependencies. 

The co-generated solid waste of ISM called ‘slag’ provides the opportunity to meet these 

requirements for ~10% of ISM’s CO2 emissions. However, any utilization of slag must not reduce the 

quality or rate of metal produced in ISM and must not negatively impact ISM equipment. In other 

words, the slag utilization process must begin after the slag has been separated from the furnace and 

metallic melt.  
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Chapter highlights 
• Iron and steelmaking depends fundamentally on a reducing agent, which currently is limited 

to carbon-based compounds in industrial-scale systems. 

• The large amount of sunk capital in iron and steelmaking facilities financially discourages 

operators from adopting new equipment. 

• The low profit margins and global nature of the iron and steel industry means that CO2 

reduction technologies that increase the cost of production are unlikely to be adopted 

without strict regulatory action and/or strong government subsidies. 

• The solid waste of iron and steelmaking (called, ‘slag’) can potentially offset roughly 10% of 

current CO2 emissions from iron and steelmaking via conversion of the calcium and 

magnesium content to carbonates. 

• Slag is a highly variable, heterogeneous mineral mélange that varies by iron and steelmaking 

process type, between facilities, within a facility over time, and as a function of the method 

of cooling from the molten to solid state. 

• CO2 mineralization has been researched for 30 years with little progress. 

• The heterogeneous nature of slags results in occlusion of reactive species by unreactive 

species (so called: ‘mineral locking’). Quantification of mineral locking has been overlooked 

by the research community, resulting in a lack of progress in efficient mineralization processes. 

• Direct, gas-solid CO2 mineralization was largely abandoned 15 years ago due to ‘slow kinetics’. 

The tests that led to this conclusion either made unjustified assumptions about, or failed to 

account for, the effect of temperature, CO2 concentration, and relative humidity.  

• Multistep methods, aqueous reactions, chemical/thermal/mechanical activation, and 

extreme operating conditions have been used to accelerate mineralization reactions. 

However, the associated CO2 emissions generally make such processes net CO2 emitters. 

• Two methods that overcome the effects of mineral locking are proposed: 1) centrifugal 

separation, and 2) slow solidification with solid-state quenching. Both methods begin the slag 

treatment process design while slag is still molten. 

• A method to passively mineralization slag via direct, gas-solid reaction is also proposed. The 

process uses flue gas or the atmosphere as a CO2 source, operates at 30 ˚C, and a relative 

humidity of 90%. 

Publications relevant to this chapter 
• Enhanced recovery process of calcium oxide and metals from steelmaking slag with net 

carbon sequestration, Energy Procedia Vol. 114 p.6246-6255 (2017), Corey Myers, Takao 
Nakagaki, and Takuya Mitamura. 
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2.1. Iron and steelmaking process 
The BF-BOF and EAF processes and equipment are briefly described prior to discussing how slag 

can be utilized for CO2 reduction without negatively impacting the upstream processes. Alternative 

ISM methods (e.g., direct reduced iron, COREX) are not discussed due to their currently small market 

share. Modifications to the internal operations of BF-BOF and EAF processes (e.g., top gas recycling) 

that do not significantly impact slag quantity or composition are not discussed. The ISM process 

contains roughly 4 steps: 

1. Preparation of raw materials, 

2. Reduction of iron ore to iron (ironmaking), 

3. Refining of iron to steel (steelmaking), and 

4. Forming and finishing (casting, reheating, and rolling). 

The forming and finishing tasks happen separate from slag and are thus not discussed. The 

chemistry of ironmaking and steelmaking results in off-gases with substantial fuel value; these gases 

are typically fed to a power plant for production of electricity used elsewhere in the process. Figure 

2-4 provides the general connections between the sub-operations comprising ISM via BF-BOF.  

 

 
Fig. 2-4. The material flows between the subprocess of ISM [IEAGHG, 2013a]. 
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2.1.1. Materials preparation 

The solid input materials to ISM are iron ore, scrap metal, coal, and flux. Each input is pretreated 

prior to introduction to the furnace. 

Iron Ore 

Iron ore is a category encompassing various iron oxides (Fe3O4, Fe2O3, FeO˙OH, FeCO3, etc.) which 

typically also contains some amount of non-ferrous material such as silicates and aluminates 

(termed: gangue). Mined iron ore is ground and mixed to generate a homogeneous chemical 

composition. The homogenized iron ore is then sintered or pelletized prior to introduction into the 

furnace. Pore spaces that exist between the agglomerates produced by sintering or pelletization 

allow for the upward flow of gas within the ironmaking furnace. In the sintering process, finely-

ground coke, flux material (typically limestone), and in-house wastes (e.g., iron oxide from rolling 

operations, slag dust) are added to the ground iron ore prior to igniting the mixture at ~1300 ˚C to 

generate a solid product. By premixing the materials, the chemical homogeneity within the 

ironmaking furnace is increased and operations can remain close to the platonic conditions assumed 

in design specifications. In the case of pelletization, iron ore is blended with a binder (e.g., bentonite) 

and flux (typically limestone) prior to forming into balls and baking at ~1315 ˚C. This process 

generates a hard, dense solid with the benefits of a premixed composition. 

Steel Scrap 

In the steelmaking process, steel scrap is mixed with hot metal generated from ironmaking to 

control temperature and the total carbon content. Introduction of steel scrap is done in both the BOF 

and EAF processes. As ironmaking requires substantial coal for heat and ore reduction, usage of scrap 

significantly reduces the CO2 intensity of the overall ISM process. Scrap is generated both in-house 

and purchased from recyclers. In-house scrap is derived from the imperfections in the production 

and finishing of iron and steel. Such imperfections include metal entrained in slag, cuttings, flakes 

from rolling, dust, and material rejected by quality control. The EAF can generally utilize higher 

proportions of scrap than the BOF, though both methods are sensitive to tramp elements (e.g., Al, B, 

Pb) in the scrap. 

Coal 

Coal provides the chemical reduction potential and process heat needed to convert iron oxides 

into metallic iron; it also provides the carbon that will eventually become part of the metal product. 

Bituminous grade coal is converted to a form suitable for ISM called ‘coke’. Compared to bituminous 

grade coal, coke contains much less volatile material and is more porous. Along with its use as the 

fuel and reducing agent, coke acts as a porous support for the iron ore and flux within the BF furnace. 

Coke allows gases to pass up the furnace and contact the solid inputs, generating the iron reduction 

reactions. Due to its use as a physical support mechanism, coke requires not only specific 

thermochemical properties, but also physical strength, hardness, and porosity. 

To convert coal to coke, it is first crushed and gravity-separated to remove low quality coal and 

various gangue material. The crushed coal is then heated under non-oxidizing conditions at ~1200 ˚C 

for ~20 hours. This process drives off volatile materials without converting the carbon content to 

gaseous products. The generated coke is then quenched in water to prevent burning when contacting 

air. Quenched coke is ground, and the fines are often mixed with ore and flux in the sintering process. 

Flux 

Flux is a broad category of materials that are used to react with and remove gangue materials (e.g., 

SiO2, P2O5) from the metallic melt. After binding with gangue, the flux becomes a buoyant liquid that 
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floats atop the metallic melt. This disparate material is called ‘slag’. Based on the chemical principle 

of ‘like dissolves like’, and given that gangue is generally composed of oxides, fluxes are also typically 

oxides. For recovery of ‘acidic’ impurities (e.g., SiO2, P2O5) a basic flux is added (e.g., CaO). 

Analogously, removal of ‘basic’ impurities is achieved with an ‘acidic’ flux. The BF-BOF and EAF 

processes primarily utilize basic fluxes in the form of limestone (CaCO3), dolomite (MgCO3˙CaCO3), 

lime (CaO), and burnt dolomite (MgO˙CaO). Oxides are generally preferred as the decomposition of 

carbonates is highly endothermic and effects control of the furnace temperature. ‘Acidic’ fluxes such 

as quartzite (SiO2) and olivine (Mg2SiO4) are used primarily for precise control of slag properties (e.g., 

basicity, viscosity). 

Refractory 

Refractory material lines the internal walls of the BF, BOF, and EAF. Refractory is often somewhat 

dissolved by the thermochemistry within the furnace and is transferred into the slag phase. The BF 

hearth (containing carbon-saturated liquid iron) is generally carbon-lined. To resist attack from basic 

slag, the steelmaking furnaces are typically magnesia-lined (MgO). Furnaces are often equipped with 

a water-cooled jacket to reduce the rate of attack by molten species. The lower temperatures near 

the refractory-slag interface may generate a layer of solidified slag that acts to protect the furnace 

from dissolution. Equipment that handles and transports molten slag or metal after exiting the 

steelmaking furnace (e.g., ladles, torpedo cars, etc.) are generally magnesia-lined (MgO), zirconia-

lined (ZrO2), or alumina-lined (Al2O3). 

Alloying Materials 

Compounds added to generate specific metallic properties may be captured by slag to some 

degree. Typical alloying elements not found in large quantities elsewhere in the ISM process are B, 

Co, Cr, Mo, Mn, Ni, Ti, and W. 

2.1.2. Ironmaking 

Conversion of iron ore to metallic iron occurs in the blast furnace. Input materials are fed 

continuously into the top of the BF while hot air (sometimes moisture-controlled and oxygen-

enriched) and supplemental fuels are injected through tuyeres near the bottom of the furnace (Fig. 

2-5). Molten slag and molten metallic iron flow down to the bottom of the furnace through the 

thermal reserve zone and are periodically removed through tapholes. The produced metal is 

commonly termed ‘crude iron’ or ‘pig iron’ and contains a large carbon content (~4%). Almost all 

crude iron is sent in a molten state called ‘hot metal’ (~1450 ˚C) to a steelmaking process for further 

refinement. 

 



Chapter 2: Background of Ironmaking and Steelmaking 

 

60 
 

 
Fig. 2-5. Schematic of a blast furnace. 

 

The thermochemical process of ironmaking is captured by a series of reduction steps of iron oxides 

by carbon and carbon monoxide. The representative chemical reactions are shown in Eq. (2-1) 

through Eq. (2-4). Carbon from coke is oxidized to CO2 by injected oxygen, releasing heat. This heat 

drives the melting of the input materials (i.e., ore, flux, and gangue). The generated CO2 is 

subsequently reduced by endothermic reaction with the excess carbon in the coke, forming CO. 

Carbon monoxide acts to reduce iron oxides to metallic iron. Any H2 present from the moisture in 

injected gases and supplemental fuels also serves to reduce iron oxides. 

 

𝐹𝑒2𝑂3 + 𝐶𝑂 → 2𝐹𝑒𝑂 + 𝐶𝑂2 @400 − 700 °C                                                                                     (2 − 1) 
 

𝐹𝑒𝑂 + 𝐶𝑂 → 𝐹𝑒 + 𝐶𝑂2 @700 − 1000 °C                                                                                            (2 − 2) 

 

2𝐹𝑒𝑂 + 𝐶 +  𝐶𝑂2 → 2𝐹𝑒 + 2𝐶𝑂2 @1000 − 1400 °C                                                                       (2 − 3) 

 

𝐹𝑒0 + 𝐶 → 𝑐𝑎𝑟𝑏𝑢𝑟𝑖𝑧𝑎𝑡𝑖𝑜𝑛: melts as eutectic @1400 − 1450 °C                                                 (2 − 4) 
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Metallic iron melts at 1537 ˚C, but the presence of C results in a low melting point eutectic of 

~1150 ˚C (Fig. 2-6). Even so, the metallic iron is maintained at ~1500 ˚C in the furnace in order to 

generate the low viscosity necessary to remove the molten metal by pouring (so-called 'tapping'). 

Molten metal flows into refractory-lined, torpedo-shaped containers which are moved by rail to the 

steelmaking or other refining processes. 

 

 
Fig. 2-6. The phase diagram of the Fe-C system [Bale et al., 2016]. 

 

2.1.3. Steelmaking 

The refining of crude iron to steel involves the reduction of the carbon content (generally to <1%) 

and addition of alloying elements. Current steelmaking is dominated by the BOF and EAF processes. 

In the BOF process, a high-velocity lance injects pure oxygen into the furnace, causing the excess 

carbon content to be oxidized. The EAF process is fundamentally different from the BOF process; an 

electric arc generated between two in-furnace electrodes passes through the solid material, causing 

it to melt and impurities to be oxidized. This oxidation is achieved through oxygen injection, though 

the amount of oxygen required is typically less than the BOF process due to the main charge being 

scrap instead of crude steel (i.e., lower overall carbon content). Electric arc furnaces can be run using 

direct current or alternating current. In direct current EAFs, the current passes from the electrodes 

to an electrode in the hearth; in alternating current EAFs, the current routes between electrodes 

lowered into the furnace. The graphite electrodes are consumed by the process at a rate of ~1-2 kg-

electrode per tonne of steel produced. 

The removal of non-carbon impurities occurs through oxidation and interaction with the flux 

(prototypically, CaO). As silicon is more easily oxidized than iron, it is readily removed. Meanwhile, 

Zinc is eliminated from the melt as a fume. On the other hand, copper, nickel, and tin are difficult to 

remove due to their higher stability than iron in an oxidizing environment. The removal of other 

impurities (e.g., manganese, phosphorous) is dependent on the slag chemistry and temperature. 

After oxidation, addition of some additives can scavenge oxygen from the melt and subsequently 

separate as a slag. It is also common to remove impurities through agitation with inert gas and 

vacuum de-gassing. Even so, the difficulty in impurity removal results in a slag that typically contains 
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a high percentage of iron as FeO. In the EAF process, slag foaming by the release of CO is promoted 

as it creates a thermally insulating layer. 

2.1.4. By-products 

Off-gases 

The thermochemistry of ironmaking results in off-gases enriched in CO and H2; as such, blast 

furnace gases contain significant fuel value and are used to generate electricity in an on-site power 

plant. Along with gaseous components, the flue gases of both ironmaking and steelmaking contain 

elutriated dust particles which are high in iron content. To retrieve this resource, the flue gas passes 

through filter bags, scrubbers, and electrostatic precipitators. The retrieved dust is generally sent to 

the sintering or pelletizing process. 

The chemical composition of the various flue gases in the BF-BOF ISM process are provided in 

Table 2-2. A notable difference between ISM and other point source CO2 emitters (e.g., power plants, 

cement kilns) is the large number of flue gas streams with disparate compositions. Mixing of the flue 

gases is possible but adds significant complexity in terms of piping and the control of the gas 

composition to match the process flow of ISM. Additionally, review of Table 2-3 shows that the CO2 

concentration varies significantly between flue gas streams. The sinter production and the reheating 

furnace contain particularly low CO2 concentrations. Homogenization of the flue gases therefore 

dilutes the high CO2 concentration streams, increasing the specific energy of CO2 capture. 

Additionally, as the sizing of CO2 capture equipment is dictated by the overall gas flow rate, removal 

of the low CO2 concentration streams would result in ~78% smaller equipment with a reduced capital 

expense (CAPEX) and operating expense (OPEX). Given that CCS is necessary to reduce ISM CO2 

emissions and that ISM is sensitive to cost, it is imperative to develop methods that can allow these 

low CO2 concentration flue gases to be omitted from CCS activities. 

 

Table 2-2. ISM flue gas composition. 

 Hot 
stove 

Power 
plant 

Lime 
production 

Coke 
production 

Reheating 
furnace 

Sinter 
production 

EAF 

CO2 27.30% 26.43% 19.41% 14.77% 4.59% 4.81% 10.00% 

N2 65.52% 65.88% 60.24% 69.47% 71.86% 72.65% 58.00% 

O2 0.80% 0.71% 7.77% 5.00% 7.20% 14.90% 0.00% 

H2O 6.38% 6.98% 12.58% 10.76% 16.34% 6.90% 0.00% 

CO 0.00% 0.00% 0.00% 0.00% 0.00% 0.74% 30.00% 

H2 0.00% 0.00% 0.00% 0.00% 0.00% 0.00% 2.00% 
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Table 2-3. BF-BOF flue gas CO2 content. 

Stream 
Stream-specific CO2 

concentration (mol%) 
Contribution to ISM 
CO2 emissions (%) 

Contribution to ISM 
flue gas volume (mol%) 

Hot stove 27.3% 23.7% 17.2% 
Power plant 26.4% 56.1% 42.0% 
Lime production 19.4% 4.1% 4.2% 
Coke production 14.8% 10.9% 14.6% 
Reheating furnace 4.8% 3.3% 7.9% 
Sinter production 4.6% 1.9% 14.2% 
All streams 
merged 

19.8% 100% 100% 

Reheating and sinter 
streams removed 

24.1% 90.7% 78% 

 

Generation of slag 

The majority of flux is introduced with the sintered or pelletized ore as (Ca/Mg)O. Some limestone 

or dolomite may be added directly to the furnace for precise operational control. Directly added flux 

rapidly decomposes endothermically to MgO at 350 ˚C and CaO at 825 ˚C. The calcium and 

magnesium oxide reacts with SiO2, Al2O3, and other impurities in the fusion zone of the furnace, 

generating molten slag. The impurities comprising slag besides sulfur and phosphorous are largely 

insoluble in the metallic melt and thus remain in the buoyant molten slag layer. Sulfur removal 

requires high temperature contact between sulfur-impregnated iron, carbon, and a basic slag to 

generate CaS (this occurs primarily in the hearth). Phosphorous oxides are reduced in the furnace 

and the elemental phosphorus readily dissolves in iron; like sulfur, removal of phosphorous requires 

a basic slag. The slag composition is typically maintained near low temperature eutectics to avoid 

potential solidification within the furnace. Along with controlling the melting point, the viscosity and 

basicity of slag are the primary considerations when designing the slag composition. Slag is normally 

maintained at ~1550 ˚C in order to preserve a low viscosity that allows passage of metal through the 

slag and easy removal of slag by pouring. In general, upon tapping the furnace, the slag is either 

dumped in pits to generate large granules or rapidly cooled by high pressure water jet spray prior to 

grinding for reuse as an additive in cement production. 

 

2.2. CO2 reduction efforts in iron and steelmaking 
Reduction of emissions in ISM occurs along four basic routes: 1) the ever-present societal action 

of reduce, reuse, and recycle (RRR), 2) increased efficiency in the current ISM process, 3) 

modifications and innovations to allow continued use of existing assets, and 4) novel ironmaking and 

steelmaking processes that inherently have lower CO2 intensities. 

Increasing RRR means designing structures and products that require less metal, increased 

maintenance and refurbishment of existing assets, and finding ‘second-life’ and beyond usages for 

metals prior to recycling as scrap to the steelmaking process. Though these actions may have 

implications for the quality and type of metals produced, they do not directly affect the ISM process 

itself. As such, they are not discussed in detail here. Other strategies to reduce ISM emissions do have 

direct implications for ISM operations; from the perspective of the ISM industry, the exposure to 

global markets without a global coverage of a carbon price makes investment in CO2 reduction 
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technologies a purely regulatory requirement, instead of a win-win proposition [Neuhoff et al., 2014]. 

Moreover, there is a lack of niche markets in the ISM industry that may provide the coverage for 

high-risk, high-capital development of new CO2 reduction methods or ISM processes [Smith and 

Raven, 2012]. Without such markets, immature, small-scale novel processes are immediately 

exposed to competition with highly developed, large-scale, entrenched processes. This uneven 

playing field makes rapid uptake and diffusion of low CO2 ISM difficult. Even if local conditions help 

foster investment into novel technologies, the low margins of ISM means that most new processes 

or equipment require a payback period of 2-4 years to be considered for adoption at facilities. This 

standard is particularly difficult for low CO2 technologies to achieve. 

An additional hurdle to rapid uptake of low-CO2 ISM is that the ideal product of a novel ISM 

process is indistinguishable from conventional products. Moreover, iron and steel typically constitute 

only a portion of another product. As such, the purchasing decision for low CO2 ISM is disconnected 

from individual consumers. The undifferentiated and opaque nature of iron and steel makes 

consumer-based choice of the low CO2 option more challenging than, for example, electric vehicles 

[Hoekstra and Refa, 2017]. The lack of coverage from niche markets, a global carbon price, or steady 

government support for full-scale operations means that CO2 reduction technologies need to be low-

risk, low-capital, and viable independent of regulatory policy. At the same time, given the scale of 

CO2 emissions in ISM and the necessary pace of reduction, processes must be easily scalable and 

modifiable to fit ‘on the ground’ conditions. 

A looming issue for the ISM is the need to reduce overall CO2 emissions while iron and steel 

production is projected to increase. The root cause of the growth in ISM is the macro trend of per 

capita steel utilization as a function of per capita GDP. Developed countries tend towards a steady-

state steel stock of roughly 10 tonnes per person [Müller et al., 2011]. The current global steel stock 

is ~4 tonnes per person; thus, along with the projected population growth to 9.7-12.9 billion people 

by 2100 [UN, 2015], there is the projected per capita increase in steel stock. Thus, even with the 

inclusion of best available technology, extensive scrap recycling, and next-generation processes and 

equipment, further efforts are projected to be necessary to reduce the ISM industry’s CO2 footprint 

to be in line with 2DS [JISF, 2018a]. The IEA predicts that by 2050 such novel processes need to supply 

reductions of ~623 MtCO2/y to stay on a 6DS path, and ~765 MtCO2/y to remain consistent with 2DS 

[West, 2015]. 

2.2.1. Process efficiency 

Increasing efficiency in the extant ISM facilities varies greatly by region. Highly developed 

countries such as Japan maintain efficiencies close to theoretical maximums [RITE, 2008], while 

developing nations often have less strict environmental regulation or enforcement and accordingly 

have less efficient ISM processes in aggregate (e.g., China). This effect is due to process efficiency as 

well as the relative amount of BOF and EAF plants [Hasanbeigi et al., 2014]. Increased efficiency in 

ISM hinges primarily upon increased purity and homogeneity of input materials, reuse of fuel value 

in exhaust gases, recovery of materials lost during processing (e.g., iron oxide from rolling operations, 

iron dust), and the recovery of heat from the multitude of high temperature sources in the process. 

2.2.2. Scrap recycling 

Scrap recycling is traditionally defined as the recovery of metal after production and reuse in the 

steelmaking process. This metal may come from in-house losses (i.e., accidental entrainment in slag), 

losses during finishing and fabrication (e.g., cuttings), and from products at their end of life (EOL) in 

society. Roughly 27% of produced metal does not enter into the market as products; roughly 70-90% 
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of this ‘new scrap’ is recycled. Roughly 15% of EOL product scrap is never recovered, while less than 

10% of structural scrap is permanently lost [Enkvist and Klevnas, 2019]. Scrap recycling drastically 

reduces the energy demand and CO2 emissions per unit steel, as the input material is chemically 

much closer to the desired product composition. However, the degree of global EOL recycling of steel 

is already 83% [Pauliuk et al., 2013a] and exceeds 90% in some countries [Almemark and Hallberg, 

2012]. As such, the reduction in emissions due to scrap recycling is expected to asymptotically decline 

as the market is saturated with scrap. Moreover, a few barriers exist for a complete closure of the 

steel cycle. A large portion (4-5%) of recovered scrap is lost to the slag phase during the re-melting 

process [Pauliuk et al., 2013b; Price, 2009]. Moreover, increasing concentration of tramp elements 

due to specialized metal production causes a downcycling of metal [Reck and Graedel, 2012]. The 

most daunting tramp element in steel recycling is copper, which already exceeds acceptable 

concentrations in OECD scrap for many major product groups [Daehn et al., 2017]. Copper cannot be 

removed from steel in traditional steel refining processes, and so represents a permanent 

downgrading of the metal quality [Ohno et al., 2014]. Additional tramp elements such as Nickel and 

tin also must be addressed as their increasing content represents a degradation of steel quality, and 

thus the continued need for primary iron and steel production, with the associated higher CO2 

emissions.  

An additional ‘scrap’ type is hydrocarbon material that is considered waste by society but still 

contains fuel value or reductive potential in the ISM process. This category of scrap is dominated by 

waste plastics and tires [JISF, 2018b]; utilization of this low entropy resource not only lowers the net 

CO2 intensity of society, but also removes the environmental impacts of these materials. 

2.2.3. Fuel switching 

The primary production of iron is the largest source of CO2 emissions in ISM, driven mainly by the 

use of coal as the reducing agent. An alternative reduction method using CH4 (natural gas: NG) in 

place of coal generates iron pellets and briquettes (called ‘directly reduced iron’: DRI) which are 

subsequently feed into an EAF for steel production. This method lowers the emissions relative to the 

BF-BOF route by ~20-30% but requires investment in completely new assets or imported DRI. 

Moreover, the stated reductions are overly optimistic as the CO2eq intensity of NG does not include 

emissions during the extraction and refinement process, raising emissions by ~60% [Alvarez et al., 

2018]. 

The economic incentive for DRI depends on the availability of EAF, the relative price of coal, NG, 

and any relevant carbon price. With the accelerating reduction in coal-fired power plants, and the 

increase in NG peakers to stabilize grids with high RE penetration, the cost of fuel to operate DRI 

compared to a BF may offset the financial incentives from climate change regulation. 

Another fuel alternative to coal is the use of biomass in the traditional BF-BOF process. In its 

natural state, woody biomass is unsuitable for replacement of coal in ISM due to a high moisture 

content, low bulk energy density, differences in the ratio of hydrogen, carbon, and oxygen, and for 

some species, excessive amounts of problematic tramp elements [Suopajärvi et al., 2018]. However, 

biomass can be upgraded to chemical compositions suitable for ISM by way of drying, pyrolysis, and 

charcoaling. Likewise, careful control of wood species, and the portion of wood used, can reduce the 

quantity of unwanted elements. Physical requirements such as hardness and porosity also seem to 

be technically achievable with biomass [Wei et al., 2017]. However, biomass utilization at the scale 

needed to meaningfully impact global ISM emissions represents a large appropriation of land for the 

purpose of ISM. Given the need for precise control of the input material, such biomass-based ISM 
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would likely involve only a few woody species. Such alterations to natural ecosystems, especially the 

replacement of diverse environments with monocultures, results in large CO2 emissions from the 

soils [Huang et al., 2018]. Likewise, even with an unrealistically ideal cycling of CO2 between the 

atmosphere and the dedicated biomass, and ignoring ecosystem feedbacks, there would be a large 

upfront CO2 emissions debt from the initial removal of mature forest [DeCicco and Schlesinger, 2018; 

Sterman et al., 2018]. These environmental feedbacks, along with the full chain of biomass 

production, upgrading, and transport, may very well eliminate the assumed CO2 emissions reductions 

of biomass-based ISM [Fajardy and Mac Dowell, 2017]. 

Regardless of whether biomass-based ISM can overcome the technical and environmental 

challenges it faces, the largest hurdle is the cost of biomass. Competition for biomass from other 

industries, and the competition for land to produce biomass makes it prices restrictively high for use 

in ISM [Mandova et al., 2018; Suopajärvi et al., 2017].  

2.2.4. CCS 

Carbon dioxide capture and storage from ISM is an attractive option for reducing CO2 emissions 

as it does not require changes to the furnace operation or structure. However, application of CCS to 

ISM is more challenging than to power plants. This difficulty is due to the in large part to the multiple 

off-gas streams spread across the BF-BOF process. Each stream has different chemical composition 

and generation schedule [IEAGHG, 2013b]. As such, the decision to separately capture CO2 from each 

stream or to merge streams is not straightforward and is highly case-dependent. Moreover, many 

ISM facilities are old, with varying degrees of retrofitting and maintenance. The non-standardized 

nature of process configurations, combined with the non-uniform nature of the input materials, 

means that the impurity in the off-gases is variable between ISM facilities. Given the degradative 

effects of long-term exposure to impurities (e.g., sulfur, iron ions) on amine solvents, utilization of 

CCS in ISM has a large long-term risk profile. The further issues associated with CCS usage for any 

industry are also present for ISM (e.g., availability and timing of transport and storage infrastructure). 

Typical costs for applying CCS to ISM are around $65-120/t-CO2, with reductions due to learning 

effects to $55/t-CO2 by 2050 under a robust adoption scenario [Leeson et al., 2017]. 

2.2.5. Novel production methods 

Several novel ISM processes with lower CO2 emissions than the BF-BOF process are currently 

under development, with the goal for implementation near the middle of the century. Electrolysis-

based ISM removes the need for carbon as a reductant of iron ore, but the net CO2 emissions are 

fundamentally dependent on the CO2 intensity of electricity generation. Hydrogen steelmaking uses 

H2 in place of coal or natural gas as the reducing agent for iron ore. Subsequently, the iron is 

converted to steel in an EAF. Again, the production of H2 requires substantial energy, so the CO2 

intensity of energy generation still controls the true CO2 footprint of the process. The issue with these 

methods is the requirement for low CO2 electricity above and beyond what is needed for RE to offset 

fossil fuel-based energy production. For example, the final energy consumption for ferrous metal 

production in the European Union was 2.05 EJ in 2016 [Eurostat, 2018]. A low emissions pathway 

would see European Union electricity demand from ISM of 400-500 TWh by 2050 [Wyns et al., 2018]. 

Given that the European Union produces roughly 10% of global steel, the amount of additional RE 

required is staggering. 

Methods that do not rely heavily on RE involve either process intensification (e.g., HIsarna) or 

improved recycling of the exhaust gases (top gas recycling: TGR) from the BF furnace such that the 

full reduction potential of the injected carbon is utilized (e.g., SMART steelmaking) [Hisashige et al., 
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2019]. The HIsarna process utilizes a novel reactor design, so is prone to the difficulties of market 

penetration discussed earlier. The SMART steelmaking process and other systems that can be applied 

during maintenance operations are more likely to see wide adoption. 

 

2.3. Slag 
Slag is the waste stream that results from the combination of impurities in the various inputs and 

the flux. It is primarily composed of calcium silicates in the case of ironmaking and calcium ferrites in 

the case of steelmaking, however a large quantity of other elements are ubiquitously present in slag 

and significantly impact molten and solid phase properties. In the furnace, slag is molten and 

therefore effectively homogeneous at the macroscopic scale. Slag solidification and cooling occur 

outside of the furnace and thus represent a potential pathway for engineering intervention. The rate 

of solidification and cooling of slag fundamentally alters its mineralogy and micromorphology. 

2.3.1. Elemental composition 

The elemental composition of slag is controlled by ISM operators to maintain desired properties 

in terms of impurity removal, metals by-pass, heat transfer, furnace protection, and removability 

from the furnace. However, as the inputs to ISM are naturally occurring materials (ores and coal), 

there is always some degree of undesired or unexpected inclusions. Typical slags contain on the order 

of 10-20 elements at detectable concentrations. This imbues molten slag with a complexity that is 

difficult to completely account for via preemptive engineering. Nevertheless, a large body of research 

has been undertaken by the ISM field to determine the physical mechanisms, or at least consistent 

correlations, connecting slag composition to slag characteristics. Due to this concerted effort, a large 

body of data exists in the literature on extant slag composition. 

A review of the literature was performed to evaluate the range of elemental compositions for 

slags generated in the BF, BOF, and EAF processes. Data from 35 papers covering the period of 1977-

2016 representing slag from BF, BOF, and EAF furnaces was aggregated. The relative distribution of 

each element is shown in Fig. 2-7. The compositions are graphed on three ternary diagrams: CaO-

SiO2-FeO, CaO-SiO2-Al2O3, and CaO-MgO-SiO2 in Fig. 2-8. 
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Fig. 2-7. The distribution of elements within extant ISM slags. 
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Fig. 2-8. The distribution of elements in solid, extant BF, BOF, and EAF slags in terms of the a) CaO-

SiO2-FeO ternary, b) CaO-SiO2-Al2O3 ternary, and c) CaO-SiO2-MgO ternary. 



Chapter 2: Background of Ironmaking and Steelmaking 

 

70 
 

2.3.2. Mineralogical composition 

The primary minerals found in slag are defined by the matrix-making compounds of CaO, SiO2, 

FeXOY, MgO, and Al2O3. A non-exhaustive mapping of the potential mineral structures developing 

from these major elements are shown in Fig. 2-9. It is important to note that the mineral composition 

of slag is not purely dictated its elemental composition. The solidification conditions (e.g., 

solidification rate, oxygen partial pressure, etc.) strongly influence the minerals that emerge from a 

given molten slag solution. Figure 2-10 shows the effects of washing and separation on the 

appearance of a ‘homogeneous’ batch of desilicating slag; the heterogeneous mineralogical nature 

of even a single slag batch is indicative of the inherent inhomogeneity. This innate mineralogical 

complexity in solid slag is quantitatively reinforced by Fig. 2-11 which plots the range of minerals 

found is various BOF slags [Gautier, 2015], EAF slags [Mombelli, 2016], and the above-mentioned 

desilicating slag. A listing of minerals found in XRD analysis of extant BF, BOF, and EAF slags is 

provided in Table 2-4. 
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Fig. 2-9. A mapping of the major matrix minerals of solid ISM slag generated from ternary 

combinations of the primary compounds. 
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Fig. 2-10. A single batch of commercial desilicating slag a) prior to washing and screening, b) silica 

matrix slag with metallic iron inclusions after cleaning, c) dicalcium silicate matrix slag with iron 

oxide inclusions after cleaning, and d) calcium ferrite matrix slag. 
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Fig. 2-11. Example ranges of composition found within solid BOF [Gautier et al., 2015], EAF 

[Mombelli et al., 2016], and De-silicating slag [in house] represented as a) specific sample 

measurements, and b) as a convex hull of said measurements. 

 

Table 2-4. Minerals found in slag from XRD analysis. 

Simple silicates Mixed silicates Aluminates Aluminosilicates Oxides 

SiO2 Ca7MgSi4O16 Al2O3 Al2SiO5 CaO 

Ca3SiO5 Ca3MgSi2O8 Ca3Al2O6 Al6Si2O13 MgO 

CaSiO3 Ca2MgSi2O7 Ca2Al2O5 Ca2Al2SiO7 FeO 

Ca3Si2O7 Ca3Fe2Si3O12 Ca12Al14O33 CaAl2Si2O8 Fe2O3 

Ca2SiO4 CaMgSiO4 CaAl12O19 Ca3Al2Si3O12 Fe3O4 

Mg2SiO4 CaMgSi2O6 MgAl2O4 Mg3Al2Si3O12 Ca2Fe2O5 

MgSiO3 CaFeSiO4 Ca4Al2Fe2O10  MgFe2O4 

Fe2SiO4     

Other minerals: Phosphorous-containing, sulfur-containing, metallic inclusions, carbonates, 
replacements with minor cations. 

 

 

 



Chapter 2: Background of Ironmaking and Steelmaking 

 

74 
 

2.3.3. Crystallinity 

Slag crystallinity varies from purely amorphous to purely crystalline. Amorphous slag is typically 

targeted for use as an additive in cement production (so-called ‘ground granulated blast furnace slag’: 

GGBS) [Horii et al., 2015]. However, recent work has focused on generating an amorphous structure 

as part of heat recovery from slag [Kappes and Michels, 2015; Liu et al., 2016; Shigaki et al., 2015]. 

Regardless of the intended end use, generation of amorphous slag requires rapid cooling from the 

molten state in order to produce homogeneous nucleation and solidification. Due to the 

complications of heat transfer, amorphous slag can only be produced at small sizes (typically <2 mm); 

larger slag will inevitably contain a mixture of crystalline and amorphous phases with the degree of 

crystallinity increasing with distance from the heat transfer surface (cf. Fig. 6 of Gan et al., 2012). On 

the other hand, purposefully slow solidification can eliminate the presence of amorphous phases by 

allowing crystal phases to grow until contacting competing crystals. Additionally, slow solidification 

implies high temperatures which aids in the expulsion of impurities from the crystal structure and 

allows for the restructuring of incidentally-generated amorphous slag to crystalline phases. 

2.3.4. Grain size distribution 

The grain size distribution of slag is dependent on the composition- and undercooling-specific 

nucleation lag time (𝜏), liquid phase diffusion, and thermochemical feedbacks (e.g., latent heat of 

solidification, constitutional supercooling). This complexity makes broadly applicable quantitative 

estimates of grain size distribution (GSD) difficult. The degree to which slow solidification increases 

the GSD can be quantified for specific cases where data is available but is difficult to predict for 

unique compositions and cooling regimes. However, appraisal of the limited data on slag GSD agrees 

with the general theory and data from other fields [Herlach and Feuerbacher, 1986]; namely, slower 

solidification produces larger grains. The available data suggests an alteration in GSD of two to three 

orders of magnitude based on solidification rate (Fig. 2-12). 

 

 
Fig. 2-12. The increase in GSD that accompanies a slower solidification rate. 

 

It is important to note that GSD is compositionally and pathway dependent (i.e., solidification 

history); therefore, the potential spread in GSD is not necessarily constant across slags. Likewise, 

equivalent solidification conditions should not be expected to generate equivalent GSD for 

chemically distinct slags. Example slag GSD gleaned from micrographs in the literature are provided 

in Fig. 2-13 [Gautier et al., 2013] and Fig. 2-14 [Choi and Jung, 2017]. 
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Fig. 2-13. The increase in GSD that accompanies slow solidification and the close matching of 

empirical GSD data with the lognormal distribution [data gleaned from Gautier et al., 2013]. 

 

 
Fig. 2-14. The increasing GSD that accompanies a decrease in solidification rate [data gleaned from 

Choi and Jung, 2017]. 

 

As shown in Fig. 2-13, the GSD is well described by the lognormal approximation applied to the 

mean and standard deviation of the natural logarithm applied to the population of grain diameters 

[Gegner, 2006; Vaz and Fortes, 1988]. In rapidly solidified slags, the GSD of the dominant phase is 

often unnoticed due to physical contact with a distinct grain of the same mineralogy; this effect can 

be overcome by using polarized light in combination with edge detection algorithms [Obara and 

Kozusnikova, 2007]. Additionally, in slags undergoing intermediate solidification rates, it is necessary 

to consider intergranular features that result from reaction diffusion phenomenon and constitutional 

supercooling (cf. Fig. 4(a) of Gautier et al., 2013). Careful examination of ‘grains’ shows a plethora of 

minerals distinct from the bulk mineralogy. Therefore, such ‘grains’ may be regions of distinct 

mineralogical distributions, not necessarily homogeneous minerals themselves. Precise control of 

GSD has not yet been demonstrated in the literature. 
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2.3.5. Particle size distribution 

The particle size distribution (PSD) of freshly solidified slag is dependent upon the solidification 

process employed. Traditional ‘pit cooling’ generates slag ranging from a few millimeters to 10’s of 

centimeters in diameter. Rapid solidification methods (e.g., water jet impingement, centrifugal 

cooling) generate slag with a tighter size distribution, usually in the range of hundreds of micrometers 

to the a few centimeters. Slag processing methods further alter the PSD by impact fractures, abrasion, 

and thermal fracturing. 

Simplification of the PSD into a single distribution is deceptively complicated due to the 

functionally stochastic nature of particle sizes generated upon fracture [Gilvarry, 1961], the large 

number of partial and non-fracturing impacts [Morrison and Cleary, 2008], differences in fracturing 

method [Little et al., 2017], and difficulties surrounding measurement of PSD [Califice et al., 2013]. 

Despite these complications, PSD in fragmentation can be well approximated by a lognormal 

distribution applied with the mean and standard deviation of the natural logarithm applied to the 

population of particle diameters [Åström, 2005; Kolmogorov, 1940]. To generate a synthetic PSD, a 

connection between the mean and standard deviation of the natural log of the particle diameters is 

required. A mix of literature data from fresh slag [Huijgen, 2005; Santos et al., 2013] and that 

generated by ball mills [Kashani et al., 2013; Qi, 2018], and vibrating disk mills [Johnson et al., 2003] 

was aggregated with in-house fresh slag, ball milled synthetic minerals, and mortar-and-pestle milled 

synthetic minerals to arrive at the correlation: 𝜇 = [0.185 × σ] + 0.595; where 𝜇 and 𝜎 represent 

the standard deviation and mean of the natural logarithm of the particle diameters, respectively. 

Using this correlation, it is possible to generate a hypothetical PSD to match empirical data such as 

99% of volume passing a given diameter (𝑋𝑉99) or various population statistics (e.g., volume moment 

mean diameter: 𝑋𝑉𝑀, surface area moment mean diameter: 𝑋𝑆𝑀). While an accurate PSD can be 

determined from direct particle analysis [Vigneau et al., 2000; Đuriš et al., 2016], it is not possible to 

solve the reverse operation uniquely. In short, calculation of PSD is a trapdoor function. An example 

of the application of the lognormal method to extant slag and synthetic mineral PSDs is provided in 

Fig. 2-15. 
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Fig. 2-15. The lognormal approximation of PSD a) compared to empirical data, b) in terms of a 

normalized probability distribution, and c) in terms of the cumulative distribution. 

 

2.3.6. Porosity 

The porosity of slag is affected by the solidification conditions. Rapid solidification methods 

involving water tend to result in very high porosity slags regardless of the details of the process used 

[Loncnar et al., 2017], whereas the porosity in air-cooled slags is sensitive to the equipment [Tobo et 

al., 2014; Kashiwaya et al., 2010]. Porosity is dictated by the exclusion of gas from the solid phase 

upon phase transition from liquid to solid, followed by nucleation of gas pores, Ostwald ripening of 
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the pores, and growth along grain boundaries when present. Detailed characterization of slag 

porosity is not represented in the literature, but porosity development during solidification is well 

studied in the metal casting industry [Atwood and Lee, 2003]. Broadly speaking, slower solidification 

leads to larger pore diameters, longer pore networks, lower pore network tortuosity, and less overall 

porosity [Anovitz and Cole, 2015). Thus, it may be expected that the surface area associated with 

porosity is somewhat stable due to negative feedback mechanisms (i.e., high porosity slags with small 

pore diameters are statistically less connected; highly connected pore networks are typical of lower 

overall porosity with larger pore diameters). Within the small amount of data reported in the slag 

literature, slag porosity ranges from nanometers to millimeters [Navarro et al., 2010]. However, most 

published data is inextricably linked to measurement of total surface area. Because surface area is 

also dependent on the particle size distribution, and most data is reported from population statistics 

or laser diffraction measurements, the relative impact of porosity cannot be reliably ascertained. 

2.3.7. Embodied CO2 and reduction potential 

The primary CO2 emissions embodied in slag come from the initial decomposition of (Ca/Mg)-

carbonates used as flux. However, there are also emissions due to the heating of flux to its 

decomposition temperature, the energy input to drive decomposition, mining and transport of flux, 

and the various pre-charging preparation activities. An additional source of emissions comes from 

materials that are accidentally entrained in slag; namely ferrous species (Fig. 2-16). Ferrous material 

in slag is generally either metallic iron inclusions in the slag matrix or FeXOY (possibly in chemical 

combination with other elements). In either case, the iron in slag has already undergone substantial 

chemical reduction and thus has a large associated CO2 intensity. 

 

 
Fig. 2-16. Desilicating slag with and Fe0 nodule embedded in a silica matrix. Small amounts of iron 

oxide inclusions are visible as rust. 

 

In most modern ISM operations, effort is taken to recover the metallic iron portion of slag via a 

series of grinding and magnetic separation steps. As such, the embodied emissions of ironmaking 

slag are primarily due to the flux material while the FeXOY portion of steelmaking slag can also carry 

a substantial amount of embodied CO2 emissions. Of those emissions, the energy used in heating the 

flux and ore can potentially be recovered to an extent during the cooling process to ambient 

temperature. Similarly, the energy required for decomposition of flux can theoretically be somewhat 
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recovered during the exothermic CO2 mineralization process. The CO2 loss from decomposition is 

obviously undone by the mineralization reaction. 

The optimal reuse of freshly generated slag towards CO2 emissions reductions would clearly 

recycle both the material and thermal potential of slag to the ISM furnaces. However, trade-offs 

between heat and material recovery processes makes it prudent to evaluate the relative potential of 

each towards CO2 emissions reduction. To provide an unbiased comparison, the CO2 reduction 

potential of complete heat recovery and complete material recovery was evaluated.  

Slag was simplified to a ternary composition of CaO-SiO2-Fe0. Potential heat recovery was 

determined on a unit mass basis with an assumed initial temperature (𝑇𝑖) of 1873 K, final temperature 

(𝑇𝑓) of 294 K, and heat transfer fluid temperature (𝑇∞) of 293 K. An estimate of the temperature-

dependent specific heat capacity (𝑐𝑝) of slag was made by separately calculating the 𝑐𝑝 of CaO, SiO2, 

and Fe0. The exergy destruction of the heat exchange from the hot slag to the cold air was calculated, 

ignoring exergy loss to the environment and fluid friction. The recovered energy was converted to 

CO2 by way of the CO2 intensity of the Japanese grid (𝐸𝐼𝐶𝑂2
=0.457 kg CO2/kWh) [MOE, 2018]. The 

calculation is summarized by Eq. (2-5).  

 

kg CO2 avoided

kgslag
= { ∑

mol𝑖

kgslag
∫ ([𝑐𝑝,𝑖𝑇𝑥 − 𝑐𝑝,𝑖𝑇∞] [

𝑇𝑥 − 𝑇∞

𝑇∞
])

𝑇𝑥=𝑇𝑖

𝑇𝑥=𝑇𝑓

𝑑𝑇

SiO2,CaO,Fe0

𝑖

} 𝐸𝐼𝐶𝑂2
            (2 − 5) 

 

The CO2 reduction associated with material recovery was calculated assuming separation into 

pure CaO, SiO2, and Fe0. Calcium oxide was assumed to be used for CO2 mineralization. No CO2 

reduction was assumed for the recovered SiO2. Recovered Fe0 was assumed to be sent to a BOF or 

an EAF for refining into steel. As this recovered material is offsetting further crude iron production, 

the CO2 reduction from FeO recovery was set equivalent to the CO2 emission from Japanese BF 

operation (1.61 kg CO2/ kg crude iron) [Suzuki et al., 2015]. The calculation is summarized by Eq. (2-

6). 

 
kg CO2 avoided

kg slag
= (%massCaO [

molcular weightCO2

molecular weightCaO
]) + (%massFe [

kgCO2,BF

kgFe
])               (2 − 6) 

 

Equations (2-5) and (2-6) were calculated for every 0.5 mass% variation in composition for the 

CaO-SiO2-Fe0 ternary. The results for heat recovery are displayed in Fig. 2-17 and the results for 

material recovery are displayed in Fig. 2-18. The ratio of the composition-dependent results indicates 

whether material or heat recovery is preferable for any composition within the ternary system. This 

ratio is provided in Fig. 2-19. Clearly, heat recovery that eschews material recovery is only 

advantageous for very high SiO2 compositions; even then, the relative benefit is small. 
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Fig. 2-17. Heat recovery potential from slag in terms of avoided CO2 emissions. 

 

 
Fig. 2-18. Material recovery potential from slag in terms of avoided CO2 emissions. 

 

 
Fig. 2-19. The ratio of CO2 emissions avoidance of material and heat recovery methods. 
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When moving from theoretical potential to a realized process, aspects of permanency become 

prominent. Recovered Fe0 retains its low oxidation state over periods of years. Recovered CaO, if left 

in the natural environment, takes up atmospheric CO2. On the other hand, high quality heat energy 

is notoriously difficult to store due to the rapid diffusion of heat to the environment. Though this 

result does not mean there is no role for slag heat recovery methods, the differences in potential 

impact and temporal stability indicate that material recovery-focused operations are likely preferable 

to heat recovery-focused methods. 

Given that the ISM industry already employs methods for iron recovery from slag, the additional 

emissions that can be reduced via slag material recovery are due to the mineralization of CO2 by 

calcium and magnesium. This potential applies to both legacy slags and those yet to be generated. 

Carbon dioxide mineralization with future slag represents emissions reductions for the ISM industry. 

On the other hand, CO2 mineralization using legacy slag constitutes a negative emission as the 

embodied CO2 is already in the atmospheric and oceanic systems. The amount of legacy slag can be 

estimated by multiplying historical iron and steel production data by the slag generation rate per unit 

iron and steel [WSA, 2018]. The total CO2 reduction potential is then determined by multiplying the 

estimated volume of slag by the range minimum and maximum (Ca+Mg) content in slags of the 

relevant furnace type. This analysis yields the legacy quantity of slag in Fig. 2-20a. This value 

represents an upper bound of the negative emissions potential as much slag has been reused as an 

additive in cement production, aggregate in construction, and other such civil works. Nevertheless, 

the gigatonne scale of the resource means that even partial utilization holds significant potential for 

CO2 mineralization. Extending this analysis out to 2100 based on projections of production of iron 

and steel (Oda et al., 2013; JISF, 2018a; Renforth, 2019) yields the potential CO2 emissions reduction 

to the end of the century (Fig. 2-20b, c). 
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Fig. 2-20. The theoretical a) potential negative emissions from legacy slag (WSA, 2018) and 

emissions reduction through CO2 mineralization of legacy and future ISM slag (reference case a: 

Oda et al., 2013; reference case b: JISF, 2018a), b) the projected emissions reductions based on 

shared socioeconomic pathways (SSP) from Renforth, 2019, and c) all projections of cumulative 

emissions reduction to 2100. 

 

The potential moving forward for slag utilization is determined by the quantity of iron and steel 

produced. Though there are trends of increased scrap utilization, less usage of iron and steel in 

products and civil works, and replacement of iron and steel by new materials, there is the 
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counteracting pressure from population increase in developing countries, burgeoning infrastructure 

in developed countries, and the global need for infrastructure to adapt to climate change. As such, 

the production of iron and steel is projected to increase 1.6-2.4 times current levels by 2050 [Oda et 

al., 2013]. Even if novel ISM technologies are realized in that time frame, there are currently no 

methods proposed that eliminate the need for flux addition. Accordingly, the specific emissions 

associated with slag production, and the subsequent CO2 mineralization potential it holds, will not 

change substantially. 

 

2.4. Slag handling and utilization methods 
Even from the start of the 20th century, the potential recovery of valuable materials from slag (i.e., 

iron) and usage as construction material is evidenced in the literature [Kuehl, 1908; Wood, 1908]. 

The economic incentive of recovery of entrained iron has led to the common practice of grinding and 

magnetic separation. Such methods recover upwards of 99% of entrained metallic iron. Concurrently, 

slag is often repurposed for use as an aggregate or additive in cement production. The preparation 

process generally involves rapid cooling followed by grinding. However, in the second half of the 20th 

century, an increasing amount of attention has been paid to the potential for slag to negatively 

influence the local environment through leaching of heavy metals and alkaline materials into the soil 

and waterways. Thus, separate from the economic incentive for iron recovery, a necessity to treat 

slag in such a way to inhibit pollution has become paramount. Whether a regulatory incentive exists 

is location-dependent, but the avoidance of negative public perception is widely viewed as reason 

enough to ensure slag is environmentally inert (as evidenced by information provided to the public 

by ISM companies on their reuse paths of slag). The passivation of slag has been primarily achieved 

through rapid solidification of slag via various iterations of water- or air-based cooling. Rapid 

solidification generates an amorphous structure that is less liable to leach alkaline earth and heavy 

metal species to the environment. Such slag is typically reused as an aggregate in construction. The 

amorphous (primarily) calcium silicate structure of BF slag is amenable to utilization in cement 

manufacturing, where it replaces clinker and thereby reduces the overall emissions of cement 

production. However, only slag of primarily calcium silicate and calcium aluminosilicate composition 

is suitable for such reuse. In other words, most steelmaking slags cannot be used as a clinker 

replacement. Moreover, the market for GGBS is smaller than the quantity of ironmaking slag 

produced, leaving a large portion of slag requiring a different reuse pathway [USGS, 2018]. The 

current reuse of slag is provided in Fig. 2-21. 
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Fig. 2-21. The current distribution of a) slag types, b) usage pathways for all slag, and c) the usage 

pathways by slag type. All values are in mass percent [Horii et al., 2015]. 

 

2.4.1. Thermal recovery pathways 

Chapter 2.2.7 quantitatively demonstrated the larger potential of material recovery from slag than 

heat recovery. Nevertheless, substantial research has gone into heat recovery methods, ostensibly 

motivated by the desire to retrieve additional value from slags while maintaining extant reuse 

pathways as aggregate and GGBS. Heat recovery methods can be separated into wet and dry 

processes. In both instances, slag is converted to a solid phase quickly and the heat is transferred to 

a working fluid (e.g., air, steam). The low-quality steam generated by wet methods has resulted in 

the inability to generate power above the needs for the process itself [Zhang et al., 2013]. Dry 

methods such as a centrifugal solidification and rolled plate solidification have been proven to be 

able to generate more energy than they consume in operations. Due to operational difficulties, these 

processes are limited to recovery of sensible from already solidified slag and have additional loses 

due to production of low temperature air [Nobuyuki et al., 2017]. Moreover, these methods appear 

to have issues with application to steelmaking slags, which are the primary pathway requiring novel 

treatment method. A potentially more critical issue is that the optimal slag for heat recovery would 

be homogeneous with a low thermal conductivity (i.e., an amorphous structure). Generation of 

homogeneous, amorphous materials inherently results in the loss of potential material recovery. 

Conversely, material recovery dictates that disparate materials should be generated in large grains 

to allow for efficient separation (i.e., a heterogeneous, polycrystalline structure). Thus, there is an 

inherent tradeoff in the slag material properties for material and heat recovery purposes. 

2.4.2. Conventional CO2 mineralization pathways 

With the increasing need to implement climate change mitigation methods over the past 30 years, 

researchers have looked to the mineralization of CO2 using slag. Thermodynamics indicate that CO2 

reactions with the (Ca,Mg)-silicates of slag are spontaneous and exothermic [Lackner et al., 1995a]. 

The primary roadblock to implementing such methods are the slow kinetics [Power et al., 2013]. 

Acceleration of the mineralization kinetics for various solids (e.g., slags, cement kiln dust, flyash, 

natural silicate minerals) has been investigated through a variety of reaction schemes and equipment 

[Pan et al., 2012; Romanov et al., 2015; Yuen et al., 2016]. The general process schemes are laid out 

in Fig. 2-22. Many researchers have focused on aqueous leaching of (Ca/Mg) ions from the mother 

compound prior to conversion to carbonates. To achieve this, some combination of chemicals, 

mechanical surface activation, high temperatures, high pCO2, and energy intensive equipment have 

been employed. However, nearly all studies have failed to perform a full life cycle analysis (LCA) 

accounting for CO2 resultant from grinding, chemical production, CO2 separation, and the like. When 
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properly analyzed (cf., Zimmermann et al., 2018) the bulk of methods in the literature are net 

emitters of CO2 [Ncongwane et al., 2018]. 

 

 
Fig. 2-22. The basic CO2 mineralization routes from ISM slag in the literature. 

 

As mentioned, gaseous CO2 mineralization via reaction with solid minerals is not unique ISM slags. 

In fact, such a method was first proposed in 1990 [Seifritz, 1990], with the first rigorous quantitative 

assessments of CO2 mineralization for climate change mitigation emerging from the Los Alamos 

National Laboratories in the mid 1990’s. Researchers initially evaluated direct, gas-solid CO2 

mineralization but found the reaction kinetics to be too slow for industrial application [Butt et al., 

1996; Lackner et al., 1995b; Lackner et al., 1997; Kojima et al., 1997]. These initial tests were 

performed under a pure CO2 atmosphere, at high temperatures, and in a dry environment. Now it is 

well established that relative humidity catalyzes gas-solid carbonation reactions of many minerals, 

including but not limited to: Mg2SiO4 [Kwon et al., 2011; Smith et al., 2014; Xie et al., 2017], Mg3Si-

2O5(OH)4 [Larachi et al., 2010; Veetil et al., 2015], various serpentines [Bhardwaj et al., 2016], MgO 

and Mg(OH)2 [Fagerlund et al., 2012; Fricker and Park, 2013; Highfield et al., 2016], cementitious 

materials [Zhang et al., 2017], CaSiO3 [Longo et al., 2015], and CaO and Ca(OH)2 [Nikulshina et al., 

2007; Funk and Trettin, 2013]. Moreover, the enhancement from water vapor has been shown to be 

most prominent at lower temperatures [McKelvy et al., 2001; Manovic and Anthony, 2010]. While 

this data was being collected, the field of CO2 mineralization in large part migrated to methods to 

enhance kinetics via aqueous reactions, thermal/mechanical activation, chemical treatments, and 

biological enhancement as discussed above. 

In addition to the importance of relative humidity, the mineralogy, crystallinity, and geometric 

effects of slag play a central role in direct gas-solid CO2 mineralization rate and extent. Gas-solid CO2 

mineralization reactions are well modeled by the Shrinking Core Model (SCM) when the diffusivity of 

CO2 through the product layer (𝐷) is known. Along with the previously mentioned papers, there does 

exist literature on the susceptibility of some common slag minerals to reactions with CO2 [Ashraf and 

Olek, 2016; Bodor et al., 2013; Li and Hitch, 2018]. However, explicitly reported 𝐷 are rare for specific 

minerals. Consequently, the results from CO2 mineralization in the literature are difficult to apply 



Chapter 2: Background of Ironmaking and Steelmaking 

 

86 
 

generally. These same deficits are only magnified for amorphous compounds, which are also 

common to slags. As most mineral feedstocks for CO2 mineralization (including slag) are 

heterogeneous, the diffusivity of bulk slag (𝐷𝑏𝑢𝑙𝑘) depends on the mineral mélange. An important 

aspect that has not been quantitatively addressed is the occlusion of reactive minerals from reaction 

with CO2 by surrounding unreactive materials (‘mineral locking’: 𝑀𝐿). Neglecting to account for these 

factors has led the field of CO2 mineralization to a three-decade malaise with little to show in the way 

of process improvement. Despite the development of a variety of processing schemes, the only 

parameter that has generated somewhat consistent positive results is the reduction in the particle 

size of slag (Fig. 2-23) [Bodor et al., 2013; Georgakopoulos et al., 2018; Huijgen, 2005; Rawlins, 2008; 

Quaghebeur et al., 2015]. Unfortunately, the results displayed in Fig. 2-23 do not reflect a full life 

cycle analysis; therefore, the net CO2 mineralization is undoubtedly less than is reported, though 

quantitatively unclear. 

 

 
Fig. 2-23. The historical mineralization performance of slag-based direct CO2 mineralization 

processes as a function of the maximum particle diameter in the sample.  

 

2.5. Novel slag-based CO2 mineralization concepts 
In contrast to traditional slag-based CO2 mineralization methods, the methods proposed in this 

dissertation begin not with solid slag, but with molten slag as it leaves the furnace. By controlling the 

phase transition from liquid to solid, the mineralogy and micromorphology can be modified to 

optimize CO2 mineralization. The molten stage control of slag is divided into two proposed 

technologies: centrifugal separation and in-container solidification (‘MYNA’ process: short for Myers-

Nakagaki). In-container solidification is followed by solid-state quenching. Both methods end with 

passive, gas-solid CO2 mineralization. 

In the case of centrifugal separation, slag-based CO2 mineralization is optional. In place of 

mineralization, the generated pure (Ca/Mg)O can be returned to the furnace as flux. In such a system, 

the CO2 emissions associated with the decomposition of (Ca/Mg)CO3 are eliminated. Additional CO2 

emissions are avoided by the reduction of fuel needed for heating and decomposition of the flux 

material. A simplified process flow diagram (PFD) for the centrifugal process is provided in Fig. 2-24. 
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Fig. 2-24. Centrifugal separation process flow diagram. 

 

The PFD for the MYNA process is shown in Fig. 2-25. The MYNA process is similar to traditional 

slag utilization methods in terms of equipment and the timescale of operation. However, the MYNA 

process differs markedly from traditional methods in the timing and rate of the cooling process. 

Traditional methods attempt to accelerate the phase transition and decelerate the cooling thereafter. 

In the MYNA process, the phase transition is decelerated, and the cooling process is accelerated (Fig. 

2-26). Slow phase transition results in large internal mineral grains while quenching results in efficient 

mineral fracturing and liberation. These effects combine to enhance the CO2 mineralization efficiency. 

 

 
Fig. 2-25. The simplified PFD of the MYNA process.  
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Fig. 2-26. Comparison of the a) timing and b) rate of solidification and cooling in traditional slag 

treatment methods and the MYNA process. 

 

2.5.1. Solidification control: Centrifuging 

Molten slag centrifuging involves the separation of compounds while in the molten state through 

density differences enhanced by centrifugal force (Fig. 2-27). The generated layers of SiO2, MgO, CaO, 

Al2O3, and FeXOY (amongst others) undergo solidification due the compositional dependence of the 

liquidus temperature (𝑇𝐿 ). The sharp boundaries between compounds allows for simple, precise 

separation with CaO, MgO, and FeXOY being returned to the furnace. Alternatively, CaO and MgO can 

be used for CO2 mineralization. Silica, alumina, and other impurities can be sold as aggregates. 

The key difficulty in the centrifuge process is obtaining pure phases prior to the solidification of 

the slag. All slag compositions in ISM are purposefully maintained near low-melting point eutectics 

for reasons of furnace operation. Separation of slag into its constituent oxides necessarily increases 

the 𝑇𝐿. Even at the operating temperature of the furnace, pure silica, alumina, calcium oxide and 

other species will solidify. The only chance to avoid this solidification is to complete separation more 

quickly than the nucleation lag time (𝜏). 

The overall centrifugal process is displayed in Fig. 2-28 with the relevant design and calculation 

methods. Of note is the use of deep neural networks to provide molten slag property estimations 



Chapter 2: Background of Ironmaking and Steelmaking 

 

89 
 

which are used in classical theories and design methods. Extant theories are shown in black text, 

colored text indicates theories or methods novel to this dissertation. 

 

 
Fig. 2-27. Concept of centrifugal separation of molten slag with the potential for premature 

solidification as compositionally disparate phases emerge. 
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Fig. 2-28. The centrifugal separation and solidification process with the relevant theoretical and 

methodological constructs for each portion of the process design. Novel methods and theories 

developed in this dissertation are shown in colored text while black text denotes extant theories. 

 

2.5.2. MYNA process: In-container solidification 

The slow solidification regime of the MYNA process is envisioned to occur within a thermally 

insulated container, similar to the torpedo cars used to transfer molten slags in current ISM facilities. 

Thermal insulation decelerates the temperature decrease, allowing slag to remain close to its 𝑇𝐿 for 

an extended period. This small undercooling (𝑇𝑈) reduces concurrent nucleation of disparate species 

as shown schematically in Fig. 2-29. Moreover, the high temperatures promote structural 

rearrangements and diffusion of compounds in the bulk melt. As a result, the produced slag contains 

large internal mineral grains of only a few distinct minerals. This relationship between the 

solidification time, the GSD, and the mineralogical complexity of slag has a strong empirical base (Fig. 

2-30). 
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Fig. 2-29. Competition between growing crystal grains that occurs under a) large 𝑇𝑈, resulting in a 

many concurrent nucleation events (i.e., small GSD), and b) small 𝑇𝑈, resulting in rarer nucleation 

events and thus more crystal growth prior to interference from other grains (i.e., larger GSD). 

 

 
Fig. 2-30. The correlation of mineral variety and GSD with the rate of solidification. 

 

2.5.3. MYNA Process: Solid-state quenching 

In the MYNA process, in-container solidification is immediately followed by quenching the solid, 

hot slag in water. The resultant thermal shock generates internal stresses and microfractures, 

particularly at grain boundaries between disparate minerals (Fig. 2-31). The isotropic nature of 

thermal stress increases the liberation of disparate compounds compared to traditional grinding 

processes (Fig. 2-32). The liberation of pure compounds from slag allows for Fe0 and FeO to be 

returned to the furnace while calcium and magnesium-bearing minerals are used to mineralize CO2. 

Full liberation also eliminates the inhibition of CO2 mineralization by the sequestration of reactive 

species from the reaction front by neighboring unreactive species (so-called mineral locking: ML). 
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Fig. 2-31. The physical mechanisms underlying mineral liberation via the solid-state quenching 

process. Thermal stresses are concentrated at grain boundaries, the weakest points in 

polycrystalline materials, resulting in thermal microfractures at grain boundaries. 

 

 

 
Fig. 2-32. Comparison of the degree of mineral liberation in a) traditional grinding, and b) solid-

state quenching. Random fracture planes in traditional grinding results in low liberation compared 

to the targeted fracturing at grain boundaries that occurs in solid-state quenching. 

 

The overall MYNA process is displayed in Fig. 2-33 with the relevant design and calculation 

methods. Of note is the use of deep neural networks to provide molten slag property estimations 

which are used in classical theories and design methods. Extant theories are shown in black text 

whole colored text indicates theories or methods novel to this dissertation. 
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Fig. 2-33. The MYNA process with the relevant theoretical and methodological constructs for each 

portion of the process design. Methods and theories novel to this dissertation are shown in colored 

text while black text denotes extant theories. 

 

2.5.4. Passive CO2 mineralization 

Carbon dioxide mineralization using slag is carried out after a prescribed degree of grinding and 

separation. The amount of grinding is determined by the degree of ML which is a function of 

mineralogical composition and the GSD. Additionally, some minerals have a very low CO2 diffusivity 

through the product layer and thus require grinding to small PSD in order to achieve full CO2 

mineralization on timescales relevant to climate change mitigation. Carbon dioxide mineralization is 

achieved as a gas-solid reaction without ‘enhancement’ from chemicals, high temperatures, high 

pCO2, or special equipment. The MYNA process is displayed conceptually in Fig. 2-34.  

 



Chapter 2: Background of Ironmaking and Steelmaking 

 

94 
 

 
Fig. 2-34. Schematic representation of the MYNA process. 

 

2.5.5. Targeted CO2 sources 

As ISM contains various flue gas streams, and slag can only mineralize ~10% of the total CO2, 

determination of optimal gas stream utilization is warranted. Assuming that CCS will eventually be 

applied to ISM to meet climate change mitigation goals, slag-based CO2 mineralization should act in 

a supporting role. In this modality, slag is used to react with the low CO2 concentration, high volume 

sinter, reheating furnace, and potentially the lime gas streams. This results in a reduction of the 

equipment size and operating volume of ~22-26% compared to CCS applied to all ISM off-gases (Fig. 

2-35) [IEAGHG, 2013]. There is the additional benefit of increasing the concentration of CO2 in the 

flue gas streams being sent to CCS which should hypothetically decrease the separation energy 

penalty. 
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Fig. 2-35. The gas volume, CO2 quantity, and CO2 concentration of a) the various flue gases in the 

ISM process and b) the potential merged gas compositions with and without slag-based CO2 

mineralization. 

 

2.6. Novelty and necessity of this dissertation 
This dissertation proposes and develops new methods for reducing CO2 emissions in iron and 

steelmaking. These new concepts were developed based on a realist’s reckoning of the current 

trajectory of climate change mitigation given historical precedents. Bluntly put, a profitable means 

for CO2 emissions reduction that requires little-to-no specialized knowledge or equipment is essential 

for the metallurgical sector. Along those lines, the principles of the proposed technologies are well 

known since antiquity: centrifugal separation, slow solidification, and gas-solid CO2 mineralization. 

The novelty of this dissertation is in the merging of available knowledge into new configurations, 

leveraging of available information in new ways, and generating new data that is of critical 

importance. 

The merger of available knowledge refers to designing a gas-solid CO2 mineralization process from 

the point at which slag is still molten. The phase transition of molten slag is designed to simplify the 

separation of solid species, which in turn are ground to optimize the CO2 mineralization reactions, 

which are conducted at conditions that require the least effort and cost from the ISM operator. In 

the past, each of these processes has been studied in isolation, resulting in optimized sub-processes, 

but impractical full-chain methods. What this dissertation provides are low-tech, low cost methods 
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to operate the full process chain of slag utilization. Though the equipment and processes are simple, 

the underlying design is made deceptively complex by the complicated composition of molten slag, 

the solidification-dependence of the mineralogical makeup of solid slag, and the lack of detailed 

knowledge regarding gas-solid CO2 mineralization. 

To facilitate the design of simple systems, this dissertation leverages deep neural networks to 

predict molten slag properties. Though property predictions based on thermodynamics are widely 

used in the metallurgical industry, their accuracy and speed are insufficient for the solution 

complexity and rapid kinetics of the proposed processes. Deep neural networks were necessary for 

prediction of molten slag density, viscosity, and nucleation lag time. Access to these property 

predictions allowed for process design using such classical theories as Newtonian kinematics and 

Brownian motion. 

In the proposed processes, after solidification, the slag undergoes separation, grinding, and 

reactions with dilute, gaseous CO2. These processes are well described in isolation by geometrical 

statistics and the shrinking core model of reaction and diffusion. However, a dearth of mineral-

specific data (e.g., critical fracture stress, surface energy, CO2 diffusivity) and sample-specific data 

(e.g., particle size distribution, surface roughness) has historically resulted in low reliability estimates 

of the performance of these sub-processes. This dissertation provides a large portion of the missing 

mineral-specific data for common slag compounds and establishes modifications to classic theories 

that accounts for the details of geometric and mineralogical heterogeneity. 

The aggregate product of this dissertation are two novel methods that provide a low-cost, low-

tech means to reduce CO2 emissions in ISM. Additionally, the final stage of these methods (i.e., a low-

cost, low-tech method of direct gas-solid CO2 mineralization) is applicable to legacy slag, other solid 

wastes (e.g., demolition waste), and natural rocks. For the iron and steelmaking industry, these 

methods can reduce current annual emission by roughly 10% and provide 10’s of gigatonnes of CO2 

emissions reduction by the end of the century. Extended to other solid waste streams, these methods 

may provide an additional 10’s of gigatonnes of CO2 mineralization. If applied to natural rocks, the 

limit of CO2 mineralization greatly exceeds the potential CO2 emissions from the burning of all fossil 

fuel reserves. Along with the potential scalability of the proposed processes, it is important to note 

that these processes are profitable and their technical and financial performance increases as the 

cost of renewable energy and battery technology decreases. 
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Chapter-specific symbols and abbreviation list 
BF: Blast furnace 

BOF: Basic oxygen furnace 

CAPEX: Capital expense 

CCS: CO2 capture and storage 

𝑐𝑃: Specific heat capacity 

DRI: Directly reduced iron 

EAF: Electric arc furnace 

EOL: End of life 

GGBS: Ground granulated blast furnace slag 

GSD: Grin size distribution 

ISM: Iron and steelmaking 

LCA: Life cycle analysis 

LiB: Lithium ion battery 

ML: Mineral locking 

MYNA method: In-container solidification with solid-state quenching 

NG: Natural gas 

NET: Negative emission technology 

OPEX: Operating expense 

𝑝CO2: Partial pressure of CO2 

PCC: Post-combustion capture 

PFD: Process flow diagram 

PSD: Particle size distribution 

RE: Renewable energy 

Solar PV: Solar photovoltaic 

𝑇𝐿: Liquidus temperature 

𝑇𝑈: Undercooling 

 

𝜏: Nucleation lag time 
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Chapter 3: Solution property modeling 
In order to design processes and equipment that generate solid slag with traits amenable to CO2 

mineralization and material recycling, it is necessary to have knowledge of the properties of molten 

slag and its transition to the solid phase. The complexity and variability of molten slag compositions 

overwhelms the capabilities of simple data-fitting methods when extended beyond binary or ternary 

compositions [Mills et al., 2011]. The iron and steelmaking (ISM) industry has traditionally relied on 

thermodynamic methods (in particular, ‘Calculation by Phase Diagram’: CALPHAD) to predict the 

properties of molten slags. Meanwhile, the phase transition of slag has typically been modeled using 

‘Classic Nucleation Theory’ (CNT). The use of CALPHAD and CNT began with prediction of the behavior 

of the metallic melt. In this task, CALPHAD and CNT have been extremely successful both in clarifying 

the physical mechanisms at work and in the engineering design of ISM facilities. However, the 

extension of these methods to the slag solution has been hindered by the much greater degree of 

innate complexity. Slag solutions often contain upwards of 10-20 chemical elements which may 

combine in extremely convoluted structures. Moreover, in contrast to metallic melts, molten slags 

are a high ionic strength solution, with much more complicated and diverse interactions between 

component species. This complexity results in a combinatorial explosion within the classic theories 

which has proven to be a severe challenge to the usefulness of both CALPHAD and CNT. While 

CALPHAD and CNT remain much more accurate and robust than mere data-fitting, they have several 

major disadvantages; namely, they: 

• are computationally expensive; 

• provide no indication of prediction confidence; 

• are prone to errors from hidden assumptions; 

• perform poorly in interpolation between data sets; and 

• perform poorly in extrapolation. 

Despite these shortcomings, CALPHAD remains the gold standard for general prediction of 

thermodynamic properties of molten ISM slag and is commonly exploited in software packages such 

as Factsage® [Bale et al., 2016]. Lacking other methods, these thermodynamic properties are often 

used in combination with correlations to prediction non-thermodynamic properties. Likewise, CNT is 

still widely used for prediction of the kinetics of molten slag solidification despite being shown to 

provide erroneous predictions at the solidification rates of interest to ISM. 

In recent years, the advent of cheap, high-powered computing has allowed for the 

implementation of simulations based on quantum mechanics (QM) and molecular dynamics (MD). 

While these methods have been helpful in clarifying the intermolecular physical mechanisms at play, 

they remain underpowered when it comes to simulation of macro-scale, time-dependent emergent 

phenomenon. Taking the current rates of increase in computing power, prediction of macro-scale 

behavior of molten slags from QM or MD remains decades away. 

The difficulty in modeling molten slag solutions is evidenced by the considerable time, money, and 

effort spent on experimental determination of properties despite the availability of cheap, high-

powered computers. Unfortunately, the combinatorial explosion inherent in complex slag solutions 

makes even a global effort of experimental determination of all relevant properties destined to fail. 

An alternative to CALPHAD, CNT, QM, MD, and empirical determination is a class of machine 

learning called ‘Deep Neural Networks’ (DNN). Simplistically, DNN merely perform high dimensional 

data fitting. However, in contrast to traditional data fitting, the mechanisms by which DNN obtain a 
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mapping between inputs and outputs results in predictions with accuracies equivalent to the 

underlying data set [Funahashi, 1989; Hornik, 1991]. This trait holds true even when there are large 

gaps in said data (i.e., DNN resist over-fitting) [Mhaskar et al., 2017]. This trait of DNN, combined 

with the large body of empirical data on molten slags, allows for interpolation between the extant 

datasets. Deep Neural Networks have the added benefits of: 

• low computational load; 

• clear indication of prediction accuracy; 

• no introduction of assumptions; and 

• high skill in interpolation. 

On the other hand, usage of DNN requires a large upfront cost of data collection, training, 

optimization, and the requirement for the human to pose meaningful queries given the available 

data. 
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Chapter highlights 
• Molten slag property estimation is critical for the design of the centrifugal and MYNA 

processes.  

• Molten slag property estimation using established methods and theories is difficult: 

o empirical correlations cannot match the complex behavior of molten slag; 

o thermodynamic methods struggle with the computational load of complex systems 

and are challenged by structural and kinetic properties such as viscosity and 

nucleation lag time; 

o the calculation load of quantum mechanics and molecular dynamics prevents property 

estimation for properties that emerge at large spatial or temporal scales. 

• Deep neural networks are a class of machine learning that can find patterns in high 

dimensional datasets. 

• Properly designed deep neural networks can operate as universal approximators, providing 

predictions at the inherent error of the dataset. 

• Deep neural networks require a large amount of upfront effort through the production of a 

large, diverse dataset and optimization of the network structure. 

• >13,000 data points were gleaned from the literature from 209 sources to produce deep 

neural networks to estimate molten slag density, liquidus temperature, thermal conductivity, 

viscosity, and nucleation lag time. 

• Deep neural networks produced: 

o estimation of molten slag density and liquidus temperature at accuracies equivalent 

to or exceeding extant methods. 

o estimation of thermal conductivity and viscosity at a much higher accuracy than any 

method reported in the literature while also covering a wider compositional space. 

o the first ever prediction of nucleation lag time for unique compositions. 

• Deep neural networks were enhanced by feeding the output of deep neural networks of 

simple properties (e.g., liquidus temperature) as an input into more complex properties (e.g., 

nucleation lag time), so-called ‘bootstrapping’. 

• Bootstrapping was used to narrow the field of potential classical theories that explain 

nucleation lag time by demonstrating that the ‘influence’ of viscosity is a spurious correlation 

rather than of mechanistic significance. 

Publications relevant to this chapter 

• Prediction of nucleation lag time from elemental composition and temperature for iron and 
steelmaking slags using deep neural networks, ISIJ International Vol. 59 No. 4 p.687-696 
(2019), Corey Adam Myers and Takao Nakagaki. 
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3.1. Traditional methods 
The metallurgical industry has a long history working with and modeling molten melts including 

metals and slags. The work of countless academic and industrial researchers has resulted in the 

maturation of thermodynamic, molecular dynamic, and quantum mechanical simulations of molten 

systems. This body of work includes both the measurement of ground truth data and the knitting of 

this data into consistent theoretical frameworks. This herculean effort should not be undervalued. In 

fact, it is through the work of experimentalists and theorists that the limits of classical theoretical 

frameworks can be perceived. As will be discussed briefly in Chapter 3.1.1 and 3.1.2, classical theories 

have reached a level of sophistication and detail where the return on investment on further analysis 

is greatly diminished. This fact is especially true for prediction of highly complex solutions and for 

non-thermodynamic properties that emerge at large spatiotemporal scales. Iron and steelmaking 

slags are particularly complex, with compositions including more than a dozen elements being 

commonplace. Additionally, the design of the MYNA and centrifugal processes rely upon the 

emergent, non-thermodynamic properties of viscosity and the nucleation lag time. As such, 

traditional methods are inherently incapable of supplying the predictions needed for process design. 

3.1.1. Calculation by phase diagram 

The CALPHAD method operates by calculating the Gibbs energy of phases in a system based on 

the temperature, composition, and pressure. The Gibbs energy of the system is then minimized by 

varying the set of stable phases given initial conditions. From this minimization, the phase 

compositions, phase quantities, and the molar Gibbs energy of the phases and system are predicted. 

From information of the phase distribution, many other thermodynamic properties can be predicted. 

However, not all properties of interest have a robust theoretical connection to the outputs of the 

CALPHAD method (e.g., viscosity). Thus, a correlating function is required to predict non-

thermodynamic properties from CALPHAD outputs. As the only empirical data underlying the 

CALPHAD method is the phase composition, there is no method to quantify the uncertainty of a given 

prediction without already having equivalent experimental data. Moreover, when calculations occur 

at compositions with little-to-no data, CALPHAD utilizes data from density functional theory (DFT) 

databases to fill in the lacking information. Density functional theory is a simplification of quantum 

field theory and thus has inherent assumptions which may vary from database to database. As such, 

the choice of DFT database can lead to topological changes in phase diagrams and thus altered 

predictions from CALPHAD [Sundman et al., 2015]. Due to the combinatorial explosion that occurs in 

complex systems, and the dearth of empirical data, quaternary and higher interactions are generally 

ignored in CALPHAD methods [Kattner, 2016]. However, it is well-established that even quaternary 

interactions significantly modify the molten structure, interactions, and traits of slag [Min and 

Tsukihashi, 2017].  

In the CALPHAD method, the accuracy of a prediction is inextricably linked to the precision at 

which the calculation of the phase diagram is performed (i.e., the global minimization of the Gibbs 

energy). Given that slag is a chemically complex solution, the computational load to perform this 

global minimization is significant [Foundation of Computational Thermodynamics, 2016]. The  

number of calculations (𝑁) scales as Eq. (3-1) where 𝑑 is the number of dimensions (i.e., number of 

assumed indivisible compounds under the system conditions), 𝐺 is the number of grid points in the 

phase diagram, and Ο indicates the order of magnitude of the calculation load [Ljungberg et al., 2010]. 

The increase in calculation load with system complexity is shown graphically in Fig. 3-1. 
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𝑁 = Ο(𝑑2𝐺𝑑)                                                                                                                                               (3 − 1) 

 

If errors due to falling into local minima are to be avoided, a sufficiently high-resolution calculation 

must be adopted (i.e., small grid spacing). The connection between 𝐺, 𝑑, and prediction precision (𝑞) 

is provided by Eq. (3-2) [Piro and Simunovic, 2016]. This process is described graphically in Fig. 3-2. 

 

𝐺 =
(

1
𝑞 − 1) !

(
1
𝑞 − 𝑑) ! (𝑑 − 1)!

+ 𝑑                                                                                                                       (3 − 2) 

 

 
Fig. 3-1. The increase in accuracy accompanying a decrease in grid spacing in the CALPHAD method. 

 

 
Fig. 3-2. The increase in computational load that accompanies problem dimensionality and desired 

precision in the CALPHAD method. 

 

3.1.2. Density functional theory and molecular dynamics 

The alternative to thermodynamic methods of liquid solution property prediction is calculation of 

bulk properties from the numerous interactions of individual molecular units. This ‘bottom up’ 

method is generally realized using DFT or MD simulations using simplifying assumptions about 
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particle interactions. In reality, these two methods operate at very different levels of precision. 

Density functional theory is used primarily for understanding the shape and character of single or a 

small number of molecules extremely accurately. On the other hand, MD is used to understand 

emergent behavior from the innumerable interactions of said molecules. Given that the behavior and 

nature of slag is an important aspect of furnace operation, altering the composition of slag is unlikely 

to be accepted by the ISM industry. Rather, understanding the macroscale properties and behavior 

of slag within a narrow chemical composition space but large temperature range is the primary focus 

of DFT simulations. Therefore, DFT and other QM methods are useful only in so much as they provide 

insight into why certain characteristics exist; the task of converting that fundamental knowledge into 

operational changes is the purview of humans or theories that capture emergent behavior (e.g., MD). 

The interactions of even a small mass of material at the molecular scale are, from the perspective 

of humans, functionally infinite. A simple calculation clarifies the conundrum. If each molecule could 

be completely modeled by a single bit, a cubic centimeter of molten Ca2SiO4 (roughly the volume 

necessary to observe operationally meaningful macroscopic behavior) would require ~11022 bits to 

provide a static model. Molecular dynamics simulations require a time step of ~110-15 s to achieve 

accurate results [Choe and Kim, 2000]. The current fastest supercomputer in the world, the Sunway 

TaihuLight supercomputer, performs ~11017 calculations per second. The nucleation time lag (𝜏) 

for slag ranges from ~1100 - 1104 seconds. Therefore, to observe the macroscopic behavior of 

slag using MD would require continuous calculation for ~11012 - 11016 years using the world’s 

fastest computer. This issue is well known in the MD field as noted in the review of the state of the 

art of MD by Sosso et al. (2016) “…crystal nucleation is a rare event that can occur on time scales of 

seconds, far beyond the reach of any conventional MD framework... we are almost always forced to 

base our conclusions on the ancient grounds of classical nucleation theory”. 

 

3.2. Deep neural networks 
In contrast to traditional theories, deep neural networks (DNN) contain no fundamental 

assumptions about the mechanisms of a phenomenon or an underlying mathematical framework. 

Deep neural networks instead rely upon mapping input data to an output. As DNN are universal 

approximators, they are innately able to find extant patterns in high dimensional data. Moreover, 

the lack of a single theoretical underpinning allows for DNN to be used for prediction of 

thermodynamic and non-thermodynamic properties. An additional benefit of DNN is they can expose 

the inherent error of the underlying dataset, thereby providing an appraisal of the state of the art of 

classical theories. Thus, DNN can be used to focus attention on classical theories or experimental 

conditions that have the most room for improvement. 

3.2.1. Fundamentals of DNN 

Neural networks (NN; alternatively, artificial neural networks: ANN) are a subgroup of brain-

inspired machine learning architectures loosely based on the architecture of animal central nervous 

systems. Neural networks are characterized by an interconnected system of simple calculations 

(‘neurons’) linking a set of input data (e.g., elemental composition) with some output of interest (e.g., 

𝑇𝐿). Deep neural networks contain multiple layers of neurons. The outputs of a layer of neurons act 

as inputs to the next layer of neurons. Despite DNN recent explosion of use across science and society, 

ANN are an old technology that have gone through several periods of substantial excitement 

followed by significant disappointment. Deep and shallow neural networks are in a class of machine 

learning methods that do not explicitly define rules or patterns. These methods have seen a 
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significant resurgence compared to user-defined methods in recent years due primarily to the advent 

of large data sets and high computational power [Cardon et al., 2018]. With sufficient data and 

computational power, such methods can find patterns that have hitherto avoided detection or 

classification by humans (e.g., image and speech recognition).    

In DNN, the layers of neurons between the input values and output(s) are termed the hidden 

layers. All outputs and inputs contain a weighting factor which are the primary points of manipulation 

during calculation optimization (‘learning’). In addition to inputs from the previous layer, each neuron 

also receives a bias function which is modified during optimization. The weighted inputs are summed 

by a neuron and added to the bias prior to performing some form of rectification (i.e., normalization 

of outputs) using an ‘activation function’ (Fig. 3-3). The most widely used activation functions are the 

tanh (Eq. 3-3), sigmoid (Eq. 3-4), and rectified linear units (ReLU) functions (Eq. 3-5), though 

presumably any function is acceptable. These activation functions are displayed in Fig. 3-4. 

 

tanh:            𝑌(𝑥) =
[1 − exp(−2𝑥)]

[1 + exp(−2𝑥)]
                                                                                                     (3 − 3) 

 

sigmoid:      𝑌(𝑥) =
1

[1 + exp(−𝑥)]
                                                                                                       (3 − 4) 

 

ReLU:            𝑌(𝑥) = max(0, 𝑥)                                                                                                                (3 − 5) 

 

 
Fig. 3-3. Calculations occurring within a single ‘neuron’ in a DNN. 
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Fig. 3-4. The most widely used activation functions in DNN. 

 

Outputs move through the DNN layers, progressively modifying the initial inputs until reaching the 

output in a process termed ‘forward propagation’ as shown in Fig. 3-5. The output(s) (𝑜) is (are) 

compared to the ground truth data (𝑦) to determine the error of the estimate. The performance of 

the DNN as a whole is calculated by the ‘cost function’ (𝐶). The 𝐶 is a function of the network weights, 

the network biases, the inputs of a single training problem, and the ground truth data being 

estimated. Due to weighting factors and biases initially being randomly applied, and the large number 

of weights in the network, it is overwhelming likely that the initial DNN prediction has a large error. 

The widely utilized 𝐶 are: sum squared error (𝑆𝑆𝐸) per Eq. (3-6), cross-entropy error (𝐶𝐸𝐸) per Eq. 

(3-7), exponential cost (𝐸𝐶 ) per Eq. (3-8), Hellinger distance (𝐻 ) per Eq. (3-9), Kullback-Leibler 

divergence (𝐾𝐿) per Eq. (3-10), generalized Kullback-Leibler divergence (𝑔𝐾𝐿) per Eq. (3-11), and the 

Itakura-Saito distance (𝐼𝑆) per Eq. (3-12). In Eq. (3-6) through Eq. (3-12), 𝑖 indicates a single training 

example and 𝑛 is the number of examples in the training set. In Eq. (3-8), 𝜖  is a constant to be 

optimized. Though presumably any definition of error could be used, some are inherently more or 

less well suited to high dimensional data. For example, Euclidean distance is generally a poor error 

function in high dimensional, noisy data due the accelerating expansion of higher order terms. Data 

is driven closer to the edges of the hypersphere or hypercube than to other data, smearing out the 

differences that make data meaningful [Aggarwal et al., 2001]. 

 

𝑆𝑆𝐸 = ∑(𝑜𝑖 − 𝑦𝑖)2

𝑛

𝑖=1

                                                                                                                                  (3 − 6) 

 

𝐶𝐶𝐸 = ∑[𝑦𝑖log10(𝑜𝑖)] + [(1 − 𝑦𝑖)log10(1 − 𝑜𝑖)]

𝑛

𝑖=1

                                                                           (3 − 7) 

 

𝐸𝐶 = 𝜖exp [
1

𝜖
∑(𝑜𝑖 − 𝑦𝑖)

2

𝑛

𝑖=1

]                                                                                                                    (3 − 8) 
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𝐻 =
1

√2
∑(√𝑜𝑖 − √𝑦𝑖)

2
𝑛

𝑖=1

                                                                                                                         (3 − 9) 

 

𝐾𝐿 = 𝑦𝑖log𝑒 (
𝑦𝑖

𝑜𝑖
)                                                                                                                                      (3 − 10) 

 

𝑔𝐾𝐿 = ∑ 𝑦𝑖log10 (
𝑦𝑖

𝑜𝑖
)

𝑛

𝑖=1

− ∑ 𝑦𝑖

𝑛

𝑖=1

+ ∑ 𝑜𝑖

𝑛

𝑖=1

                                                                                           (3 − 11) 

 

𝐼𝑆 = ∑ [
𝑦𝑖

𝑜𝑖
− log10 (

𝑦𝑖

𝑜𝑖
) − 1]

𝑛

𝑖=1

                                                                                                              (3 − 12) 

 

 
Fig. 3-5. The evolution of input values during forward propagation through hidden layers of 

neurons leading to a predicted output value. 

 

Once an error has been calculated, the degree to which the error is caused by each weighting 

function and bias in the DNN is calculated by flowing the error backwards through the DNN in a 

process called ‘backpropagation’ (Fig. 3-6). Backpropagation is achieved by moving along the 

negative gradient of the cost function for each weight and bias in the DNN (Fig. 3-7). 
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Fig. 3-6. Schematic of error attribution to weights in a DNN through backpropagation. Large weights 

are indicated by heavy lines and accordingly share more responsibility for the prediction error. 

 

 
Fig. 3-7. Schematic representation of the error surface (vertical direction) of a DNN. 

Backpropagation improves the output by moving along the negative gradient of the error surface. 

 

Due to the interconnected nature of the DNN structure and the large number of adjustable 

parameters, it is infeasible to manually adjust the weighting factors and biases to improve the 

prediction accuracy. The advent of powerful computers allows for larger and more complicated DNN 

by automating the backpropagation calculations. To accelerate prediction improvement, a ‘learning 

rate’ (Γ) is applied to the updating of the weighting factors. The incremental improvement in the 

accuracy of the DNN by updating weights such that the overall function moves along the negative 

gradient of the cost function is termed ‘stochastic gradient descent’ (SGD). Stochastic gradient 

descent applied to DNN finds the global minima of the error function [Du et al., 2018]. A large Γ 

rapidly descends the gradient surface. This quickly finds a minima but has a higher probability of over 

shooting the global minima. Conversely, a low Γ causes the training time of DNN to increase but is 

less likely to miss steep gradient minima. Many variations of backpropagation with gradient descent 

exist. Stochastic gradient descent is the dominant algorithm, but methods that attempt to accelerate 
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learning by training on a small subset of examples are also common (e.g., ‘batch gradient descent’, 

‘mini batch gradient descent’) [Ruder, 2017]. A particular version of the gradient descent method 

termed ‘resilient backpropagation’ aims to remove the tradeoff between training at a reasonable 

speed and the potential for overshooting minima [Riedmiller, 1994]. Contrary to traditional 

backpropagation, each weighting factor (𝑤) has its own learning rate (Γ𝑤) which is adjusted by the 

sign of the partial derivative of the error function instead of by its magnitude. The Γ𝑤 is increased 

when the sign of the partial derivative is consistent across steps and decreased when the sign changes. 

The update to the weights is given by Eq. (3-13) where 𝑠 is the step. Figure 3-8 displays the concept 

of resilient backpropagation. 

 

𝑤𝑖
𝑠+1 = 𝑤𝑖

𝑠 − Γ𝑤,𝑖
𝑡 × sign of (

𝜕𝐶𝑠

𝜕𝑤𝑖
𝑠)                                                                                                     (3 − 13) 

 

 
Fig. 3-8. Schematic of the mechanisms of resilient backpropagation. 

 

Once a DNN has been trained to a desired accuracy, its prediction ability on novel data must be 

tested to ensure that overfitting has not occurred. A trained network simply takes in inputs and 

provides an output(s); that is, the network performs a single pass of forwards propagation with no 

backpropagation or updating of weights. Empirically, DNN appear resilient against overfitting when 

compared to traditional data-fitting methods; nevertheless, overfitting can occur [Arpit et al., 2017; 

Feng et al., 2018]. Overfitting can be largely suppressed by training a DNN with different 

combinations of training and testing data and averaging the predictions, so-called ‘k-fold cross 

validation’ [Borra and Di Ciaccio, 2010] (Fig. 3-9). The ‘k-folds’ in the process name represent the 

number of dissections of the training set. It is generally the case that 10-fold cross validation provides 

the optimal return of overfitting suppression at the minimum computational load. It is also 

acceptable to run k-fold cross validation where the final estimate uses the median prediction as 

opposed to the mean prediction; this serves to nullify the effect of extreme outliers on the data [Yu 

and Clarke, 2015]. An additional countermeasure against overfitting is training a DNN using different 

initial random weights, so-called ‘repetitive weight randomization’ (RWR) as shown in Fig. 3-10. By 
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altering the initial weights, local minima in the error surface of a specific dataset are suppressed. The 

number of potential local minima grows exponentially with the parameter number [Kawaguchi, 

2016]. As such, identical architectures trained on identical data will often converge to different 

solutions if provided different initial weights. Disparate local minima in practice have similar error 

rates, but the distribution of errors are distinct. This variance is often viewed as a defect, but it can 

be exploited through wisdom of the crowd methods [Caruana et al., 2004; Ugander et al., 2015] 

(WoC; termed an ‘ensemble’ in the machine learning community). Wisdom of the crowd methods 

are particularly suited to high dimensional combinatorial problems such as those facing molten slag 

property prediction [Yi et al., 2012]. Ensembling can generate large error reductions as evidenced by 

its success in machine learning competitions [Deng, 2009]. 

 

 
Fig. 3-9. Schematic representation of cross validation using 3 folds of the data. 

 

 
Fig. 3-10. Schematic representation of RWR where the values of the initial weights are represented 

by the width of the lines. 

 

The order of magnitude of the computation load (Ο) for a trained DNN with a simple forward pass 

structure is related to the number of neurons and layers, as shown in Eq. (3-14), where 𝑛𝐿 is the 

number of layers, 𝑛𝑁,𝑗 is the number of neurons in the current layer (𝑗), and 𝑛𝑁,𝑗+1 is the number of 

neurons in the next layer. 

 

Ο ( ∑ 𝑛𝑁,𝑗[1 + 𝑛𝑁,𝑗+1]

𝑛𝐿−1

𝑗=0

)                                                                                                                     (3 − 14) 
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3.2.2. Ancillary tasks 

Though the focus of DNN research is squarely on the inner construction and working of the DNN, 

there are a large number of ancillary tasks required to supply data to, and analyze data from, the 

DNN. Such tasks include data collection, formatting, input selection, question posing, data extraction 

and conversion, verification, optimization, and function extension (Fig. 3-11). Each of these tasks is 

touched on lightly below. 

 

 
Fig. 3-11. Ancillary tasks in generating DNN predictions. 

 

Data Collection. 

Of the tasks necessary to implement DNN, the aggregation of data is the most fundamental. The 

strength of DNN is to find patterns in high dimensional data that remain cloaked from human 

intuition. As the dimensionality of a data set increases, so does the minimum amount of data 

necessary to recognize an innate pattern. This data quantity is further increased by any noise in the 

data from inherent stochasticity, empirical errors, and imprecise data transfer (e.g., rounding). As the 

foundation of DNN is data, any biases in the underlying data will transfer to the DNN results 

unannounced. Therefore, the first principle in data collection for application to DNN is to avoid the 

instinct to reject data that ‘seems’ erroneous (cf. Table 2 of Han et al., 2016 for an example of data 

cleaning). Most critically, the ‘cleaning’ of data assumes that the human actor knows something of 

merit about the underlying nature of the problem at hand. However, DNN are employed specifically 

for problems where humans have failed to find simplifying patterns or mechanistic explanations. As 

such, even if reliable trends or correlations are known about a given problem, it is improper to impose 

those patterns on the DNN by preselection of a subset of data. Put another way, it is possible that 

the seemingly erroneous data actually contains relevant information about the problem that humans 

have failed to recognize. In short, removal of outliers is tantamount to removal of useful information. 

There is also a more practical issue at hand. Empirical errors are an inherent facet of human 

experience and activities. No information can be known with perfect accuracy and precision. The 

degree of confidence one should have in a prediction is in many cases equally, or more, valuable than 
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the prediction itself. If outliers are removed from the data, the confidence of the prediction will 

exceed the ground truth variability of the system of measurement. 

Along with the pitfall of ‘cleaning’ data, a common error is the lack of data to cover the problem 

one wishes to solve. Even though DNN resist overfitting better than other statistical methods, it is 

impossible to predict patterns that rely on mechanisms not contained in the information of the input 

data. Another common error is driving a DNN to predict a pattern accurately at the expense of 

prediction quality for other patterns; this occurs when the distribution of training data is heavily 

biased. 

In short, a decrease in the signal to noise ratio (𝑆 𝑁⁄ ) comes with an increase in the quantity of 

data required to map to the output. Human and range-imposed biases in the data are learned by the 

DNN as ‘truth’ and become inextricably mixed with valid data in the process of generating predictions. 

To avoid such invisible bias propagation, data cleaning should be strictly avoided, and data should be 

obtained from multiple sources and experimental methods. Though unique data points are 

inherently more valuable to the performance of a DNN than numerous repetitions of functionally 

similar systems [Burda et al., 2018], there is undoubtedly much to be gained simply by increasing the 

amount of data [Dernoncourt et al., 2017]. As demonstrated by Sun et al. (2017), the accuracy of a 

DNN increases roughly linearly with the order of magnitude of the data quantity. However, currently 

there is no theoretical underpinning for the quantity of data to bring a DNN to a desired accuracy or 

generalizability.  

Data formatting and problem definition. 

The mere collection of a large and diverse data set is not sufficient to generate quality predictions 

from a DNN. The DNN is simply a statistical tool and has no means to makes accurate predictions if 

there is not a meaningful connection between the input data and the output. Accordingly, it is the 

job of the human to determine what is the question to be asked (e.g., what is the viscosity of an 80 

mass% Ca2SiO4, 10 mass% Ca2Fe2O5, 10 mass% Al2O3 solution at 1749 K) and what information is 

worthwhile to provide to the DNN (e.g., the color of the furnace is not useful information while the 

pO2 of the atmosphere is useful). Inclusion of input data that is not connected by physical mechanism 

to the output adds noise to the signal the DNN is attempting to distill. As such, even highly correlated 

data degrades performance if it is not mechanistically connected. Herein lies a key stumbling block 

for the use of DNN; deep neural networks are most useful for problems not currently understand by 

humans, but the computer requires the human to decide what data is important to the problem. This 

dilemma is particularly challenging for image and voice recognition, where there does not appear to 

be an inherent fundamental building block from which patterns emerge. For ISM slag, and other 

systems with strict physical interpretations, the fundamental building blocks are the same as those 

in classical physical theories (e.g., elements, temperature) [Gabbard et al., 2018; Gilpin, 2018; Ye et 

al., 2018]. In the case of chemical solutions (e.g., molten slag), interactions occur through electrons. 

The structure of electron clouds dictates their interactions and so can be captured by the elemental 

composition. Moreover, the chemical composition can be assumed to be largely homogeneous for 

molten slags. This means that all information about spatial orientations can be removed, reducing 

the input data to a simple ratio of chemical species in the melt. Additionally, molten phase molecular 

interactions are necessarily stochastic and numerous, but the properties of interest are emergent at 

the macroscale, allowing for the average kinetic energy of the molecules to be described using the 

absolute temperature without loss of meaningful information. The patterns gleaned from the input 
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data are then iteratively compiled in each layer of the DNN to generate increasingly complex 

structures and concepts.  

Upon determination of the problem definition and the appropriate input information, the data 

must be formatted such that a DNN can efficiently utilize it in training. As the fundamental units of 

molten slag are physical, and the properties of interest contain a relatively low degree of emergent 

complexity, it is appropriate to provide data in units that have been defined by universal constants 

(e.g., moles, Kelvin). Usage of more complex parameters (e.g., ‘basicity’) injects human bias into the 

DNN analysis. Along with physically meaningful units, it is important to normalize the inputs to the 

smallest and largest instance in the dataset. This imposes the boundary within which the DNN must 

find patterns and helps to prevent numerical effects from concealing physical phenomenon. 

Moreover, this normalization to the underlying data is mathematically necessary in order for the DNN 

to operate as an universal approximator [Castro et al., 2000]. Inputs scaling orders of magnitude can 

obscure data at the extremes of the dataset; in such instances it is necessary to logarithmically 

transform the data such that the differences between datapoints remain discernable. 

Data extraction and conversion. 

In general, DNN are used to generate predictions of emergent properties from more fundamental 

properties or traits. Given its emergent character, the optimal form of the output is an open question. 

The simplest answer is to simply match the standard way the output is reported in the literature. 

However, this may not have the clearest connection to the underlying physical mechanisms 

generating the property. It is often beneficial to consider what is the key feature of the output 

property and then reimagine the output in terms of this trait. This inherently requires a conversion 

between reported data and this new property. Not all conversions are directionally possible or 

symmetric, so care must be taken not to inject a systematic error. 

Verification. After a DNN has been trained its performance must be tested on unseen data. This 

serves to determine the true prediction accuracy of the DNN. If there is substantial deviation in the 

DNN prediction error between the training and verification set, then this is an indication of overfitting 

to the training data. Overfitting tends to be avoided due to the mechanics of the internal calculations 

of DNN using SGD. However, this requires that the training data is representative of the verification 

data. Given that data must be separated prior to use into training and testing data, it is a common 

issue for overfitting to occur due to improper data coverage in the training set. Training of strictly 

separate DNN using different subsets of the same underlying data, and then taking some amalgam 

of their prediction is a powerful method to largely eliminate this issue. 

A question that receives little attention, but is of critical importance, is the selection of an error 

metric. Due to historical reasons, the root mean squared error (𝑅𝑀𝑆𝐸) is still the dominant error 

metric reported in scientific literature (Eq. (3-15)). However, error statistics that rely on a squaring 

of the error (e.g., SSE, RMSE) emphasize large magnitude errors at the expense of clarity on the 

behavior of the population as a whole. Moreover, they inherently assume that the error distribution 

is normal and unbiased [Willmott and Matsuura, 2005]. When no privilege is to be given to any data 

points the mean absolute scaled error (𝑀𝐴𝑆𝐸) per Eq. (3-16), mean absolute error (𝑀𝐴𝐸) per Eq. (3-

17), and mean bias scaled error (𝑀𝐵𝑆𝐸) per Eq. (3-18) are more appropriate. These error metrics are 

also preferred when multiple data sources are used and when interpretability is valued. The 𝑀𝐴𝑆𝐸 

is an appropriate measure of overall performance, the 𝑀𝐴𝐸 is useful when the inherent error of a 

measurement approaches the value of the parameter being measured, and the 𝑀𝐵𝑆𝐸 is useful in 

determining if estimates are centered around the data or if there is a fundamental bias present. 
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𝑅𝑀𝑆𝐸 = √(
1

𝑛
∑[𝑜𝑖 − 𝑦𝑖]2

𝑛

𝑖=1

)                                                                                                                (3 − 15) 
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1

𝑛
∑

(𝑜𝑖 − 𝑦𝑖)

𝑦𝑖

𝑛

𝑖=1

                                                                                                                         (3 − 18) 

 

Optimization. 

One of the primary criticisms of DNN is that they constitute a ‘black box’ from which no insight 

can be gleaned. However, understanding the mathematical workings that provide DNN with 

predictive skill has led to method to gain functional insight on the studied problems and how to 

leverage these methods to further enhance DNN [Shu et al., 2017]. Lin et al. (2017) demonstrated 

that probability distributions inherent in the universe are particularly compatible with the internal 

mathematics of DNN. The fact that the universe occupies a small volume in the space of 

mathematically possible universes radically reduces the potential pattern recognition space of DNN. 

Moreover, most of the phenomenon of interest at the temporal and spatial scales of interest to 

humans derive from an emergent hierarchy of interactions; this hierarchical emergent structure is 

emulated in the calculation architecture of DNN [He et al., 2016]. Ergo, DNN are innately more skillful 

than shallow neural networks at generating and analyzing complex phenomenon [Baral et al., 2018]. 

Retrieval of results from the intermediate hidden layers of DNN show the emergence of concepts 

that are intuitive to humans [Bau et al., 2017]. This seems to support the proposition that the 

hierarchical structure mirrors the emergent complexity of the output. Given that complexity can 

theoretically increase with the number of layers of a DNN (‘depth’), it is reasonable to expect highly 

emergent phenomenon to require a deep structure. On the other hand, it has been proven that if 

the width (i.e., the number of neurons per layer) of the hidden layers never exceeds the width of the 

input space, then no degree of depth will result in recovery of the universal approximator feature 

[Johnson, 2018]. While a single hidden layer acts as an universal approximator given an infinite width 

and infinite accuracy of the activation functions [Barron, 1994; Cybenko, 1989], single layer NN are 

rarely used in practice because it is exponentially more efficient to train deeper networks than 

shallow networks [Lin et al., 2017]. Moreover, it has been proven that arbitrary accuracy can be 

achieved with DNN using a finite number of neurons with a depth that scales only logarithmically 

with the number of inputs [Rolnik and Tegmark, 2018]. However, as the width dictates the number 

of combinations of inputs, wider networks are more ‘expressive’. In other words, wider networks are 
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more likely to generate combinations of inputs that relate to underlying physical realities instead of 

simply fitting the data. The reason for these ‘concepts’ to emerge is related to the robustness of 

calculations. Physical laws broadly guide processes, with the noise from functionally stochastic 

and/or random situational details causing minor deviations from the ‘ideal’ path. By developing the 

equivalent of physical laws in the internal calculations, DNN are able to produce more generalizable 

predictions. This increased generalizability is enhanced by the removal of neurons from deeper layers 

(‘pruning’). Pruning acts as a data compression step, forcing the DNN to remove extraneous data 

[Huang et al., 2018; Shwartz-Ziv and Tishby, 2017]. 

There exists a menagerie of variations on the basic DNN structure theme, with various additional 

connections between neurons being the primary feature [Van Veen, 2016]. However, recent work 

has shown that the apparent performance increases from novel DNN structures can be achieved 

simply by careful exploration of the depth-width-pruning space [Shallue et al., 2018]. The main 

reason for avoiding the optimization problem is a matter of time. With DNN becoming increasingly 

deep in recent years, the number of potential structures is too numerous to explore in practical time 

scales. However, for physical systems, the necessary network size is generally small, making structure 

optimization a tractable problem. Even so, it is prudent to reduce the number of potential networks 

by setting a general order of priority. As pruning is used to compress data and increase 

generalizability, it is only useful if a given unpruned structure is skillful. Therefore, the system 

performance over the possibility space of depth and width is first evaluated. Once the saddle points 

or asymptotic points become clear, the least complex networks are modified via pruning. 

 

3.3. Density estimation 
The density (𝜌) of molten slag is an important operating parameter within ISM furnaces as it 

partially dictates the speed and degree to which slag and the molten metal separate from one 

another. In general, the composition-dependent molar volume is calculated commonly with a 

temperature dependency [Xin et al., 2017]. The primary difference between models is how 

compositional interdependencies are handled. Though available models provide highly accurate 

predictions (generally, 𝑀𝐴𝑆𝐸 < 3%), they generally cover relatively limited composition space, with 

the most recent models covering the quaternary composition space. The increasingly complex 

potential interdependencies of molar volumes as the dimension of the melt composition is not well 

accounted for in extant models. Moreover, quantitative information on the temperature 

dependencies of the plethora of minor inclusions ISM slags remains lacking in the literature. For real 

slags, with their more complex compositions, in-house data fitting is commonly used to generate 𝜌 

estimates. 

The 𝜌  of ISM slag was estimated by training a DNN on 776 data points from the literature. 

Compared to typical DNN, this is an extremely small amount of data. However, the simple nature of 

the problem and the relative ease with which humans have been able to predict 𝜌 is suggestive that 

a small dataset may be sufficient. The width and depth of the network were modified until the saddle 

point of the error was determined. Progressively extreme pruning was applied until the optimal 

structure was found. To avoid overfitting, 10-fold cross validation was applied; however, due to the 

highly accurate predictions, no RWR was applied. The optimized structure has an initial width 

expansion (𝜛) of 4, followed by pruning (𝜓) by 50% into 3 hidden layers. The 𝑀𝐴𝑆𝐸 and median 

absolute squared error 𝑀𝑒𝑑𝐴𝑆𝐸 were 0.87% and 0.44%, respectively. The performance, structure, 

and data composition are provided in Table 3-1. The composition space covered by the DNN is shown 
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in Fig. 3-12. The predicted 𝜌 is plotted against empirical 𝜌 in Fig. 3-13. In Fig. 3-14, the 𝑀𝐴𝑆𝐸  is 

compared with that from a recent partial molar volume-based method as a function of melt 

composition and complexity [Xin et al., 2017]. Figure 3-15 plots the accuracy of the DNN results and 

those of Xin et al. (2017) against the number of data points; in both model types, increasing data 

quantity corresponds to an increase in prediction accuracy.  

 
Fig. 3-12. Range of density data used in training DNN plotted on CaO-SiO2-FeO, CaO-SiO2-Al2O3 ,and 

CaO-SiO2-MgO ternary diagrams. 

 

  
Fig. 3-13. DNN predicted and empirical molten slag density. 
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Table 3-1. Performance and structure of the DNN predicting molten slag density. 

Property: Density (𝝆) 

Performance 

𝑀𝐴𝑆𝐸 0.87% 

𝑀𝑒𝑑𝐴𝑆𝐸 0.44% 

𝑀𝐵𝑆𝐸 -0.05%  

R2 0.97 

Structure 

Input # (𝐼) 9 

Width 
(𝜛 = 𝑛𝑁,1 𝐼⁄ ) 4 

Depth 3 

Pruning rate per layer 
(𝜓 = 𝑛𝑁,𝑖+1 𝑛𝑁,𝑖⁄ ) 50% 

Structure 
(in full neuron number) 

9 (36-18-9) 

Data 

Range (kg/m3) 2131 - 4620 

Range (K) 1002 - 2616 

Range (mol%) 

Al (0-40) 

Ca (0-26) 

Fe (0-42) 

Mg (0-26) 

Na (0-40) 

O (47-67) 

Si (0-33) 

Ti (0-24) 

Training data 
Testing data 

776 
332 

Source # 18 
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Fig. 3-14. Comparison of DNN and partial molar volume-based predictions of molten slag density. 

 

 
Fig. 3-15. The increased prediction error that coincides with low data quantity for DNN and 

traditional prediction methods of molten slag density. 

 

3.4. Liquidus temperature estimation 
In contrast to 𝜌, the liquidus temperature (𝑇𝐿) is a notoriously difficult property to estimate purely 

from the composition and temperature. This difficulty arises because of the low melting point 

eutectics between the various constituents of slag. For an isobaric solution, there intrinsically exists 

a temperature at which liquid and solid phases coexist (𝑇𝐶 ). Due to difficulties in experimentally 

measuring 𝑇𝑐, the ISM industry generally reports the 𝑇𝐿 or solidus temperature (𝑇𝑆), which straddle 

the 𝑇𝑐  at higher and lower temperatures, respectively. In solutions, these temperatures can in 

general be reduced by the mixing of species. The depression of 𝑇𝑐 is roughly linearly proportional to 

the molal concentration of the solute at low concentrations. The mechanism of this behavior is the 

increase in entropy that comes with the addition of a dissimilar sized solute [Hitchcock and Hall, 1999; 
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Koschke et al., 2015]. The increased entropy drives the solution to favor the liquid phase at a given 

energy content (i.e., 𝑇). Ergo, this effect is to a first approximation non-chemical and occurs even 

between neutral compounds. At a higher solute concentration, the linearity of this phenomenon 

breaks down due to the increased variety of solute-solute, solvent-solvent, solute-solvent, and multi-

component interactions. The slag system is further complicated by the existence of chemical 

interactions, making the simplifying assumptions of a Lennard-Jones liquid inapplicable. The situation 

is further obfuscated by the slag composition in the ISM process deliberately being maintained near 

eutectic points to ensure slag remains molten and low viscosity in the furnace. This complexity makes 

traditional data-fitting methods completely unsuitable for estimation of 𝑇𝐿  as shown in the 

estimation proposed by Mills et al., (2011) in Fig. 3-16. With large datasets, a larger number of fitting 

parameters, and a smaller compositional space, accurate estimations of 𝑇𝐿 can be produced using 

simple empirical correlations [Dong et al., 2019]. Alternatively, CALPHAD methods can be used to 

estimate the 𝑇𝐿 as they are built atop a mapping of empirical phase diagram data. Unfortunately, 

these phase diagrams are incomplete in compositional space, with gaps filled by estimates from 

density functional theory which in turn relies on assumptions that differ between methods and 

databases [Palumbo et al., 2014]. In fact, there remains no microscopic theory relating the 

thermodynamics of the first order liquid-solid phase transition to the structure of the solution. 

 

 
Fig. 3-16. Example of the large errors associated with prediction of liquidus temperature using 

traditional data fitting. 

 

The 𝑇𝐿 of ISM slag was initially estimated using DNN trained on 2222 data points from 38 sources 

in the literature. The structural optimization method was the same as that used for 𝜌 estimation: 

namely, the performance as a function of width and depth was first determined, followed by pruning 

of deeper layers for particularly skillful architectures. To avoid over-fitting, 10-fold cross validation 

was applied, but no RWR was applied. The optimized structure had an initial 𝜛 = 8 followed by a 

single hidden layer with 𝜓 = 50%. The 𝑀𝐴𝑆𝐸 and 𝑀𝑒𝑑𝐴𝑆𝐸 were 2.44% and 1.37%, respectively. 

This is indicative of the inherent empirical error in the underlying dataset and not a measure of ‘error’ 

by the DNN proper. The results are plotted for a subset of the data (not seen by the DNN during 

training) in Fig. 3-17 against predictions from CALPHAD [Hallstedt, 1990]. Recall that CALPHAD also 

performs data-fitting to predict 𝑇𝐿, therefore the performance is expected to be roughly equivalent 

between DNN and CALPHAD.  
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Fig. 3-17. DNN and CALPHAD predictions of 𝑇𝐿 plotted against empirical data. 

 

The performance of the initial DNN reflected that of CALPHAD, which is by design close to the 

inherent empirical error of the dataset. However, the DNN was not trained on solutions containing 

many of the trace elements common to slag. To rectify this, additional data was gathered, focusing 

on trace impurities. The total training data count for the 2nd generation DNN was 3490, coming from 

76 sources with the dimensionality (i.e., the number of elements) increasing from 9 to 23. It was an 

open question as to whether the increasing dimensionality of the problem space would overwhelm 

the inclusion of more data. The structural optimization method was performed on the new data, 

again with 10-fold cross validation, but without repetitive weight randomization. The resulting 

optimized structure differed from that of the 1st generation DNN. The initial width increase was only 

𝜛 = 2 instead of 𝜛 = 8. The decreased width is believed to be due the additional data providing 

constraints on relevant emergent parameters. The depth increased from 2 to 3 hidden layers. The 

increase in depth is hypothesized to be due to the higher complexity of the systems with trace 

impurities. The 2nd generation DNN performed slightly better than the 1st generation DNN in terms 

of 𝑀𝐴𝑆𝐸 , 𝑀𝑒𝑑𝐴𝑆𝐸 , and R2 (Table 3-2). The logic behind this seeming paradox is that DNN that 

receive a wider variety of information must make better models of the world in order to find the 

underlying physical patterns. Table 3-2 also provides the DNN structures and input data compositions 

for both generations of DNN. The composition space covered by each DNN is provided in Fig. 3-18. 

The performance of the 1st and 2nd generation DNN is plotted in Fig. 3-19 and Fig. 3-20, respectively. 

The general performance of the 2nd generation DNN is compared with that of a recent empirically-fit 

model and the CALPHAD-based software, FactSage [Dong et al., 2019] in Fig. 3-21.  
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Table 3-2. Performance and structure of the DNN predicting molten slag liquidus temperature. 

Property: Liquidus temperature (𝑻𝑳) 

    1st Generation 2nd Generation 

Performance 

MASE 2.44% 2.34% 

MedASE 1.37% 0.93% 

MBSE 0.04% -0.20% 

R2 0.95 0.97 

Structure 

Input # (𝐼) 9 23 

Width 
(𝜛 = 𝑛𝑁,1 𝐼⁄ ) 

8 2 

Depth 2 3 

Pruning rate per 
layer 

(𝜓 = 𝑛𝑁,𝑖+1 𝑛𝑁,𝑖⁄ ) 
50% 50% 

Structure 
(in full neuron 

number) 
9 (72-36) 23 (46-23-12) 

Data 
  

Range (K) 1093 - 2877 673 - 2877 

Range (mol%) 

Al (0-40) (0-40) 

B --- (0-40) 

Ba --- (0-33) 

C --- (0-11) 

Ca (0-50) (0-50) 

Cl --- (0-67) 

Cr --- (0-21) 

F --- (0-67) 

Fe (0-50) (0-50) 

K --- (0-67) 

Li (0-66) (0-67) 

Mg (0-50) (0-50) 

Mn --- (0-18) 
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Na (0-66) (0-67) 

O (33-66) (0-82) 

P --- (0-29) 

S --- (0-17) 

Si (0-33) (0-33) 

Sr --- (0-43) 

Ti (0-33) (0-33) 

V --- (0-29) 

Zn --- (0-3) 

Zr --- (0-26) 

Training data 
Testing data 

2222 

952 

3490 
1496 

Source # 38 76 
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Fig. 3-18. Range of liquidus temperature data used in training DNN plotted on CaO-SiO2-FeO, CaO-

SiO2-Al2O3 ,and CaO-SiO2-MgO ternary diagrams. 
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Fig. 3-19. 1st generation DNN prediction vs empirical 𝑇𝐿. 

 

 
Fig. 3-20. 2nd generation DNN prediction vs empirical 𝑇𝐿. 
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Fig. 3-21. 𝑇𝐿 prediction performance for the 2nd generation DNN, a recent empirically-fit model, and 

CALPHAD a) as a function of temperature and b) for different compositions. 

 

Using the trained 2nd generation DNN, the composition dependence of 𝑇𝐿 across the CaO-SiO2-

FeO and CaO-SiO2-Al2O3 ternaries was mapped in Fig. 3-22 and Fig. 3-23, respectively. Comparison 

with CALPHAD generated mappings (Fig. 3-24 and Fig. 3-25, respectively) shows good agreement. 

The effect of impurities on 𝑇𝐿 for slag compositions relevant to ISM was then analyzed by first 

determining the 𝑇𝐿 of industry average BF, BOF, and EAF slag compositions (Table 3-3) and adding in 

small amounts of various impurities. Impurities were added as compounds, introducing additional 

elemental components beyond the targeted element. The results for BF, BOF, and EAF slag are 

provided in Fig. 3-26, Fig. 3-27, and Fig. 3-28, respectively. The 𝑇𝐿  is extremely sensitive to the 

impurity being added as highlighted by Fig. 3-29, demonstrating the usefulness of the DNN for the 

ISM industry. 
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Fig. 3-22. DNN prediction of 𝑇𝐿 for the CaO-SiO2-FeO system. 

 

 
Fig. 3-23. DNN prediction of 𝑇𝐿 for the CaO-SiO2-Al2O3 system. 
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Fig. 3-24. Comparison of the prediction of 𝑇𝐿 for the CaO-SiO2-FeO system from a) CALPHAD 

[Chuang et al., 2009], b) DNN. 

 

 
Fig. 3-25. Comparison of the prediction of 𝑇𝐿 for the CaO-SiO2-Al2O3 system from a) CALPHAD 

[Haccuria et al., 2016], b) DNN. 
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Table 3-3. Industry-average slag compositions in mass percent. 

Element BF slag BOF slag EAF slag 

Al 6.56% 0.00% 3.40% 

Ca 16.36% 24.47% 15.61% 

Fe 0.00% 10.06% 12.74% 

Mg 4.74% 4.39% 5.25% 

Mn 0.00% 1.23% 1.66% 

O 58.54% 53.28% 54.35% 

Si 13.80% 6.57% 6.99% 

Additives: B (as B2O3): 1-5%; C (as CaCO3): 1-5%; F (as CaF): 1-5%; K (as K2O): 1%; Li (as Li2O): 1-
5%; Na (as Na2O): 1-5%; P (as Ca3(PO4)2): 1%; S (as CaSO4): 1-3%; Ti (as TiO2): 1-5%; V (as V2O5): 
1-5%; Zr (as ZrO2): 1%. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 



Chapter 3: Solution property modeling 

 

137 
 

 
Fig. 3-26. Effect of trace elements on the 𝑇𝐿 of industry-average BF slag. 

 

 
Fig. 3-27. Effect of trace elements on the 𝑇𝐿 of industry-average BOF slag.  

 

 
Fig. 3-28. Effect of trace elements on the 𝑇𝐿 of industry-average EAF slag.  
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Fig. 3-29. Alteration to ISM slag 𝑇𝐿 as a function of impurity type and concentration.  

 

3.5. Thermal conductivity estimation 
In the context of ISM, the thermal conductivity (𝜅) of slag is a critical feature to maintain efficient 

operations and the fitness of the furnace. The 𝜅 of slag largely dictates the degree of heat loss from 

the metallic melt and the heat transfer to the furnace lining. In addition to ISM operations, the 𝜅 is a 

key factor for designing treatment options for slag as it dictates the rate at which cooling can be 

applied under given geometric and environmental conditions. Given that the solidification and 

cooling process are the primary engineering control points determining the mineralogy and 

micromorphology of solid slag, knowledge of the 𝜅 is crucial for slag treatment or reuse schemes. 

Along with practical interest, 𝜅 is an open area of theoretical research. It is widely believed that 𝜅 is 

intimately related to the underlying silicate melt structure. Due to difficulties in high temperature 

measurement, 𝜅  data in the literature contains substantial noise and variation between 

measurement methods. This low 𝑆 𝑁⁄  ratio further complicates the already difficult task of producing 

a theory which captures the emergent behavior of 𝜅 across a diverse compositional space. 

At the molecular level, quantized thermal energy (phonons) are absorbed through lattice 

vibrations. This behavior is captured by Eq. (3-19) (Debye’s equation), where 𝑐𝑉 is the specific heat 

capacity per unit volume, 𝑣 is the phonon velocity in the medium, and 𝑙𝑚𝑝 is the mean path length 

of the phonon. 

 

𝜅 =
1

3
𝑐𝑉𝑣𝑙𝑚𝑝                                                                                                                                             (3 − 19) 
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In a molten state, the largely disordered structure alters the 𝑙𝑚𝑝 via scattering of phonons at sites of 

silicate depolymerization [Kang and Morita, 2006]. The number of scattering sites (𝑛𝑋) is related to 

the temperature as Eq. (3-20) where 𝑅 is the gas constant and 𝐸𝐴 is the activation energy to break a 

bond in the silicate structure. 

 
1

𝑛𝑋
∝

1

exp(𝐸𝐴 𝑅𝑇⁄ )
                                                                                                                                    (3 − 20) 

 

Conceptually, higher temperatures break more bonds, resulting in more scattering and thus a 

shorter mean free path of the phonons. Additionally, phonon-phonon interactions disrupt the free 

movement of phonons. The 𝑙𝑚𝑝  is predicted to be ~ 1 𝑇⁄ . At high temperatures, the quantity of 

phonons is posited to be proportional 𝑇 , therefore the phonon-phonon interactions ∝  phonon 

number ∝ 𝑇 [Kittel et al., 1996]. 

In addition to thermal effects, the composition clearly effects the 𝜅. Starting from a purely silicate 

network, the addition of any new species results in at least a reconfiguration of the structure, if not 

necessarily a relative decrease in order. Silicates contain covalent bonds in the basic SiO4 tetragonal 

unit (i.e., between silicon and the binding oxygens) and ionic bonds between basic oxide cations and 

non-bridging oxygens. Basic oxides (e.g., CaO) tend to shorten 𝑙𝑚𝑝, both due to their shorter bond 

lengths and due to the disruption of the silicate network [Ammar et al., 1982]. Even at the level of 3-

ary or 4-ary systems, prediction of 𝜅  is notoriously inaccurate. Slags encountered in actual ISM 

operations typically contain >6 major species and two to three times as many trace compounds. This 

degree of complexity engenders a combinatorial explosion on estimates of structural variation that 

further reduces the skill of traditional methods. 

Several researchers have used general correlations to estimate the 𝜅  of molten slag. Most 

commonly, the relative quantity of ‘non-bridging oxygens’ (NBO) [Mills, 1993], the viscosity (𝜂 ) 

[Hayashi et al., 2001], or the optical basicity [Hayashi et al., 2001] are used in such correlations. The 

use of NBO attempts to directly indicate the structural aspect of a melt that effects the 𝜅: that is, the 

relative quantity of covalent and ionic bonds. This strategy is based on the fundamental observation 

that phonon resistance is lower across covalent bonds than ionic bonds. This method has had relative 

success for simple systems [Nagata and Goto, 1984], but has been shown to be limited in application 

[Kang et al., 2014] due to the plethora of potential structures even in simple silicate systems [Freitas 

et al., 2015], the amphoteric nature of some common slag constituents such as Al [Park et al., 2008], 

the influence of multivalency [Kang et al., 2012], and the importance of other factors such as cation 

size [Sukenaga et al., 2006]. The use of 𝜂 or optical basicity as a correlating factor for 𝜅 is based on a 

strong empirical correlation [Susa et al., 1994] and the theoretical co-dependence on the underlying 

structure of a melt [Mills et al., 2011]. However, the co-dependence on structure does not mean that 

the underlying mechanisms are equivalent (in fact, they are most definitely dissimilar), nor does it 

mean that the structural elements of importance are alike. These facts become increasingly apparent 

as the complexity of a melt increases, highlighting the spurious nature of these correlations 

[Matsushita et al., 2011]. 

The 𝜅 of ISM slag was estimated by training a DNN on 694 data points from 14 sources. The typical 

structural optimization method was employed (modification of width and depth followed by pruning 

of deeper layers). Over-fitting was suppressed by 10-fold cross validation. No RWR was applied. The 
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optimized structure required an expansion of the first hidden layer by 16 times the input number 

with 5 layers of hidden neurons. Each successive hidden layer was pruned 50%. The relatively deep 

structure and wide initial layer is compatible with the widely held assumption that 𝜅 is a result of 

complex structural interactions within the molten melt. 

Despite the small data count and the known difficulty in estimating thermal conductivity, the 

prediction errors were significantly less than those reported in the literature; 𝑀𝐴𝑆𝐸 and 𝑀𝑒𝑑𝐴𝑆𝐸 

were 14.97% and 7.97%, respectively. The structure, performance, and composition boundaries are 

provided in Table 3-4. The range of data used in training is provided in Fig. 3-30 and results of 

predictions are shown in Fig. 3-31. The rolling 𝑀𝐴𝑆𝐸 shows a pronounced increase at low thermal 

conductivities. However, this effect is due to the limits of empirical measurement accuracy and 𝜅 

being defined with a lower bound at zero. In Fig. 3-32 the magnitude of the error is plotted against 

the 𝜅. The error magnitude decreases monotonically with thermal conductivity, but mathematically 

will head towards infinity as empirical error is non-zero and the limit of 𝜅 is zero. In Fig. 3-33, the 

DNN predictions are compared with those from structural models (e.g., based on NBO or correlated 

to viscosity) and from composition-specific temperature correlations [Hasegawa et al., 2012; Kang 

and Morita, 2006; Kim and Morita, 2015; Ozawa and Susa, 2005; Susa et al., 2001]. The DNN 

outperformed all available methods both in terms of accuracy and application range. 

 

 
Fig. 3-30. Range of conductivity data used in training DNN plotted on CaO-SiO2-FeO, CaO-SiO2-

Al2O3, and CaO-SiO2-MgO ternary diagrams. 
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Table 3-4. Performance and structure of the DNN predicting molten slag thermal conductivity. 

Property: Thermal conductivity (𝜿) 

Performance 

MASE 14.75% 

MedASE 7.66% 

MBSE -5.23%  

R2 0.96 

Structure 

Input # (𝐼) 8 

Width 
(𝜛 = 𝑛𝑁,1 𝐼⁄ ) 

16 

Depth 5 

Pruning rate per layer 
(𝜓 = 𝑛𝑁,𝑖+1 𝑛𝑁,𝑖⁄ ) 

50% 

Structure 
(in full neuron number) 

8 (128-64-32-16-8) 

Data 

Range W/(m·K) 0.02 – 7.57 

Range (K) 928 - 1876 

Range (mol%) 

Al (0-23) 

B (0-40) 

Ca (0-23) 

Fe (0-7) 

Na (0-29) 

O (53-65) 

Si (0-27) 

Training data 
Testing data 

694 
297 

Source # 14 
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Fig. 3-31. DNN prediction of thermal conductivity compared to empirical data. 

 

 
Fig. 3-32. The increase in scaled error that occurs when the ground truth value approaches zero 

despite a consistent error magnitude. 

 

 
Fig. 3-33. Comparison of DNN prediction of 𝜅 with those from composition-specific temperature 

correlations and structure-based equations. 
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3.6. Viscosity estimation 
Control of the viscosity (𝜂) of ISM slag is important for maintaince of the furnace integrity and 

smooth operations. The 𝜂 controls the ability of molten metal to reach the bottom of the furnace, 

the degree of foaming in EAF operations, the ease with which the slag is poured/tapped, and many 

other operation-critical factors. Knowledge of 𝜂 is also essential in the design and operation of slag 

treatment; all treatment methods require removal from the furnace and some degree of transport 

(e.g., to a slag pit, to granulation activities, to controlled settling). Like thermal conductivity, 𝜂 is also 

of interest to the theoretical community due to its connection to the underlying silicate structure. 

Due to the shared dependence on molten slag structure, the same complexities that plague 𝜅 

prediction inhibit the accurate prediction of viscosity. However, the underlying physical mechanism 

is distinct. Viscosity arises from the dragging of slower moving molecules by faster moving molecules, 

causing some of the kinetic energy of the faster molecules to be transferred into temporary 

stretching of bonds. This bond stretching is subsequently converted to vibrational energy and heat. 

The transfer of energy to surrounding particles by molecule motion results in a density wave and a 

corresponding rearrangement of a large number of surrounding particles. The extent of influence of 

this interaction is related to the magnitude of the motion relative to the magnitude of kinetic energy 

of the surrounding particles (i.e., the temperature). In other words, the signal from a comparatively 

rapid moving particle is obscured by the noise of the movement of the surrounding particles. As such, 

the number of particles influenced by the prime mover particle increases as temperature decreases. 

This increased sphere of influence is one of the mechanisms by which viscosity increases with 

temperature. It is also proposed that viscosity is thermally activated as given by 𝜂 = 𝜂∞𝑒(𝐸𝐴 𝑅𝑇⁄ ), with 

a temperature-dependent activation energy. The similarity to the general description of 𝜅 is readily 

apparent. Regardless of the base mechanisms assumed, the continued emergence of new models for 

silicate melt and molten slag 𝜂 is indicative that current models provide insufficient accuracy and 

generalizability [Han et. al., 2016]. 

The 𝜂 of ISM slag was estimated using a DNN trained on 2058 data points from 37 sources. The 

depth and width were first optimized, followed by pruning of deeper layers in skillful architectures. 

Overfitting prevention was realized with 10-fold cross validation but without RWR. The optimized 

structure expanded the width by 16 times and then had 5 layers of 50% pruning. This structure is 

equivalent to that found in the 𝜅  analysis despite no efforts to generate equivalent structures. 

Moreover, the data sets are completely independent with large differences in the chemical makeup 

and temperature range. The matching structures support the findings in the literature of a correlation 

between 𝜅  and 𝜂 . The equivalent structures also suggest that the DNN is indeed generating a 

hierarchical representation of the system in order to produce predictions. This result is important as 

it suggests that analysis of the inner workings of the DNN may lead to insights into the mechanisms 

underlying the emergence of 𝜂 and 𝜅. Moreover, the necessity of 5 hidden layers is suggestive that 

these properties are, to some extent, computationally irreducible. If true, this implies that efforts to 

generate predictions without the same degree of hierarchical calculation structure are doomed to 

low accuracy or generalizability. 

The 𝑀𝐴𝑆𝐸 and 𝑀𝑒𝑑𝐴𝑆𝐸 were 14.70% and 8.22%, respectively. Again, the similarity between the 

𝜅 results is striking and implies that this level of variability may be inherent to the system. Although 

measurements are taken of a bulk solution containing innumerable compounds, the stochastic 

nature of the internal structure may be materializing in the error distribution of the data. The 
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structure, performance, and composition boundaries are provided in Table 3-5. The range of data 

used in training is graphed in Fig. 3-34, the DNN prediction is compared to empirical values in Fig. 3-

35, and the overall performance is compared with a recent review of 𝜂 predictions in the literature 

in Fig. 3-36. The DNN provides substantial improvements over all available methods in the literature. 

It should be noted that this is not a result of data quantity, as Han et al., 2015 and Han et al., 2016 

used 2958 and 1780 viscosity data, respectively. 

 

 
Fig. 3-34. Range of viscosity data used in training DNN plotted on CaO-SiO2-FeO, CaO-SiO2-

Al2O3 ,and CaO-SiO2-MgO ternary diagrams. 
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Table 3-5. Performance and structure of the DNN predicting molten slag viscosity. 

Property: Viscosity (𝜼) 

Performance 

MASE 14.70% 

MedASE 8.22% 

MBSE -2.97% 

R2 0.97 

Structure 

Input # (𝐼) 8 

Width 
(𝜛 = 𝑛𝑁,1 𝐼⁄ ) 

16 

Depth 5 

Pruning rate per layer 
(𝜓 = 𝑛𝑁,𝑖+1 𝑛𝑁,𝑖⁄ ) 

50% 

Structure 
(in full neuron number) 

8 (128-64-32-16-8) 

Data 

Range (Pas) 210-3 – 1105 

Range (K) 1439 – 2477 

Range (mol%) 

Al (0-35) 

Ca (0-32) 

Fe (0-50) 

Mg (0-35) 

O (43-58) 

Si (0-39) 

Ti (0-8) 

Training data 
Testing data 

2058 
882 

Source # 37 
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Fig. 3-35. DNN prediction of viscosity plotted against empirical values. 

 

 
Fig. 3-36. The performance of the DNN viscosity prediction compared to the state-of-the-art 

prediction methods in the literature. 

 

3.7. Nucleation lag time 
Nucleation is the onset of sustained first order phase transition. It is the critical step in controlling 

the final mineralogy and micromorphology of slag from which return, or modification, becomes 

energetically expensive. Nucleation of slag is to be avoided in ISM furnaces at all costs. However, 

once slag has left the furnace, its nucleation is either promoted (in various slag treatment methods) 

or functionally ignored (i.e., slag dumping). Promotion of nucleation is performed by rapid cooling in 

order to create a low crystallinity slag. Low crystallinity slag has various environmental benefits and 

industrial usage pathways, though this dissertation argues that low crystallinity slag is a non-ideal 

treatment and reuse pathway. In fact, one of the key results of this dissertation is that slag nucleation 

should be driven to the limiting cases of extremely slow and rare nucleation or, under very particular 

circumstances (i.e., centrifuging), to extremely rapid, homogeneous nucleation. As such, prediction 

of the time required for nucleation to begin (nucleation lag time: 𝜏) is of central importance. 

Nucleation involves the rearrangement of liquid molecules into a solid structure due to the higher 

stability provided by the solid form at a given energy density (i.e., temperature). Though the driving 

forces can be explained with thermodynamics and the concepts are purely classical, the stochastic 
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nature of fluids makes the kinetics of the process highly probabilistic. Furthermore, ISM slag is in a 

class of fluids termed high ionic strength solutions (HISS) whose characteristics makes the transition 

from liquid to solid much more sensitive to kinetics than highly dilute systems. This fact is evidenced 

by the continued theoretical interest in the kinetics of solidification of slags and similar composition 

melts. The key feature that continues to defy theoretical understanding is the delay between the 

proper conditions for solidification and solidification itself (i.e., 𝜏; alternatively termed the induction 

time but distinct from the relaxation time). 

3.7.1. Classical nucleation theory 

Classical nucleation theory (CNT) is simply an assignment of the rates of competing phenomenon 

to determine the timing and speed at which a phase transition occurs. Classical Nucleation Theory 

starts from the position that, by construction, when a melt drops below its 𝑇𝐿 it will solidify. When 

molecules have high kinetic energy (i.e., high temperature), they naturally remain in the state that 

provides greater degrees of freedom. When the temperature drops, the molecules no longer have 

sufficient kinetic energy to resist the bonding force of other molecules, resulting in the formation of 

a solid. The mechanics of solidification dictate that previously unconstrained elements (i.e., fluids) 

must form groupings of quasi-permanent arrangements (i.e., solids). This change in local 

arrangement has two key implications: 1) the entropy of the atoms is lower in the solid state than in 

the liquid state, and 2) a surface between the liquid and solid states has been created. A surface 

implies a disruption in bonds which inherently requires energy input to maintain. It is this competition 

between the need for energy to create new surface area (i.e., to maintain the bond disruption 

between solid and liquid phases) and the generation of energy by the loss of entropy inherent in the 

restrictive nature of the solid state. Figure 3-37 provides the canonical graphical representation of 

the process. 

 

 
Fig. 3-37. The competition between interfacial and volume energy during nucleation; arbitrary 

values are used. 

 

The phase transition is initiated by the agglomeration of atoms into a sufficiently large crystalline 

nucleus (critical diameter: 𝑑0) such that the free energy cost of the newly generated crystal-liquid 

interface is overcome by the free energy gain of the crystal volume [Karthika et al., 2016]. The 

clustering and rearrangement of atoms from a molten state to a crystalline state is accomplished 

through the translation and rotation of atoms along with the stretching, breaking, and forming of 
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atomic bonds. This physical rearrangement of atoms is a stochastic process that requires a certain 

amount of time in addition to that needed for aggregation of a sufficient number of particles. The 𝜏 

is traditionally calculated as Eq. (3-21), 
  

𝜏 =
16

𝜋

𝑘𝐵𝑇𝛾

Δ𝐺𝑉
2𝑑0

2𝐷
                                                                                                                                         (3 − 21) 

 

where 𝑘𝐵 is the Boltzmann constant, 𝑇 is the absolute temperature, 𝛾 is the specific free energy of 

the crystal-liquid interface, Δ𝐺𝑉 is the difference in the Gibbs free energy between an equivalent 

volume of melt and crystal, and 𝐷  is the diffusivity through the crystal-liquid interface. The 𝐷  is 

typically calculated using Eq. (3-22), 
 

𝐷 =
𝑑0

2𝑘𝐵𝑇

ℎ
exp (−

∆𝐺𝐷

𝑘𝐵𝑇
)                                                                                                                        (3 − 22) 

 

where ℎ is the Plank constant and Δ𝐺𝐷 is the kinetic barrier to nucleation. The key divergence in CNT 

from reality occurs at the transition from the actions of individual molecules (which is purely based 

on local interactions) to the aggregate behavior of many molecules. Classical Nucleation Theory 

makes several assumptions that are fitting at the macroscale but are inconsistent with the realities 

at the microscale [Vekilov, 2010]. This allows CNT to be conceptually and computationally simple, but 

quantitatively incorrect in important ways for the slag system. A non-exhaustive list of the 

problematic simplifying assumptions of CNT and their shortcomings are listed below. 

Spherical nucleating shape. 

Classical Nucleation Theory was initially developed for the prediction of water condensation from 

the gas phase [Volmer and Weber, 1925]. As the liquid phase does not contain a rigid structure but 

does contain surface tension, the assumption of sphericity is appropriate. However, in the nucleation 

of solids from molten slag, there exist no solids with a spherical crystalline structure. When a large 

enough number of atoms have aggregated, the thermodynamic energy barrier is breached, and the 

shape does not limit the crystal growth. However, the issue of 𝜏 is one of the early stages of atomic 

aggregation (i.e., a small number of atoms). Therefore, the actual shape of the nucleating solid can 

have a far larger surface area to volume ratio than the sphere (e.g., 𝑆𝐴 𝑉⁄  of cube ≈ 1.24 𝑆𝐴 𝑉⁄  of 

sphere) [Wang et al., 2018]. Moreover, for crystalline solids, there is often an energetically preferred 

direction of growth, further confounding the assumption of sphericity. As such, the size of the 

nucleating solid (i.e., the number of molecules that have aggregated) must be substantially larger 

than predicted by CNT and will therefore take significantly longer than expected. Additionally, a non-

spherical shape incurs a heterogeneous boundary, altering the local aggregation dynamics. 

Sharp boundary between liquid and solid. 

Classical Nucleation Theory avoids the complications of two-way molecular movement across the 

solid-liquid interface by assuming this movement can be aggregated and smoothed over the whole 

surface. This allows for the further simplification that the interface is sharp and well-defined. From 

this idealized surface area, the change in Gibbs energy due to surface formation is calculated. 

However, the non-spherical nature of the nucleating solid and the potential for preferred directions 

of growth in crystals, means that the flux across the surface will be inhomogeneous [Joswiak et al., 

2013]. To account for this disparity requires seeing the ‘surface’ not as a homogeneous entity but as 
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the aggregate flux of bi-directional movement of particles. The assumption of a sharp surface can 

generate prediction errors in both directions. 

Constant surface tension. 

In CNT, the macroscopic surface tension is assumed to be applicable to the microscale at all 

temperatures. However, from the perspective of individual molecules, the macroscopic surface 

tension is that of an infinite flat plane. On the other hand, nucleating solids may contain significant 

surface curvature. Additionally, as the surface tension is related to intermolecular movement, the 

available kinetic energy (i.e., temperature) would seem to clearly be of significance. Empirical results 

indicate that surface tension is dependent on the degree of curvature and temperature [Fokin and 

Zanotto, 2000]. 

One dimensional transition. 

Phase transition from liquid to solid breaks the translational and orientational symmetries of the 

slag, a fact that should be accounted for in calculations of Gibbs energy change [Russo and Tanaka, 

2016]. The one-dimensional nature of CNT (i.e., based only on the radius of the nucleating particle) 

makes clear it is a fundamentally flawed simplification of the underlying physical processes. 

Diffusivity can be determined from viscosity. 

The rate determining phenomenon in nucleation is the diffusion of molecules. However, 

prediction of diffusivity requires that the kinetic barrier to nucleation be known, which requires 

knowledge of atomic scale interactions and complicating factors. For this reason, diffusivity is 

correlated to viscosity under the pretense that the mechanism of viscosity is equally relevant to 

diffusivity. However, experimental results indicate that this correlation breaks down at high 𝑇𝑈 ; 

whether this is due to the correlation being spurious or due to the appearance of some new -or the 

suppression of some existent- mechanism at high undercoolings remains unclear [Krüger and 

Deubener, 2015]. Regardless of this result, calculating diffusivity from viscosity merely pushes the 

responsibility of property prediction to viscosity. As noted in Chapter 3.6, the viscosity is also not 

amenable to accurate prediction using current theories.  

Compositional homogeneity. 

For historical reasons, and reasons of calculation simplicity, CNT treats the melt and solidifying 

species as homogeneous. While solutions are certainly homogeneous at the macroscale, the 

solidification of compounds distinct from the bulk composition provides explicit proof that at the 

microscopic scale there exists heterogeneity in the slag solution. This feature has been shown 

empirically in molten solutions with density fluctuations in the melt being attributed to compositional 

differences [Gebauer et al., 2014; Gupta et al., 2016; Zhang et al., 2018]. Simulations using the 

simplified Lennard-Jones liquids also indicate the natural de-mixing of compounds based purely on 

differences in size, diffusion rate, and shape [Digregorio et al., 2018; Kumari et al., 2017; Nunes et al., 

2018; Weber and Frey, 2016]. Compositional heterogeneity implies that the statistics for nucleation 

under CNT may be conservatively skewed. Moreover, the nucleation of a compound with 

composition distinct from the bulk melt induces changes in the melt composition. The changes in 

Gibbs energy for the volume and the surface must then account for the compositional difference 

between the solid and liquid phase. 

Homogeneous diffusion rates. 

Along with compositional homogeneity, CNT inherently assumes that diffusivity is homogeneous 

and constant. However, at a given temperature the Stokes-Einstein relation (𝐷 = (𝑘𝐵𝑇) (6𝜋𝜂𝑟)⁄  
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where 𝑟 is the particle radius) indicates that the diffusivity is related to the particle size. It is therefore 

expected that diffusion rates are different for the disparate components of slag. 

In addition to the above issues, there remains open debate on many issues related to CNT (e.g., 

the time scale of structure fluctuations is less than the relaxation time scale of the melt [Royall, 2018]; 

internal elastic stresses due to the density misfit between the crystal and liquid are unaccounted for 

[Abyzov et al., 2016], etc.). 

To address the issues stated above, a substantial portion of the field has turned to Monte Carlo 

Molecular Dynamics (MCMD) simulations. However, the practical conundrums raised in Chapter 

3.1.2 are valid for prediction of 𝜏. 

As there are no suitable purely theoretical methods to predict the 𝜏, the ISM field has depended 

on experimentally determined values. Experiments take one of the following forms: differential 

thermal analysis (DTA), single hot thermocouple technique (SHTT), or double hot thermocouple 

technique (DHTT). Differences in the scale and geometries of these methods (i.e., parameters related 

to heat transfer rates) lead to substantial variation in results. The stochastic nature of nucleation 

makes a range nucleation lag times an unavoidable result of testing [Krüger and Deubener, 2014; 

Krüger and Deubener, 2016]. By running a sufficiently large number of tests, the likely nucleation lag 

time for a given composition as a function of undercooling can be graphed. One of the key issues for 

ISM is that slags are designed to sit at eutectic points in the compositional space for operational 

purposes. This means that the nucleation lag time derived from experiments will vary substantially 

for slight changes in the chemical composition. These experimental issues emphasize the need for a 

theoretical handling of nucleation lag time. 

3.7.2. DNN method 

The 𝜏 of ISM slag was estimated using a DNN trained on 1103 data points from 32 sources plotted 

in Fig. 3-38. The depth and width were first optimized, followed by pruning of deep layers of skillful 

architectures. Overfitting prevention was realized with 10-fold cross validation but without RWR. The 

optimized structure expanded the width by 2 and only had two layers, with a 50% compression. The 

𝑀𝐴𝑆𝐸  and 𝑀𝑒𝑑𝐴𝑆𝐸  were 71.21% and 35.91%, respectively (Fig. 3-39). The low accuracy is not 

particularly surprising given the difficulty in measuring 𝜏 and the fact that values range many orders 

of magnitude with small changes in temperature. The ability of the DNN to produce realistic 

predictions of 𝜏 of compositions not in the data set is provided in Fig. 3-40. It is worth noting that Fig. 

3-40(d) includes elements that were completely absent from the training set; even so, the prediction 

is qualitatively similar to the empirical results. Unfortunately, the qualitative similarity does not 

translate to a quantitative accuracy sufficient for most processes needing to predict or control the 𝜏. 

A more troublesome result is the fact that the optimized DNN structure shows much less complexity 

than that of the DNN for 𝑇𝐿. It was expected that the DNN should need to calculate the 𝑇𝐿 in order 

to determine the 𝜏. This low structural complexity indicates that the DNN may have simply fit the 

patterns in the data without taking the further step of finding representations within the data of 

physically relevant meaning. It was unclear if this state of affairs was due to a lack of data quantity, 

the high degree of noise in the empirical data, the highly sensitive nature of 𝜏 , the inherent 

stochasticity, or do to issues with the scale of measurement. 
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Fig. 3-38. Range of nucleation lag time data used in training DNN plotted on CaO-SiO2-FeO, CaO-

SiO2-Al2O3, and CaO-SiO2-MgO ternary diagrams. 

 

 
Fig. 3-39. The 1st generation DNN prediction of nucleation lag time compared to empirical data. 
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Fig. 3-40. The DNN prediction of nucleation lag time compared to empirical results from Sun et al., 

2014 (a-c) and Kashiwaya et al., 2007 (d). The molar compositions are a) 9% MgO, 11% Al2O3, 

CaO=SiO2; b) 9% MgO, 23% Al2O3, CaO=SiO2; c) 9% MgO, 20% Al2O3, CaO=SiO2; and d) 43% CaO, 

34% SiO2, 14% Al2O3, 6% MgO, with trace FeO and MnO. 

 

Given the experience of increased skill with increased data quantity and variety (see Chapter 3.4), 

a 2nd generation DNN based on additional data from the literature was generated. The quantity of 

training data was increased from 1123 to 2244 and the number of sources increased from 32 to 64. 

In addition to wider compositional ranges for many of the elements in the dataset, 12 additional 

elements were added (Fig. 3-41 and Fig. 3-42). Another round of structural optimization resulted in 

a structure with an initial increase in width of 4, again with 2 layers of depth, pruned at 50%. Along 

with 10-fold cross validation, 10 repetition weight randomization was employed (i.e., 10 variations 

for each fold of the data) (Fig. 3-43 and Fig. 3-44). Combined, these changes reduced the 𝑀𝐴𝑆𝐸 to 

39.89% and the 𝑀𝑒𝑑𝐴𝑆𝐸 to 28.50% (Fig. 3-45). The details of the DNN structures and performance 

are provided in Table 3-6. 

 

 
Fig. 3-41. Range of nucleation lag time data used in training 2nd generation DNN plotted on CaO-

SiO2-FeO, CaO-SiO2-Al2O3 ,and CaO-SiO2-MgO ternary diagrams. 
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Fig. 3-42. The increase in data quantity and variety from the 1st to 2nd nucleation lag time DNN. 

 

 
Fig. 3-43. The improved accuracy that comes with repetitive weight randomization. 

 

 
Fig. 3-44. The improved accuracy that comes with cross validation and random weight repetition. 
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Fig. 3-45. Comparison of the complexity-dependent accuracy between the 1st and 2nd generation 

DNN predictions of nucleation lag time. 

 

Table 3-6. Performance and structural parameters of the 1st and 2nd generation DNN predicting 

nucleation lag time. 

Property: Nucleation lag time (𝝉) 

    
1st  

Generation 
2nd 

 Generation 

Performance 

MASE 71.21% 39.89% 

MedASE 35.91% 28.50% 

MBSE -35.72% -34.48% 

R2 0.80 0.94 

Structure 

Input # (𝐼) 12 24 

Width 
(𝜛 = 𝑛𝑁,1 𝐼⁄ ) 

2 4 

Depth 2 2 

Pruning rate per 
layer 

(𝜓 = 𝑛𝑁,𝑖+1 𝑛𝑁,𝑖⁄ ) 
50% 50% 

Structure 
(in full neuron 

number) 
12 (24-12) 24 (96-48) 

Data 

Range (s) 0.2 - 3572 0.06 – 50181 

Range (K) 700 - 1753 864 – 1997 

Range (mol%) 

Al (0.5-23.8) (0.5-23.8) 

B (1.9-6.4) (0.07-11.7) 
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Ba --- 0.01 

C --- (0.06-11.1) 

Ca (5.2-29.2) (2.7–29.2) 

Cl --- 0.01 

Cr --- (0.01–0.07) 

F (6.7-36.7) (3.4-36.7) 

Fe (0.1-10.9) (0.01-10.9) 

K --- (0.005-1.3) 

Li (0.8-22.2) (0.7-11.4) 

Mg (1.1-8.5) (0.2-8.8) 

Mn --- (0.003-2.1) 

Na (1.6-12.5) (0.1-9.3) 

O (25.4-62.2) (24.4-65.8) 

P --- (0.01-1.1) 

S --- (0.07-3.4) 

Si (2.1-22.2) (1.7-26.1) 

Sr --- (0.03-0.9) 

Ti (0.8-7.2) (0.03-8.2) 

V --- (0.1-12.3) 

Zn --- 0.01 

Zr --- (0.01-0.9) 

Training data 
Testing data 

1103 

473 

2244 
962 

Source # 32 64 

 

Despite the improved performance, the continued structural simplicity was a troubling feature of 

the 2nd generation nucleation lag time DNN. To facilitate the DNN learning more complex features, 

the DNN was feed the 𝑇𝐿 , the 𝜂 , or both as inputs along with the chemical composition and 

temperature (Fig. 3-46). These estimates were generated by the DNN described in Chapters 3.4 and 

3.6. This methodology is termed ‘bootstrapping’. The 𝑇𝐿 is by construction useful information to the 

problem at hand; therefore, it acted as a proof of concept to show that accuracy or robustness could 

be improved via bootstrapping. The choice to add 𝜂 as an input emerged from the open debate in 

the community about the role of 𝜂 in determining 𝜏. 
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All bootstrapped DNN outperformed the non-bootstrapped DNN. However, the 𝑇𝐿-bootstrapped 

DNN performed better than the 𝜂-bootstrapped DNN and better than the DNN bootstrapped with 

both values (Table 3-7). A few key points can be gleaned from these results. Firstly, the bootstrapping 

concept has been shown to have merit. By leveraging DNN and humanity’s accumulated knowledge, 

it may be possible to apply DNN to answer hitherto intractable problems which can then be 

connected in a cascading fashion to other problems of interest. Secondly, these results support the 

position that the connection between 𝜏 and 𝜂 is a spurious correlation; that is, the behavior of 𝜏 and 

𝜂 may be similarly altered by changes to the underlying environment, but 𝜂 does not appear to be 

mechanistically connected to 𝜏 . Not only did bootstrapping with 𝜂  not perform as well as 

bootstrapping with 𝑇𝐿, but also the combined bootstrapping reduced the prediction performance. 

This means that the 𝜂  added more noise than signal to the 𝜏  data. The 𝑇𝐿 -bootstrapped DNN is 

compared with the 2nd generation DNN in Fig. 3-47. 

 

 
Fig. 3-46. Schematic of the bootstrapping concept. 

 

Table 3-7. The performance of the bootstrapped nucleation lag time DNNs. 

Bootstrap 
Structure 

𝑴𝑨𝑺𝑬 Δ𝑴𝑨𝑺𝑬 
𝝕 𝒏𝑳 𝝍 

None 4 2 50 39.9% 5.8% 

𝜼  1 3 0 39.1% 6.9% 

𝑻𝑳  
1 3 0 35.1% 6.2% 

2 2 75 33.4% 3.9% 

𝑻𝑳 & 𝜼  3 2 0 38.3% 5.8% 

 



Chapter 3: Solution property modeling 

 

157 
 

 
Fig. 3-47. Comparison of the complexity-dependent prediction accuracy for the 2nd generation and 

𝑇𝐿-bootstrapped DNN. 

 

Analysis of the 𝑇𝐿-bootstrapped DNN results also yields some interesting insights. It is notable that 

a large number of data coalesce around the values of 1, 2, 3, 4, and 5 seconds and that the absolute 

scaled error spikes at these points (Fig. 3-48). This is suggestive of values being rounded either during 

measurement or reporting. It is also interesting to note that the degree of spread in the data agrees 

with reports of the inherent stochasticity of molten silicate melt systems undergoing nucleation (Fig. 

3-49). This suggests that further improvements in prediction accuracy should not be expected and 

may actually indicate over-fitting. Another point of note is that the empirical stochasticity seems to 

increase with nucleation lag time more than was predicted from other researchers. 

 

 
Fig. 3-48. The 2nd generation DNN prediction of nucleation lag time plotted against empirical data. 
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Fig. 3-49. Comparison of the DNN nucleation lag time predictions with the inherent stochasticity of 

crystal nucleation [Krüger and Deubener, 2014; Krüger and Deubener, 2016]. 

 

The ability of the 𝑇𝐿 -bootstrapped DNN to provide qualitatively and quantitatively accurate 

predictions is shown in Fig. 3-50. The results from Kashiwaya et al., 2007 are now largely within 3 

standard deviations of the DNN estimate. 

 

 
Fig. 3-50. Prediction of the nucleation lag time using the 𝑇𝐿-bootstrapped DNN compared with the 

empirical data of Kashiwaya et al., 2007. 

 

An example application of the 𝜏 and 𝑇𝐿 is the determination of the critical cooling rate (CCR). The 

CCR is the rate at which a solution must be cooled in order to avoid crystal formation. The calculation 

method is illustrated in Fig. 3-51. Assuming a constant cooling rate can be achieved, the CCR is 

equivalent to the slope of the line connecting the minimum 𝜏 on the TTT curve and the 𝑇𝐿 at time 0. 

If the minimum 𝜏  is invariant for several temperatures then the lowest temperature instance is 

chosen. Figure 3-52 performs the calculation on the Kashiwaya et al., 2007 dataset. In Fig. 3-53 and 
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Fig. 3-54, the calculation is performed across the whole CaO-SiO2-FeO and CaO-SiO2-Al2O3 systems, 

respectively. Similar to 𝜏 , the CCR covers several orders of magnitude; therefore, it was 

logarithmically transformed (base 10) prior to mapping to the ternary system. The compositions are 

molar. From the ternary diagram, it is evident that production of amorphous slags from steelmaking 

slag is difficult due to the extremely large CCR required. Post calculation analysis shows that there is 

no simple mathematical expression linking the 𝑇𝐿 and the 𝜏 despite the qualitative similarity seen in 

the ternary diagrams. 

 

 
Fig. 3-51. The calculation method to determine the critical cooling rate. 

 

 
Fig. 3-52. The calculated critical cooling rate for the data of Kashiwaya et al., 2007. 
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Fig. 3-53. The calculated critical cooling rate for the system CaO-SiO2-FeO. 

 

 
Fig. 3-54. The calculated critical cooling rate for the system CaO-SiO2-Al2O3. 

 

As has been noted throughout this dissertation, the composition of slag contains numerous 

impurities. There are proposals in the literature for chemical addition to slag after removal from the 

furnace in order to generate useful features or properties. In either case, impurities are a part of ISM 

slag, and their impact deserves scrutiny. Analysis of the impact of additives on the CCR of prototypical 

BF, BOF, and EAF slag were modeled as shown in Table 3-8. Figure 3-55 provides the resultant change 

in CCR for BF, BOF, and EAF slags. The clearest result from this analysis is that simple correlations do 

not adequately reflect the behavior of complex systems such as molten slag. These systems may have 

some degree of irreducible complexity, acting as a barrier to implementation of simplistic 

correlations. Put simply, the utility of the DNN method likely increases as problems become more 

complex and emergent. 
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Table 3-8. Compositions used in the prediction of impurity effect on critical cooling rate of slags. 

Element BF slag BOF slag EAF slag 

Al 6.56% 0.00% 3.40% 

Ca 16.36% 24.47% 15.61% 

Fe 0.00% 10.06% 12.74% 

Mg 4.74% 4.39% 5.25% 

Mn 0.00% 1.23% 1.66% 

O 58.54% 53.28% 54.35% 

Si 13.80% 6.57% 6.99% 

Additives 

B (as B2O3): 1-5%; C (as CaCO3): 1-5%; F (as CaF): 1-5%; K (as K2O): 1%; Li (as Li2O): 1-5%; Na 

(as Na2O): 1-5%; P (as Ca3(PO4)2): 1%; S (as CaSO4): 1-3%; Ti (as TiO2): 1-5%; V (as V2O5): 1-5%; 

Zr (as ZrO2): 1%. 
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Fig. 3-55. The effect of impurities on critical cooling rate for BF, BOF, and EAF slags. The alteration 

to the liquidus temperature is including for easy reference.  
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Chapter-specific symbols and abbreviation list 

ANN: Artificial neural network 

BF: Blast furnace 

BOF: Basic oxygen furnace 

CALPHAD: Calculation by phase diagram 

CCR: Critical cooling rate 

𝐶𝐸𝐸: Cross entropy error 

CNT: Classical nucleation theory 

𝑐𝑉: Specific heat capacity per unit volume 

𝑑: Dimension of the solution, used in CALPHAD 

𝑑0: Critical diameter 

𝐷: Diffusivity through the crystal-liquid interface 

DFT: Density functional theory 

DHTT: Double hot thermocouple technique 

DNN: Deep neural networks 

DTA: Differential thermal analysis 

𝐸𝐴: Activation energy 

EAF: Electric arc furnace 

𝐸𝐶: Exponential cost 

𝐺: Number of grid points in phase diagram, used in CALPHAD 

𝑔𝐾𝐿: Generalized Kullback-Leibler divergence 

ℎ: Plank constant 

𝐻: Hellinger distance 

HISS: High ionic strength solution 

𝑖: Training example 

𝐼𝑆: Itakura-Saito distance 

ISM: Iron and steelmaking 

𝑗: Layer 

𝑘𝐵: Boltzmann constant 

𝐾𝐿: Kullback-Leibler divergence 

𝑙𝑚𝑝: Phonon mean path length 

𝑀𝐴𝐸: Mean absolute error 

𝑀𝐴𝑆𝐸: Mean absolute scaled error 

𝑀𝐵𝑆𝐸: Mean bias scaled error 

𝑀𝑒𝑑𝐴𝑆𝐸: Median absolute scaled error 

MD: Molecular dynamics 

𝑛: Number of examples in a training set 

𝑁: Number of calculations required in global minimization of Gibbs energy, used in CALPHAD 

𝑛𝐿: Number of layers 

𝑛𝑁: Number of neurons 

𝑛𝑋: Number of scattering sites 

NN: Neural network 

𝑜𝑖: Prediction for example 𝑖 
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𝑞: Precision 

QM: Quantum mechanics 

𝑅: Gas constant 

ReLU: Rectified linear units 

𝑅𝑀𝑆𝐸: Root mean squared error 

RWR: Repetitive weight randomization 

𝑠: Step in backpropagation 

SGD: Stochastic gradient descent 

SHTT: Single hot thermocouple technique 

𝑆𝑆𝐸: Sum squared error 

𝑆 𝑛⁄ : Signal-to-noise ratio 

𝑇: Temperature 

𝑇𝐶: Solid-liquid coexistence temperature 

𝑇𝐿: Liquidus temperature 

𝑇𝑆: Solidus temperature 

𝑤: Weight function 

WoC: Wisdom of the crowd 

𝑦𝑖: Ground truth for example 𝑖 

 

Γ: Learning rate in backpropagation 

Ο: Order of magnitude 

Δ𝐺𝐷: Kinetic barrier to nucleation 

Δ𝐺𝑉: Gibbs free energy difference between an equivalent volume of liquid and crystal 

𝜖: Constant in 𝐸𝐶 function 

𝜅: Thermal conductivity 

𝑣: Phonon velocity 

𝜛: Neuron expansion ratio from inputs to first hidden layer 

𝜌: Density 

𝜏: Nucleation lag time 

𝜂: Viscosity 

𝜓: Compression percent between hidden layers 

𝛾: Interfacial energy 
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Chapter 4: Solidification control 
In Chapter 2, it was shown that the potential CO2 reductions from utilization of slag are 

significantly higher for the recovery of material than for the recovery of heat. Therefore, optimal slag 

utilization is fundamentally a problem of separation. Review of the literature shows that almost all 

slag processes either deliberately or unknowingly depend on comminution to achieve separation. 

Due to the energetic inefficiency of grinding and the associated CO2 emissions, methods that can 

reduce the need for comminution are of importance. Separation of components in slag can occur 

when slag is molten or after solidification. When separation occurs after solidification, the key facet 

determining the comminution energy required to achieve a given separation extent and product 

purity is the grain size distribution (GSD) of the internal minerals. The GSD is determined primarily by 

the slag chemical composition and the rate of solidification. Therefore, regardless of whether 

separation is realized from molten or solid slag, engineered handling of molten slag is necessary. 

An unspoken assumption of the slag treatment field is that the mineralogical makeup of slag 

cannot be modified without addition of materials after removal from the furnace. One of the key 

positions that this dissertation takes is that control of the solidification of molten ISM slag can alter 

the mineralogical makeup. This fact reinforces the position that the design of any process to 

mineralize CO2 using slag should begin with the slag immediately after exiting the furnace (i.e., in the 

molten state). 

Upon exiting the furnace, two phase transition pathways are envisioned for molten slag: 1) 

centrifugal separation and 2) in-container, slow solidification. In the centrifugal separation scheme, 

molten slag is poured into a solid, sedimentation style centrifuge. Rapid rotation separates the 

internal heterogeneities into layers of pure compounds by liquid-phase demixing. As layers form, the 

liquidus temperature (𝑇𝐿 ), nucleation time lag (𝜏 ), and other molten phase properties become 

spatially distinct due to the change in the local chemical composition. In general, separation of 

compounds increases the 𝑇𝐿 for all layers relative to the initial mixture. However, due to the complex 

nature of nucleation, the alteration of 𝜏 is not uniform or obvious across disparate compositions. The 

𝜏 allows for continued separation of species even after the 𝑇𝐿 exceeds the local temperature (𝑇). 

Eventually, solidification occurs as homogeneous solidification when the chemically disparate layers 

have become relatively pure and chemically stable. Growth of prematurely nucleating sites is 

suppressed by the anisotropic nature of diffusion due to the large centrifugal force and the 

continuously changing composition of the surrounding bulk melt. By leveraging knowledge of the 𝜏, 

the angular frequency can be controlled to completely avoid nucleation and growth until chemically 

pure layers have been formed. The pure layers of calcium and magnesium oxide can be recycled to 

the furnace, sintering, or pelletizing process as flux. Alternatively, the calcium and magnesium oxide 

can be used to capture CO2 from the ISM flue gas or directly from the atmosphere. This creates a 

closed loop in ISM of CO2 emissions associated with CaCO3 decomposition which accounts for ~10% 

of current ISM emissions. Recovered Fe0 and FeO (oxidation state is slag-dependent) can be recycled 

to the steelmaking and ironmaking process, respectively. Likewise, trace metals such as titanium and 

manganese can be recovered and used for alloying purposes. Most metallic iron is already recovered 

from slags by grinding and magnetic separation. However, a large portion of charged iron is locked 

up in non-magnetic compounds with silica (for ironmaking slag) and calcium (for steelmaking slag). 

Recovery of these iron resources means the embodied CO2 emissions of reducing iron ore to low 

oxidation states are recovered. Silica and alumina layers can be sold as an aggregate; it may be 
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possible to upcycle these materials to high-end applications depending on the purity and 

microstructure. In the ideal case, centrifugal separation acts to shuttle silica, alumina, and other 

impurities from the charge material to a solid waste while maintaining an internal loop of CaO and 

increasing the conversion efficiency of iron ore to crude iron and steel. In addition to material 

recovery, heat can be recovered from the distinct compound layers prior to reuse. The total heat 

available may be higher than traditional heat recovery methods due to the lack of a cooling step; 

though the mineralogy and geometry may be non-ideal for heat recovery purposes. 

The alternative proposed phase transition pathway is to slowly solidify slag in an insulated 

container (termed ‘MYNA’ after the process originators, Myers-Nakagaki). Retaining molten slag in 

an insulated container slows its cooling; decelerated cooling has four important physical 

consequences: 1) enhanced liquid-liquid segregation, 2) reduced nucleation rate, 3) reduced driving 

force for growth, and 4) reduced variety of nucleating species. By remaining above its 𝑇𝐿, the various 

elemental constituents of molten slag have the time and energy required to locally de-mix based on 

differences such as diffusivity, size, and shape. These local heterogeneities may avoid both 

solidification and disintegration over long time periods due to factors that are not accounted for in 

Classical Nucleation Theory (CNT). Moreover, these heterogeneities are generated due to kinetic and 

geometric effects as opposed to equilibrium thermodynamic effects; thus, the composition of the 

heterogeneities may be dissimilar from those predicted by CNT. Once nucleation and growth begin, 

the maintenance of the slag near its 𝑇𝐿 means that the 𝜏 is greatly increased and the number density 

of nuclei is greatly reduced. By minimizing the number of nuclei, the competition between crystals 

for space is reduced, and the size of the generated crystals is increased. Likewise, the high 

temperatures mean that diffusion remains rapid and rejection of inclusions is not energy-

constrained; therefore, chemically pure crystals are formed without the arresting effects of material 

insufficiency. Moreover, the low undercooling (𝑇𝑈) of a melt held in an insulated container means 

that only the most kinetically favorable minerals will nucleate and grow; other minerals will be 

prevented from developing due to a loss of material to the more rapidly solidified minerals. The 

combined effect these phenomena is the generation of a relatively simple mixture of large mineral 

grains which can be separated at low energy expenditure in downstream processes. 

In this Chapter discussing the phase transition of molten slag, and this dissertation more broadly, 

the term solidification includes true, crystalline solids and amorphous compounds whose viscosity at 

standard temperature and pressure is such that they can be handled and modeled as a solid. Likewise, 

when the term solidification is used in the description of processes and phenomenon, it connotes 

any material with very high viscosity, such that at the time scales of interest, there is negligibly small 

relative movement or rearrangement of molecules. 
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Chapter highlights 

• Two processes are proposed to alter the mineralogy and grain size distribution of slag by 

controlling its phase transition: centrifugal separation and slow solidification. Both methods 

rely on property data supplied by deep neural networks. 

• Centrifugal separation was modeled using kinematics with the local fluid properties (e.g., 

viscosity, density, nucleation lag time) being estimated by deep neural networks. Centrifugal 

separation produces homogeneous solidification as the composition of the slag changes 

within the centrifuge. Homogeneous solidification is suppressed during separation by the 

sudden changes in composition leading to long nucleation lag times. 

• Centrifugal separation of ironmaking slags generates primarily Ca-silicate, (Ca,Mg)O, and 

alumina layers. A very small amount of silica is produced on the inner wall of the centrifuge 

and a small amount of metallic iron is concentrated to the outer wall of the centrifuge. 

• Centrifugal separation of steelmaking slags generates primarily a (Ca,Mg)O and FeO layers. 

The small amount of SiO2 is retained in a Ca-silicate layer. Most Al2O3 is lost to thin layers of 

mixed compounds without any significant financial or CO2 mitigating value. 

• Slow solidification was modeled as an isothermal process occurring just below the liquidus 

temperature as determined by deep neural network. 

• The limiting size of mineral grains produced by slow solidification was calculated based on the 

compositional alteration to the bulk melt caused by solidification and the resultant nucleation 

lag time and limits of ionic diffusion. 

• Slow solidification is predicted to increase the average grain diameter by ~2 orders of 

magnitude compared to rapid solidification methods. 

• Slow solidification will likely result in the expulsion of small cations (e.g., Mg, Fe, Al) from the 

Ca-silicate structure, thereby altering not just the mineral grain size, but also the mineralogy. 

Publications relevant to this chapter 
• Quantification of the CO2 mineralization potential of ironmaking and steelmaking slags under 

direct gas-solid reactions in flue gas, International Journal of Greenhouse Gas Control Vol. 87C 
p.100-111 (2019), Corey A. Myers, Takao Nakagaki, and Kosei Akutsu. 

• Effect of Solidification and Cooling Methods on the Efficacy of Slag as a Feedstock for CO2 
Mineralization, ISIJ International Vol. 58 No. 2 p.211-219 (2018), Corey Adam Myers and 
Takao Nakagaki. 

 

  



Chapter 4: Solidification control 

 

174 
 

4.1. Centrifugal process 
Centrifugal separation of homogeneous slag into chemically disparate species has already been 

experimentally demonstrated for many slag compositions [Gao et al., 2015; Gao et al., 2017; Li et al., 

2018; Lu et al., 2017; Wang et al., 2018]. Both sedimentation-type and filtration-type centrifuges 

have been validated in the literature (Fig. 4-1). Among the established abilities of centrifugal 

separation are: concentration and separation of metallic species from the melt, preferential 

separation of metals from a metallic melt, concentration of phosphorous into a distinct mineral layer, 

enhanced growth of a specific mineral, and generation of layers with sharp changes in chemical 

composition. While these results are impressive, they all depend upon the principle of separating a 

nucleating solid from the mother solution. The dependence on nucleation limits the potential 

chemical composition of the generated layers to those compounds which naturally precipitate from 

slag. In order to expand the space of minerals that can be recovered from slag, centrifugal separation 

from a completely molten state is necessary. Achieving this would open up the possibility for recovery 

of pure, simple oxides from molten slag, in turn greatly reducing the CO2 intensity and increasing the 

production efficiency of ISM. An additional area lacking in the current research is a theoretical 

framework from which to evaluate and optimize the process. Though centrifugal separation is 

understood for solid-liquid and immiscible liquid-liquid systems, a theory that includes solid 

nucleation and growth and the level of solution complexity seen in ISM slags is lacking. Lastly, the 

empirical evidence for centrifugal separation relies on systems of a few cubic centimeters, it is 

unclear if such systems would remain functional or practical at the scale of industrial ISM. 

A numerical simulation of centrifugal separation of molten ISM slag was built to establish the limits 

of distinct material generation and operation efficiency. The centrifugal simulation was run on three 

slag compositions representative of the industry wide averages for BF, BOF, and EAF slags. The slag 

compositions used in the simulation are provided in Table 4-1. 

 

 
Fig. 4.1. Sedimentation-type and filtration-type centrifuges. 
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Table 4-1. The industry average compositions for BF, BOF, and EAF slag used in the centrifugal 

separation simulation. 

Compound 
(mass%) 

BF BOF EAF 

Al2O3 14.6% 3.0% 6.6% 

CaO 39.9% 49.8% 33.5% 

Fe/O 0.6% 26.2% 35.1% 

MgO 8.3% 6.4% 8.1% 

SiO2 36.1% 14.3% 16.1% 

TiO2 0.5% 0.3% 0.6% 

 

The internal volume of the centrifuge was divided into a grid structure with each cell being 

modeled as a non-deformable cluster of a single component oxide (Fig. 4-2). The oxides were 

randomly distributed across the grid to represent a fully mixed solution.  

 

 
Fig. 4-2. Initial distribution of compounds in the molten slag within a cross-section of the centrifuge. 

 

The centrifugal separation of materials was simulated by tracking the movement of clusters 

through balancing the local gravitational, centrifugal, buoyancy, and drag forces. The composition of 

the melt surrounding a cluster was computed as the average of the elements within the maximal 

distance the cluster could travel within a single time step (Fig. 4-3). This length scale is the functional 

limit of chemical communication the cluster could achieve within a timestep. 
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Fig. 4.3. Calculation of the local composition and properties (density shown as an example). 

 

The instantaneous acceleration on a cluster was calculated by balancing the gravitational force 

(𝐹𝑔) Eq. (4-1), buoyancy force (𝐹𝑏) Eq. (4-2), centrifugal force (𝐹𝑐) Eq. (4-3), and drag force (𝐹𝑑) Eq. (4-

4) in the vertical direction (𝐹𝑧) Eq. (4-5) and radial direction (𝐹𝑟) Eq. (4-6). The acceleration period of 

the centrifuge was not evaluated in the simulation as the low centrifugal force period was assumed 

to have minimal impact on results. 

 

𝐹𝑔 = 𝜌𝑐𝑙 (
4

3
) 𝜋𝑟𝑐𝑙

3 𝑔                                                                                                                                       (4 − 1) 

 

𝐹𝑏 = 𝜌𝑓 (
4

3
) 𝜋𝑟𝑐𝑙

3 𝑔                                                                                                                                        (4 − 2) 

 

𝐹𝑐 = 𝜌𝑐𝑙 (
4

3
) 𝜋𝑟𝑐𝑙

3 𝜔2𝑅                                                                                                                                  (4 − 3) 

 

𝐹𝑑 = 6𝜋𝜂𝑟𝑐𝑙𝑉                                                                                                                                                (4 − 4) 

 

𝐹𝑧 = [(𝜌𝑐𝑙 − 𝜌𝑓)
4

3
𝜋𝑟𝑐𝑙

3 𝑔] − (6𝜋𝜂𝑟𝑐𝑙𝑉𝑧)                                                                                                 (4 − 5) 

 

𝐹𝑟 = [(𝜌𝑐𝑙 − 𝜌𝑓)
4

3
𝜋𝑟𝑐𝑙

3 𝜔2𝑅] − (6𝜋𝜂𝑟𝑐𝑙𝑉𝑟)                                                                                            (4 − 6) 

 

In Eq. (4-1)-(4-6) the density of the cluster is given by 𝜌𝑐𝑙, the density of the local melt is given by 𝜌𝑚, 

the radius of the cluster is given by 𝑟𝑐𝑙, gravity is given by 𝑔, the radial frequency of the centrifuge is 

given by 𝜔, the radial distance of a cluster is given by 𝑅, the melt viscosity is given by 𝜂, the radial 

velocity of a cluster is given by 𝑉𝑟 , and the vertical velocity of a cluster is given by 𝑉𝑧 . The local 

composition was used to predict the composition- and temperature-dependent 𝜌𝑓 and 𝜂 using the 

DNN described in Chapter 3. Clusters were treated independently except when surfaces overlapped. 
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When clusters of the same material overlapped, they were assumed to instantaneously merge into a 

new spherical cluster with the position updated to the center of mass of the clusters prior to merger 

(Fig. 4-4). Though instantaneous merger is unrealistic, rapid merger of similar clusters is expected 

due to entropic forces and minimization of the surface energy. 

 

 
Fig. 4-4. The merger of clusters. 

 

Dissimilar clusters were assumed to cross paths without interacting. This assumption is supported 

by the large energy barrier of any merger pathways. Merger while maintaining distinct compositional 

regions would induce a large additional surface energy between the regions. Merger with complete 

mixing would require substantial rearrangement of all the internal molecules. In comparison, the 

relative translation of a cluster around another cluster is a low energy process which is driven by the 

centrifugal force (Fig. 4-5). After each time step, the position of each cluster was used to reorder the 

clusters in the radial and then the vertical grids (Fig. 4-6). The reset clusters were then evaluated for 

another time step. 

 

 
Fig. 4-5. Schematic displaying the logic of dissimilar cluster interaction with a) clusters approaching 

one another, b) the increase surface area of a ‘merged cluster’, and c) the low energy option of 

cluster bypass. 
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Fig. 4-6. The reordering clusters after each time step. 

 

Concretely, the clusters are prenucleation clusters which exist in any molten system near its 𝑇𝐿 

[Gebauer et al., 2014; Radu and Kremer, 2017; Tanaka et al., 2010; Zhang et al., 2017]. Importantly, 

these clusters are not nucleation sites in the traditional sense of CNT (though they can become 

nucleation sites). Rather, these are sites of local demixing which occur for purely geometric and 

statistical reasons. As these clusters are distinct from the nucleation sites of CNT, they require an 

alternative (theoretical or empirical) basis to determine their composition, size, and structure. 

Though CNT does not provide quantitative information about these local heterogeneities, it does 

inherently assume their existence. In CNT, the individual atoms undergoing nucleation have no 

knowledge of the aggregate set of events that lead to stable growth; therefore, the action of 

aggregation -and dissipation- are a continuous process. 

Molecular dynamics (MD) simulation of simplified liquid solutions (e.g., Hard Sphere Model, 

Lennard-Jones liquid) have demonstrated that separation occurs in otherwise homogeneous liquids 

due to differences in size [Louis et al., 2002], density [Rivas et al., 2011], shape [McCandlish et al., 

2012], rotation [Scholz et al., 2018], and diffusivity [Stenhammar et al., 2015]. It has further been 

demonstrated that application of a body force enhances such demixing [Kumari et al., 2017; Nunes 

et al., 2018]. These theoretical results have been confirmed by analogous experimental results 

[Buttinoni et al., 2013] and testing on molten silicate melts [Hammer, 2008]. The trend of demixing 

in binary Lennard-Jones liquids of equivalent number is that larger, denser, slower, and less energetic 

particles tend to aggregate together due purely to entropic effects (Fig. 4-7). In greater complexity 

systems with non-uniform particle numbers, the probability of particle-particle interactions become 

increasingly important. For example, the entropic pressure that causes slow particles to aggregate in 

a bath of fast particles can reverse if the fast particles are rare enough in number [Tanaka et al., 2017]. 

Given the complexity of even purely geometric systems, the most that can be said is that local 

demixing occurs and roughly scales with the degree of differences between particles.  
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Fig. 4-7. Entropic pressure on large particles to cluster in a liquid of small particles. 

 

In addition to pure geometric effects, it is important to consider the bonding strength of clustering 

particles. As the particles constituting the liquid cluster are, by definition, not in a crystalline form, 

the bond strength can be approximated by the cation-anion distance while neglecting the crystalline 

structure. Therefore, compounds composed of small ionic radii with simple geometries are expected 

to contain the strongest intracluster bonds. More strongly bound clusters should be more resilient 

to dissolution by impacts from the surrounding fluid (i.e., more stable once formed). 

Despite the abundance of theoretical and empirical evidence of demixing and local 

heterogeneities in liquid systems, there remains little theoretical guidance on estimating the size and 

composition of heterogeneous regions in complex solutions. To guide the determination of clusters 

in centrifugal separation simulation, empirical evidence from rapidly solidified slag was used to set 

the innate size of clusters in molten slag. The size of innate clusters is inherently dependent on the 

chemical composition. However, review of micrographs from the literature found a consistent 

minimum diameter for crystals grains formed in rapidly solidified slag of 400-1000 nm [Choi and Jung, 

2017; Gautier et al., 2013; Reddy et al., 2016; Wang et al., 2012]. Note that theoretical [Dargaud et 

al., 2012] and empirical [Cogswell and Carter, 2011] evidence sets that absolute limit on stable cluster 

diameter to 8-15 nm. The 2D nature of micrographs means that some portion of the smaller size 

fraction are off-center cuts across grains (so-called: ‘cut-section effect’) [Higgins, 2000; Sahagian and 

Proussevitch, 1998]. Therefore, even in a monodisperse sample of perfectly spherical grains, there 

will be an apparent distribution of sizes given be Eq. (4-7) and graphed in Fig. 4-8 [Royet, 1991]. In 

Fig. 4-8, the probability of observing a grain with diameter in the range of 𝑑𝑥 to 𝑑𝑦 is given by 𝑃(𝑥, 𝑦), 

where 𝑑𝑦 ranges from ~0 to unity and 𝑑𝑥 is normalized to 𝑑𝑦. 

 

𝑃(𝑥, 𝑦) = √1 − 𝑑𝑥
2 − √1 − 𝑑𝑦

2                                                                                                                 (4 − 7) 
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Fig. 4-8. The erroneous measurement of undersized grains from a monodisperse sample. 

 

Accounting for the inclusion of erroneously small particles in 2D cut section micrographs, the 

inherent diameter of heterogeneity was set to 7000 nm in diameter, equivalent to the frequency 

peak of minimal size crystal grains. The cluster size distribution was initially set as uniform, though 

mergers result in an evolving size distribution. 

In addition to simple separation via the equations of motion, the potential for nucleating solids 

was analyzed. Using the local chemical composition, the 𝑇𝐿 and 𝜏 were calculated at each time step. 

The 𝑇𝐿 and 𝜏 were not connected to distinct clusters, but rather to set points within the centrifuge 

corresponding to the initial spatial discretization. The region used to calculate the local chemical 

composition was set to a diameter of 5 mm (roughly consistent with the size of samples used in 

empirical determination of 𝜏). The substantial overlap of ‘local regions’ for neighboring points results 

in a spatially smooth prediction of 𝑇𝐿 and 𝜏 through the centrifuge. 

As the 𝜏 is composition-dependent, it is expected to change for a given location over the course 

of centrifuging. The physical mechanism of 𝜏 is the time it takes for a stochastic aggregation of a 

sufficient number of particles into a discrete region and the reconfiguration of those particles into 

the proper crystal structure. In other words, 𝜏  is a simplification of the history of the detailed 

intermolecular interactions. The instantaneous 𝜏 cannot simply be compared to the elapsed time (𝑡𝑒). 

Substantial alteration of the composition ‘resets the clock’ of nucleation lag time (i.e., 𝑡𝑒 = 0) (Fig. 

4-9). 
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Fig. 4-9. Schematic explaining the non-additive nature of elapsed time. 

 

The degree of compositional change that is functionally meaningful is an open theoretical question 

as the specifics of the aggregating cluster composition and structure are of singular importance. It is 

expected that the sensitivity of the 𝑡𝑒 to composition is higher in areas of the compositional space 

where multiple compounds exist in close proximity. However, even when a given structure is 

ostensibly stable over a wide compositional space, the inclusion of impurities in the structure results 

in a fundamentally different structure evidenced by changes in the 𝑇𝐿 and 𝜏 (Fig. 4-10). Moreover, 

the simple ternary diagrams common to the ISM slag literature are not representative of the solution 

complexity common to ISM. As the number of chemical species increases, the segregation of the 

compositional space into distinct structures becomes increasingly complex. Given these 

considerations, the compositional distance relating to structural change in the CaO-SiO2-Al2O3 and 

CaO-SiO2-FeO eutectic used in BF operation was used to determine the compositional change that 

leads to resetting 𝑡𝑒 to 0 (Fig. 4-11). If the local molar chemical composition remained ±1% for all the 

elements present in the melt then 𝑡𝑒 was increased by the time step. Otherwise 𝑡𝑒 was reset to 0 due 

to the new chemical environment. 

An additional phenomenon that may suppress nucleation and growth during centrifugal 

separation is the disruption of the interfacial boundary due to shear forces. Empirical evidence 

suggests that active movement of a nuclei relative to the melt inhibits crystal growth [Bartels and 

Furman, 2002]. The bulk motion of the nuclei acts to strip away molecules from the trailing surface 

of the cluster, inhibiting its growth. Additionally, the shear converts the stable geometry from 

spherical to oblong in CNT [Mokshin et al., 2013]. Due to the nascent theoretical understanding of 

this phenomenon, it was not included in the simulation. 
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Fig. 4-10. Empirical data showing changes to the ‘stable’ crystal structure as evidenced by alteration 

of the nucleation lag time within compositions conventionally regarded as having a continuous 

structure. 

 

 
Fig. 4-11. Sensitivity of stable crystal structure to composition in the simple CaO-SiO2-FeO and CaO-

SiO2-Al2O3 ternaries. 

 

Though the 𝜏 was calculated by DNN, Classical Nucleation Theory (CNT) was used to calculate the 

nucleation and growth process once 𝜏 was exceeded. Note that cluster size is not equivalent to the 

size of a nucleating compound. Clusters are inherently random in internal structure whereas a 

nucleating compound has a defined crystal structure; therefore, clusters can become much larger 

than the critical radius of nucleation (𝑟∗) and should not be expected to crystalize instantaneous once 

the 𝜏  has been exceeded. For a spherical nucleus of radius equal to 𝑟, the Gibbs free energy of 

formation (Δ𝐺) is given by Eq. (4-8). 

 

Δ𝐺 = 4𝜋𝑟2𝛾𝑆 −
4𝜋𝑟3

3
Δ𝐺𝑉                                                                                                                        (4 − 8) 

  

In Eq. (4-8), 𝛾𝑆 is the interfacial energy and Δ𝐺𝑉 is the difference in volumetric Gibbs free energy of 

the melt and the solid. The left-hand term indicates the energetic burden of creating a new surface 

area, while the right-hand term indicates the reduced energy of the solid phase. Differentiating Eq. 

(4-8) yields the critical radius (𝑟∗) at which the volumetric driving force overcomes the increased 
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surface energy, resulting in growth being thermodynamically favored. The 𝑟∗ can be calculated for a 

given composition based on the liquidus temperature (𝑇𝐿), latent heat of fusion (𝐿), and degree of 

undercooling (𝑇𝑈), per Eq. (4-9). 

 

𝑟∗ = (
2𝛾𝑆𝑇𝐿

𝐿
) (

1

𝑇𝑈
)                                                                                                                                     (4 − 9) 

 

According to CNT, the nucleation rate per unit volume (𝐼) for the critical radius is calculated per 

Eq. (4-10), where 𝑓0 is the frequency of an atom attachment, 𝐶0 is the number of atoms per unit 

volume calculated per Eq. (4-11), 𝑘𝐵  is the Boltzmann constant, Δ𝐺  is the excess Gibbs energy 

between the liquid and solid as defined by Eq. (4-12), 𝑁𝐴 is Avogadro’s number, and the molecular 

weight is denoted by 𝑀𝑊. Literature values were used for 𝐿 and 𝛾𝑆. 

 

𝐼 = 𝑓0𝐶0exp (
−∆𝐺

𝑘𝐵𝑇
)                                                                                                                                 (4 − 10) 

 

𝐶0 =
𝜌𝑁𝐴

𝑀𝑊
                                                                                                                                                    (4 − 11) 

 

∆𝐺 = (
16𝜋𝛾𝑆

3𝑇𝐿
2

3𝐿2
) (

1

𝑇𝑈
2)                                                                                                                         (4 − 12) 

 

The calculations were performed for the average composition over the local region, but nucleating 

crystals were only applied to the stationary central point. No melting of the nucleated solids was 

considered. If the local chemical composition remained constant over the next time step, additional 

solids were nucleated and the already nucleated crystals were assumed to have grown at a 

continuous rate (Ω), calculated per Eq. (4-13) [Ainslie et al., 1962; Wagstaff, 1969]. In Eq. (4-13), 𝛼 is 

the atomic jump distance which was set to the molecular diameter. 

 

Ω =
𝐿𝑇𝑈

3𝜋𝛼2𝜂𝑇𝐿
                                                                                                                        (4 − 13) 

 

Agglomeration of solids was not explicitly considered. Rather, as the number of solid nuclei and 

their size increases the volume of molten slag decreases. The geometric frustration of the solid-melt 

structure was not modeled, nor was its influence on the solidification process (i.e., agglomeration) 

modeled. 

When solids begin to nucleate and grow, they effect the viscosity of the melt as described by the 

Einstein-Roscoe equation given in Eq. (4-14) [Wu et al., 2011]. The adjusted viscosity is given by 𝜂∗ 

and the volume fraction of solid particles is given by 𝑓. Assuming spherical particles of uniform size, 

the constants 𝑎 and 𝑛 in Eq. (4-14) become 1.35 and 2.5, respectively [Roscoe, 1952]. 

 

𝜂∗ =
𝜂

(1 − 𝑎𝑓)𝑛
                                                                                                                                         (4 − 14) 
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The heat generation from solidification (latent heat) and heat loss to the environment were set to 

zero. In other words, the simulation remained isothermal without accounting for thermal energy. The 

primary rational for this simplification was to more clearly discern the effects of compositional 

alteration to the 𝑇𝑈  and 𝜏 . The overall calculation scheme is provided in Fig. 4-12 and shown 

schematically in Fig. 4-13. Additional details of the calculation method are aggregated in Table 4-2. 

 

 
Fig. 4-12. Calculation scheme of the centrifugal separation and solidification simulation. 

 

 
Fig. 4-13. Calculation scheme of the centrifugal separation and solidification simulation.  
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Table 4-2. Calculation details of the centrifugal separation and solidification simulation. 

Feature Value Notes 

Cluster 
diameter 
(nm) 

7000 
Based on examination of micrographs of quenched, molten slag 
from the literature and Royet (1991) to determine maximal 
randomly assembled cluster size in melt.  

Time step 
(s) 

0.1 
Selected to limit calculation load while providing sufficiently 
detailed determination of kinematics and nucleation lag time. 

Temperature 
(K) 

1773 
Set uniform across slag types; in reality, BF, BOF, and EAF 
furnaces operate at different temperatures, with additional 
variation within furnace types. 

Calculation Method 

Density 
(𝜌) 

DNN Average composition from a 5 mm diameter around each cluster. 

Viscosity 
(𝜂) 

DNN + 
Einstein- 
Roscoe 

Average composition from a 5 mm diameter around each cluster. 
If solid nuclei are present, their effect is calculated in addition to 
the melt viscosity predicted by DNN. 

Liquidus 
temperature 
(𝑇𝐿) 

DNN Average composition from a 5 mm diameter around each cluster. 

Nucleation 
lag time 
(𝜏) 

𝑇𝐿- 
bootstrapped 

DNN 

Average composition from a 5 mm diameter. Nucleation lag time 
is reset to 0 when molar composition alters by >1% from previous 
time step. A gradual transition of composition over multiple time 
steps does not restart the nucleation lag time so long as the 
change per time step is ≤1 mol%. 
Nucleation lag time is calculated at fixed positions within the 
centrifuge (i.e., not associated with clusters). 

Solidification 
and growth 

Classical 
nucleation 

theory 

If the nucleation lag time is exceeded, then the number of nuclei 
is calculated based on the local conditions. 
Re-melting of solids is not considered. 
If the local composition changes ≤1 mol% between time steps, 
then the growth of nuclei is calculated. If the molar composition 
of the surrounding melt changes >1% then nucleated solids do 
not grow and are not considered for growth in future 
calculations. 
Intergrowth of solids and trapping of interspatial liquids 
(agglomeration) is not considered. 
Alteration to density due to solidification is not considered. 
The influence of pressure and gas phase composition are not 
included in the calculation of the Gibbs free energy. The Gibbs 
energy of the solid phases are based on crystalline solids; when 
phases solidify for which there is not Gibbs data, the closest 
crystalline compound by molar composition is used. 

Segregation 
Newtonian 
kinematics 

During the time step clusters move under the assumption of 
constant local density, body forces, and drag forces. No limitation 
on cluster movement (e.g., centrifuge walls) is made during the 
time step. After each time step, clusters are reordered within the 
centrifuge.   
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Heat balance --- 

The centrifuge is considered adiabatic. No heat transfer from the 
slag to the centrifuge is considered. 
Heat generation from solidification is ignored. 
Heat loss from drag is ignored. 

Centrifuge Configuration 

Type vertical axis Sedimentation type. 

Internal slag 
volume 
(m3) 

2 --- 

Offset from 
rotational 
axis (m) 

0.3 

A lack of offset results in very small centrifugal forces at the 
center of the centrifuge and accordingly, loss of Ca, Mg, and Fe to 
mixed phases. 
This value has not been optimized. 

Centrifuge 
external 
radius 
(m) 

0.639 

Larger offsets increase the separating power of the centrifuge 
and decrease the relative separation distance. However, larger 
offsets also increase the surface area per unit slag volume, 
making consideration of heat loss more pressing. 
This value has not been optimized. 

Angular 
velocity 
(rpm) 

3,000 Limited by the 50 Hz utility electricity. 

 

Sizing of the centrifuge involves trade-offs between several factors cutting across operational ease, 

risk, scale-up, and the physical mechanisms of separation. Maintaining separation ability was 

considered a fundamental constraint, thereby dictating most of the sizing process. Maintaining 

separation functionally means a design with high centrifugal forces, a small radial travel distance for 

separating slag, and the prevention of excessive heat loss to the centrifuge body and surrounding 

environment. Heat loss occurs due to long filling times, a large centrifuge-slag surface area, and a 

large centrifuge mass. From a perspective of risk avoidance and adoption rate, it was considered 

more viable to introduce small centrifuges into extant ISM facilities, slowly replacing current slag 

treatment processes as know-how and capital permits. Moreover, as a shut-down of slag treatment 

would cause a shut-down of the overall ISM process, it was deemed preferable to have several small 

centrifuges which could be more easily replaced and maintained than a single large centrifuge. These 

considerations led to the selection of a centrifuge with 2 m3 slag capacity (Fig. 4-14).  
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Fig. 4-14. The factors influencing sizing for a centrifuge with an internal volume of 2 m3. 

 

4.1.1. Simulation results 

The centrifugal separation and solidification simulation indicated that solid nucleation is delayed 

by the kinetic energy barrier (due to large 𝑇𝑈) imposed by the excursion of slag from the steep and 

deep eutectics of the mixed slag systems. General trends were: 1) high SiO2 content layers become 

effectively solid prior to formation of a pure silica layer due to the high 𝜂 , small centrifugal 

acceleration, and minor 𝑇𝑈 of those melts, 2) Fe0 and FeO content is recovered at high purity due to 

the rapid separation of dense phases and the low 𝑇𝐿 of iron-laden melts, 3) a significant portion of 

CaO and MgO is recovered as high purity (Ca,Mg)O, and 4) (Ca,Mg)-silicate layers are recovered 

primarily as (Ca,Mg)SiO3, (Ca,Mg)3SiO5, and (Ca,Mg)2SiO4 in BF, BOF, and EAF slags, respectively. 

Blast Furnace slag  

Blast furnace slag has minimal iron content, so the focus of centrifugal separation is the recovery 

of (Ca,Mg)O for recycling to the blast furnace or capture of CO2. Figure 4-15 provides snapshots of 

the radially dependent 𝜌, 𝜂, and 𝑇𝑈 of molten BF slag under centrifugal separation after 1, 2, 3, and 

4 minutes. 
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Fig. 4-15. Snapshots of the evolution of the BF slag during centrifugal separation. 

 

In BF slag, the separation of Al2O3 from the melt leaves the remaining slag in a low 𝑇𝐿 eutectic, 

thereby delaying solids nucleation. There was a sharp compositional transition within the centrifuge 

between the (Ca,Mg)-silicate melt and the high purity CaO-MgO melt. The 𝑇𝐿 of the CaO-MgO melt 

was much higher than the slag temperature causing the nucleation of CaO-MgO to be suppressed via 

the kinetic barrier. The transition from low 𝑇𝐿 eutectic to large 𝑇𝑈 allowed for both the (Ca,Mg)SiO3 

and (Ca,Mg)O layers to form prior to phase change. Small amounts of solids nucleation occurred due 

to transient compositions with minor 𝑇𝑈, but the arrested growth of nuclei due to compositional 

change limited the volume fraction of solids and the 𝜂∗ was only marginally larger than 𝜂. The bulk 

of prematurely nucleated solids were concentrated in the outer portion of the centrifuge. 

After 4 minutes of centrifuging, separation was functionally complete though substantial solids 

nucleation had not yet occurred. Continued centrifuging would allow 𝑡𝑒  to exceed 𝜏  resulting in 
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homogeneous nucleation due to the magnitude of 𝑇𝑈. Of the Ca/Mg content, 42.2% was converted 

to >95% purity CaO-MgO, 8.9% to lower purity CaO-MgO, 44.3% to ambiguously crystalline (Ca,Mg)-

silicates, 2.8% was trapped in a silicate matrix, and 1.8% was converted to compounds with other 

elements. The final composition of the centrifuged BF slag is shown in Fig. 4-16. 

 

 

 
Fig. 4-16. The composition of materials derived from BF slag after centrifuging for 5 minutes. 

 

Basic Oxygen Furnace slag 

Basic Oxygen Furnace (BOF) slag is high in FeO, CaO, and MgO content. The reduction of iron ore 

is the largest CO2 source in ISM; thus, along with recovery of calcium and magnesium, FeO is the main 

target of centrifugal treatment of BOF slag. Snapshots at 1, 2, 3, and 4 minutes of the centrifugal 

separation of BOF slag are provided Fig. 4-17. 
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Fig. 4-17. Snapshots of the evolution of the BOF slag during centrifugal separation. 

 

In the BOF slag, solids nucleation proceeded from the center of the centrifuge as FeO was drawn 

to the periphery of the centrifuge. By 180 seconds, all of the FeO had separated from the bulk melt 

into a pure, outer layer. Even after FeO separation, Al2O3 continued to separate from the bulk melt, 

but typically underwent solids nucleation and growth when it reached high (Ca,Mg)O- low SiO2-

content compositions. A layer of high purity CaO-MgO remained molten radially internal to the solid, 

mixed aluminates. After 5 minutes, all materials had undergone solids nucleation and growth. An 

inner core of (Ca,Mg)-silicate was surrounded by a high purity CaO-MgO shell, a thin shell of mixed 

aluminates, and an out layer of FeO. Of the iron content, 92.2% was converted to >95% purity FeO, 

3.5% to lower purity FeO, and 4.3% was lost to compounds with other elements. In the case of 

calcium and magnesium, 28% was converted to >95% purity CaO-MgO, 66.6% to lower purity CaO-
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MgO (average SiO2 content of 20.9%), 2.9% to amorphous (Ca,Mg)3SiO5, and 2.5% was lost to 

compounds with other elements. The final composition of the centrifuged BOF slag is shown in Fig. 

4-18. 

 

 

 
Fig. 4-18. The composition of materials derived from BOF slag after centrifuging for 5 minutes. 

 

Electric Arc Furnace slag 

Electric Arc Furnace (EAF) slag is compositionally similar to BOF slag and thus behaves similarly 

when centrifuged. However, EAF slag has higher Al2O3 and FeO content and a lower (Ca,Mg)O to SiO2 

ratio than BOF slag. This resulted in larger FeO and Al2O3 layers which decreased the separation 

power of (Ca,Mg)O from the CaO-MgO-SiO2 melt due to radial position. As a result, the compositional 

transition from the low 𝑇𝐿 eutectic of the CaO-MgO-SiO2 system to the high 𝑇𝐿 of CaO-MgO melts 

was more gradual and accordingly more solids nucleation and growth occurred at the intermediate 

compositions. However, the increased FeO-content also extended the period over which 𝑇𝐿 -

suppressing FeO was present in the CaO-MgO-SiO2 melt; resulting in a larger portion of the recovered 

(Ca,Mg)O to be of high purity. As was the case for (Ca,Mg)-silicates in the BOF slag, the (Ca,Mg)2SiO4 

formed through repeated nucleation, but not growth. In EAF slag, 90.2% of the iron content was 

converted to >95% purity FeO, 6.2% to lower purity FeO, and 3.6% was converted to compounds with 

other elements. Of the calcium and magnesium content, 57.7% was converted to >95% purity CaO-

MgO, 19% to lower purity CaO-MgO (average SiO2 content of 16.6%), 19.3% to amorphous 

(Ca,Mg)2SiO4, 0.2% was trapped in silica, and 3.8% reacted with other elements. Figure 4-19 provides 

the molar composition of centrifuged EAF slag at 1, 2, 3, and 4 minutes. Figure 4-20 is the final 

composition of centrifuged EAF slag. 
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Fig. 4-19. Snapshots of the evolution of the EAF slag during centrifugal separation. 
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Fig. 4-20. The composition of materials derived from EAF slag after centrifuging for 5 minutes. 

 

Undercooling and suppressed growth 

The transient, radially-dependent 𝑇𝑈  predicted by the simulation (see Fig. 4-15, 4-17, 4-19) 

exceeds 750 K in areas of particularly high CaO, MgO, or Al2O3 content. On the other hand, real world 

applications of homogeneous solidification typical observe 𝑇𝑈 on the order of a few hundred Kelvin. 

In most industrial processes, the ratio of the undercooling to the liquidus temperature is greater than 

0.8 (i.e., 𝑇𝑈 𝑇𝐿⁄ > 0.8 ). In laboratory settings, 𝑇𝑈 𝑇𝐿⁄ ~0.4  has been reported with theoretical 

analysis indicating a minimum 𝑇𝑈 𝑇𝐿⁄  for any substance of ~0.33 [Luo et al., 2003]. The discrepancy 

between the theoretical minimum 𝑇𝑈 𝑇𝐿⁄  and what is observed experimentally and in industrial 

operations is related to the time scale of heat transfer in large volumes and the difficulty in 

elimination of nucleation sites in industrial settings. In thermally generated 𝑇𝑈, the loss of heat at the 

surface creates a small 𝑇𝑈 in the local melt. This 𝑇𝑈is dampened by the newly generated ∆𝑇 between 

the undercooled melt and adjacent melt still at the initial temperature. A small 𝑇𝑈 reduces the 𝜏 for 

homogeneous nucleation, which in turn acts as seeds for heterogeneous nucleation [Gránásy et al., 

2014]. These effects are minimized by reducing the volume of the melt, in effect increasing the 

maximum potential cooling rate of the melt volume [Perepezko and Wilde, 2016]. However, there 

does not appear to be a practical method to achieve similar (𝑇𝑈 𝑇𝐿⁄ ) on the large volumes seen in 

industrial settings. A method to circumvent this phenomenon is to utilize constitutional supercooling 

[StJohn et al., 2015]. In the proposed centrifugal method, the radially dependent change in 

composition is abrupt, leading to sudden and significant changes in slag properties. The abrupt 

composition change is due to the separation mechanics of the centrifuge. As separation between 

elements occurs, the melt density increases with radial distance from the rotational axis. This acts to 

accelerate compounds to areas of equivalent composition and suppress the occurrence of gradual 

transition zones. The compositional jumps (e.g., from (Ca,Mg)-silicates to CaO-MgO) explains the 

sudden increase in 𝑇𝑈 to >750 K. The particularly high 𝑇𝐿 of calcium and magnesium oxides means 
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the undercooling of 750 K is equivalent to a (𝑇𝑈 𝑇𝐿⁄ ) ~0.70 and ~0.71 in BF (𝑇=1773 K) and BOF/EAF 

(𝑇=1873 K) slags, respectively. Equivalently, an undercooling of 1250 K corresponds to a (𝑇𝑈 𝑇𝐿⁄ ) 

~0.59 and ~0.60 in BF and BOF/EAF slags, respectively. In other words, the predicted level of 𝑇𝑈 is 

not restricted by physical laws and may be possible even in industrial settings due to the mechanism 

being compositionally based, as opposed to thermally based. 

An additional phenomenon not seen in thermal undercooling processes that was predicted by the 

centrifugal simulation was the repeated nucleation but lack of growth within the melt. A similar effect 

is seen in constitutional supercooling of alloys, where a so-called ‘nucleation free zone’ develops 

ahead of solidifying dendrites. Due to the speed of separation in the current simulation, the 

nucleation time lag inhibits solidification to areas where the undercooling is only a few hundred 

Kelvin. As discussed above, this level of undercooling is primarily limited to the spatially small 

transition regions. As such, solid nuclei rapidly lose the chemical resources necessary for growth. 

Recall that the growth-suppressing effects of interfacial disruption were not included in the 

simulation, so the predicted nucleation and growth may be conservatively large. The overall 

solidification extent over the course of centrifuging is graphed in Fig. 4-21. Premature solidification 

is arrested by the consistent compositional change which prevents the rapid growth in 𝜂 which might 

otherwise halt separation. The increasing solidification rate near the end of centrifuging is due to the 

stabilization of the melt composition. Beginning at 5 minutes, rapid transitions to complete 

solidification (not graphed for clarity) occur as compositions remained relatively stable. 

 

 
Fig. 4-21. The total solidification extent over the course of centrifugal separation. 

 

Application to other slags 

The simulation demonstrated the potential for substantial separation of the constituent elements 

in slag via centrifuging. However, the qualitatively different behaviors of the three slag compositions 

analyzed indicates that the process cannot be applied carelessly. Nevertheless, a reasonable first 

approximation of the behavior of different molten slags can be made. Figure 4-22 provides a 

graphical example of the method using the average BF, BOF, and EAF compositions for reference. 

First, the chemical composition of a slag is mapped on a ternary diagram as SiO2-(CaO+MgO)-

(Al2O3+FeO+Fe0). This segregation of compounds allows for the estimation of undercooling at the 

interface of SiO2 and (Ca,Mg)O. A line should be drawn from the (Al2O3+FeO+Fe0) vertex through the 

slag composition to the opposite face of the ternary diagram. This location indicates the average 
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composition of the slag after the segregation of the denser, 𝑇𝐿-reducing species. The separation time 

of these heavier species increases as their initial concentration increases. Thus, an (Al2O3+FeO+Fe0)-

lean slag melt will reach this composition quickly, with minimal initial deviation (i.e., minimal 

separation of (Ca,Mg)O from the (Ca,Mg)-silicate melt). Melts with higher (Al2O3+FeO+Fe0) 

concentrations will incur a wider distribution of (Ca,Mg)-silicates by the time the heavier compounds 

have segregated (compare Fig. 4-18 and Fig. 4-20). Unfortunately, the separation time of heavier 

elements, and the degree of (Ca,Mg)-silicate variation cannot be estimated simply. The degree of 

(Ca,Mg)O separation from the (Al2O3+FeO+Fe0)-free melt will depend on the degree of 𝑇𝑈. This can 

be estimated by comparing the initial slag temperature with the 𝑇𝐿 based on widely available CaO-

MgO-SiO2 phase diagrams. Based on the simulations in this work, when the slag temperature is 

< 0.7 𝑇𝐿 , nucleation is avoided, and further purification of the compounds occurs. At slag 

temperatures in the range of 0.7 − 0.8 𝑇𝐿  some degree of nucleation occurs but growth is 

suppressed, resulting in a variety of compounds in this composition range. This phenomenon 

manifests as the spread in the CaO to MgO ratio at low SiO2 contents. At compositions where the slag 

temperature and 𝑇𝐿 are similar (e.g., high SiO2 melts), rapid conversion to crystalline or amorphous 

solids is expected. This can be seen by the lack of pure SiO2 in the results. If the slag temperature is 

higher than the 𝑇𝐿, then separation should continue within the melt. For example, the BF slag remains 

above its 𝑇𝐿, allowing for further separation of compounds. 

 

 
Fig. 4-22. Schematic of the method to determine to a first approximation the suitability of a given 

slag composition for centrifugal separation and solidification. 

 

Open issues 

Of the simplifying assumptions made, discounting the cooling effect of the centrifuge on the 

molten slag is the most likely to result in qualitative changes to the results. However, practical 

engineering solutions to this problem seem likely. For example, running the centrifuge in a semi-

continuous batch method would reduce the heat loss from the melt to the centrifuge body. 

Additionally, the heat generated from solidification is non-trivial and is applied towards the end of 

the centrifuging regime, thereby helping to maintain a high temperature for the centrifuge body. 
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Additional measures such as operating the centrifuge within a low-pressure area and engineering the 

emissivity of the centrifuge body and surroundings would further cut down on heat loss. 

An additional point that may require further investigation is the internal pressure and shear within 

the molten melt. The high centrifugal forces of the centrifuge generate large internal pressures to 

the slag melt which may meaningfully alter the molten properties. To account for such pressure 

effects, DNN would need to be retrained on datasets including the high-pressure data and CNT would 

need to be modified to account for the evolution of the preferential nucleation shape with shear. 

4.1.2. Matching slag production rate 

The need to operate the centrifuge rapidly and in small batches, means that a molten slag storage 

tank to facilitate matching the slag production and treatment rates is not possible. Rather, the 

centrifuges must be able to receive the slag as it is tapped from the furnace and be able to complete 

separation, solidification, and removal of slag by the time the next slag tapping occurs. Matching the 

furnace operations is therefore a case-by-case basis, as each furnace and operator works on a unique 

tapping schedule, with some performing continuous slag removal and others performing tapping 

operations on the order of minutes to hours [Agrawal et al., 2016; Agrawal et al., 2018; Roche et al., 

2018a,b; Upadhyay and Kundu, 2013]. 

A rough order of magnitude calculation was performed to determine the number of centrifuges 

required to meet BF slag production rates for a 4 Mtonne-steel/y facility [IEAGHG, 2013]. The BF slag 

production is 1.111 Mtonne/y; assuming a standard BF slag density, this comes to 0.682 m3 of slag 

per minute. For a 2 m3 centrifuge, the filling rate is limited by the production rate, and takes 2 minutes 

56 seconds. Though complete centrifugal separation is expected within 5 minutes, with rapid 

solidification thereafter, operation time was set to 10 minutes to ensure ample time for slag with 

long 𝜏 to nucleate and grow. Removal of solid slag from the centrifuge has not been researched, but 

the simple centrifuge design is expected to allow slag removal and preparing the centrifuge for the 

next slag batch in 5 minutes. The total turnover time of a single centrifugal batch is thus ~18 minutes, 

15 minutes of which the centrifuge cannot take on new slag. To fully handle the slag from such a 

facility requires at least 6 centrifuges to cover operational and unloading time. Given that the steel 

volume of each centrifuge is ~0.227 m3, the CO2 intensity of steel is 1.636 kgCO2/kg-steel, and the 

CO2 reduction potential of BF slag is ~0.434 kgCO2/kg-slag, each centrifuge ‘pays off’ its CO2 debt 

after 1.11 loads. Assuming an operational life of 1 year for each centrifuge body reduces the net CO2 

mineralization efficiency by 0.004%. 

For a repetitive tapping schedule, the number of centrifuges required is the greater of Eq. (4-15) 

and Eq. (4-16), where 𝑡𝐷 is the ‘dead time’ of the centrifuge (i.e., the time during which it cannot 

receive slag), 𝑡𝐵 is the ‘build-up time’ of slag in the furnace (i.e., between tapping cycles), 𝑡𝐹 is the 

‘fill time’ (i.e., the time during which the centrifuge can receive slag), 𝑉𝑐 is the slag volumetric capacity 

of the centrifuge, 𝑉𝑇 is the volume of slag over a complete tapping cycle, and 𝑁 is the number of 

centrifuges required to match operations. The fill time is a function of centrifuge volume and tapping 

schedule. It was assumed that manpower limits the reuse of centrifuges over a single tapping cycle. 

 

𝑁 = (
𝑡𝐷 − 𝑡𝐵

𝑡𝐹
) + 1                                                                                                                                    (4 − 15) 

 

𝑁 =
𝑉𝑇

𝑉𝑐
                                                                                                                                                        (4 − 16) 
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The number of centrifuges required as a function of tapping interval is provided in Fig. 4-23, 

assuming each centrifuge has an internal volume of 2 m3. More rapid slag tapping schedules require 

more centrifuges. However, due to the constraint of not allowing centrifuge reuse during a single 

tapping cycle, the number of centrifuges increases for tapping cycles longer than 20 minutes. 

Automation of the process would allow for rapid centrifuge reuse, eliminating the dramatic increase 

in centrifuge number. 

 

 
Fig. 4-23. The influence of tapping cycle length on the number of centrifuges required. Calculated 

for 2 m3 centrifuge treating 1.111 Mtonne/y BF slag. 

 

4.2. MYNA process: In-container solidification 
Slow solidification is completely distinct from centrifuging both in the manifest phenomenon and 

in the means of lowering CO2 emissions. The goal of slow solidification is not to create CaO which can 

be returned to the furnace, but rather to generate Ca-bearing species that readily react with CO2 and 

can be separated from other materials at low energetic input. To do so, the slow solidification process 

takes advantage of the dynamics of nucleation and growth to produce large mineral grains of 

compositionally distinct species. Nucleation is a stochastic process whose build-up is hidden by the 

small length scales and rapid timescales of the phenomenon. In reality, clusters of molecules are 

agglomerating and dissipating continuously in a molten solution, even above its melting point. As the 

temperature decreases, the size and lifetime of the transient clusters increases. Below the melting 

point the nucleating clusters are energetically favored to grow, causing the phase change to appear 

sudden and distinct. However, the true nature of nucleation being gradual means that the rate of 

nucleation is related to the degree of temperature depression below the liquidus temperature (𝑇𝐿), 

known as undercooling (𝑇𝑈 = 𝑇𝐿 − 𝑇). Increasing the undercooling hastens the onset of nucleation 

and increases the number density of nuclei in a given volume. This process continues until further 

reduction in temperature causes the concurrent increase in viscosity and decrease in kinetic energy 

to increase the nucleation lag time (𝜏) and a decrease the number of nucleation sites. The slow 

solidification method looks to operate as close to the 𝑇𝐿 for as long as possible in order to reduce the 

nucleation rate and increase the diffusion of species in the melt. By doing so, there is less competition 

between nucleation sites for resources (i.e., atoms and space), more chance for mergers between 

similar compounds, and more opportunity for expulsion of impurities from solids. By extending the 

period near solidification conditions, the degree of entropic demixing from geometric and diffusional 
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effects increases. The molten slag becomes more and more heterogeneous, eventually producing a 

solid with large-scale heterogeneity which can be easily separated. The end result is the generation 

of large, extremely pure mineral grains. 

From an exergetic standpoint, the available exergy of the high temperature molten melt is used 

to ‘pre-separate’ the slag into larger mineral grains. As a result, the exergy required for demixing solid 

slag is substantially reduced. 

The demixing process in molten slag is facilitated by differences in molecular radius and mass, but 

fundamentally can operate purely on the diffusion that occurs during solidification as illustrated in 

Fig. 4-24. At temperatures well above 𝑇𝐿 the kinetic energy prevents aggregation of molecules and 

washes out the effects of minor differences in molecular radius and mass (Fig. 4-24a). As the 

temperature decreases, the stochastic clustering of molecules becomes prevalent, with differences 

in molecular characteristics providing entropic pressure to de-mix (Fig. 4-24b). The aggregation of a 

given molecule results in a disequilibrium in the particle flux: particles diffuse via Brownian motion 

towards the aggregation site but are not able leave the cluster (Fig. 4-24c). This one-way flux 

produces a low concentration gradient moving radially outward from the cluster. Due to geometric 

effects, and the fact that diffusion time is proportional to the square of the mean distance, a shell 

depleted in the aggregating molecule develops around the growing aggregate. This diffusion-based 

alteration of composition changes the local dynamics of nucleation (i.e., constitutional supercooling) 

(Fig. 4-24d). As a result, in the limiting case of a single nucleating particle, the solidification-diffusion 

interdependencies will produce a secondary solid phase present as shell around the initial nuclei (Fig. 

4-24e and Fig. 4-24f). The key challenge in developing the in-container solidification process is to 

design a process that robustly generates large grain sizes despite the chemical variability across slags.  

 

 



Chapter 4: Solidification control 

 

199 
 

 
Fig. 4-24. The alteration to the local solution from a) an initially mixed solution, b) a local cluster 

development with c) the one-way flow of solutes, d) the development of a two-tiered structure, e) 

the onset of nucleation, and f) growth. 

 

4.2.1. Empirical limits 

The GSD that develops under slow solidification is inherently dependent upon the specific solution 

chemistry and the spatiotemporal temperature history. Moreover, the specific properties of the melt 

and nucleating species (e.g., the energy barrier to diffusion across the nucleate-melt interface) is 

necessary information to make quantitative predictions. However, even in instances when all 

necessary information is available, the results are only relevant to the specific conditions. While 

example cases can be instructive, the useful information is what are the limits to the growth of 

nucleating solids under the range of industrially practical conditions. To gain perspective on the scale 

of GSD that can be expected, a literature review of micrographs of slowly solidified silicate melts was 

performed. A fairly large amount of data exists in the field of petrology; unfortunately, the majority 

of this data represents high pressure conditions, which fundamentally alter the solidification kinetics. 

With the notable exception of Gautier et al., 2013 and Du et al., 2017, very little work has looked at 

the behavior of ISM slag under very slow solidification conditions. Nevertheless, from this data, work 

on coal slag solidification [Shen et al., 2017a; Shen et al., 2017b], and petrological studies at 

atmospheric pressure [Bartels and Furman, 2002; Dunbar et al., 1995], a maximum observed GSD 

can be determined for equant (roughly spherical) and acicular (needle-like) crystals. The differing 

geometry of growth means that acicular crystals inherently have a larger propensity for intergrowth 

and are less prone to the diffusional constraints of equant solids (Fig. 4-25). Additionally, in-house 

testing of commercial desilicating slag was performed. The slag 𝑇𝐿 was determined empirically to be 
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1260 ˚C. The slag was then heated to 1300 ˚C under N2 atmosphere and held for 12 hours, followed 

by cooling at 10 ˚C/min. Example micrographs are provided in Fig. 4-26. Note that, unlike the 

determination of the minimum grain size, 2D micrographs can be used to accurately determine the 

maximum grain size as the ‘cut-section effect’ and ‘intersection-probability effect’ relate to 

erroneous estimates of non-maximal particle size. The empirical maximum for GSD of equant crystals 

appears to be on the order of 1 millimeter. For acicular crystals, experiments indicate the maximum 

length to be on the order of millimeters while the width likely has a maximum of a couple hundred 

micrometers. The various empirical maximums are provided in Fig. 4-27. 

 

 
Fig. 4-25. The reduced diffusional growth constraint on acicular compared to equant crystals. 

 

 

 
Fig. 4-26. Example micrographs of the disparate mineral grains produced from an extended 

temperature hold above the 𝑇𝐿 of a commercial desilicating slag. 
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Fig. 4-27. The range of maximal crystal sizes from the literature on slow solidification. 

 

4.2.2. Theoretical limits 

The maximal grain size observed empirically is useful information but does not necessarily 

represent the fundamental limit to grain size growth, even under practical solidification regimes. A 

case-by-case analysis of the likely GSD is technically possible but does not inform about the case-

independent limits. The first step in determining such fundamental limits is determining what 

physical mechanism constrains growth. In an unmixed molten system, the diffusion of molecules to 

a solidification front can be simplified as a random walk (i.e., Brownian motion). However, the 

solidification front acts as a one-way gate, allowing influx of new molecules while preventing the 

efflux of attached molecules. Assuming the solid is of a different composition (𝐶𝐴
𝑠) than the bulk melt 

(𝐶𝐴
𝑚), then solidification results in a concentration of some subset of the melt, with a concurrent 

depletion of that molecule from the immediate vicinity of the solid. The degree of concentration 

occurring through solidification dictates the volume of surrounding melt needed to ‘feed’ the 

solidification of a spherical solid (𝑉𝑓𝑒𝑒𝑑) from an initial radius (𝑟𝑖) to a larger radius (𝑟𝑓) per Eq. (4-17). 

The 𝑉𝑓𝑒𝑒𝑑 can be converted into a distance from the solidification front (𝑑𝑓) via Eq. (4-18). Merging 

Eq. (4-17) and Eq. (4-18) yields the distance that a molecule must diffuse to reach the solidification 

front as shown in Eq. (4-19). 

 

𝑉𝑓𝑒𝑒𝑑 =
𝐶𝐴

𝑠

𝐶𝐴
𝑚 [

4

3
𝜋(𝑟𝑓

3 − 𝑟𝑖
3)]                                                                                                                    (4 − 17) 

 

𝑉𝑓𝑒𝑒𝑑 =
4

3
𝜋 [(𝑑𝑓 + 𝑟𝑖)

3
− 𝑟𝑖

3]                                                                                                                (4 − 18) 

 

𝑑𝑓 = {[
𝐶𝐴

𝑠

𝐶𝐴
𝑚 (𝑟𝑓

3 − 𝑟𝑖
3)] + 𝑟𝑖

3}

1
3⁄

+ 𝑟𝑖                                                                                                    (4 − 19) 

 

The basic relation put forth by Einstein (1905) states that the expected distance traveled by a 

particle (i.e., radial distance from an initial position after an arbitrary time averaged over many 
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instances or particles: 𝑑𝑓
̅̅ ̅) is proportional to the square root of the time (𝑡) as indicated by Eq. (4-20), 

where 𝐷 is the diffusivity. 

 

𝑑𝑓
̅̅ ̅ = √2𝐷𝑡                                                                                                                                                  (4 − 20) 

 

The 𝐷 can be estimated via Eq. (4-21) where 𝑅 is the gas constant, 𝑟𝑖𝑜𝑛  is the ionic radius of the 

diffusing component. 

 

𝐷 =
𝑅𝑇

6𝜋𝜂𝑟𝑖𝑜𝑛𝑁𝐴
                                                                                                                                         (4 − 21) 

 

Inserting Eq. (4-21) into Eq. (4-20) provides the diffusion distance as a function of the diffusing ion, 

the slag temperature (𝑇), the slag viscosity (𝜂), and the time (𝑡). The key step is to replace 𝑡 with the 

nucleation lag time (𝜏), leading to Eq. (4-22). Once solidification occurs, the diffusion of the solidifying 

species is functionally halted, leading to a maximum grain size. Therefore, 𝜏 represents the time 

available for diffusion to occur for a given composition and temperature. By way of examining the 

literature data, the range of reasonable values for 𝜏 can be determined (cf. Chapter 3.7). 

 

𝑑𝑓
̅̅ ̅ = (

𝜏𝑅𝑇

3𝜋𝜂𝑟𝑖𝑜𝑛𝑁𝐴
)

1
2⁄

                                                                                                                              (4 − 22) 

Equation 4-21 makes clear that a smaller ionic species will diffuse faster; thus, the maximum 𝑑𝑓
̅̅ ̅ 

can be estimated by assuming a small ionic radius species (e.g., MgO≈165 pm). Though 𝜂  is 𝑇-

dependent, it is also composition-dependent. Therefore, the literature data can inform the range of 

reasonable values (cf. Chapter 3.6). The calculation assumptions, methods, and container 

configuration are provided in Table 4-3, a schematic is provided in Fig. 4-28. 
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Fig. 4-28. Scheme used in the calculation of the limits of grain size in slow solidification.  
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Table 4-3. Calculation details of the slow solidification calculation. 

Feature Value Notes 

Composition --- 
Based on industry average chemical composition in the phase 
space of CaO-MgO-FeXOY-Al2O3-SiO2.  

Temperature --- 
Set equal to the highest temperature at which the 𝜏-DNN provide 
an estimate of nucleation lag time. 

Viscosity --- Based on composition and temperature. 

Nucleation 
lag time 

--- Based on composition and temperature. 

Ionic radius 
(pm) 

72 Based on ionic radius of Mg. 

Calculation Method 

Viscosity 
(𝜂) 

DNN Based on average composition of the melt and temperature. 

Liquidus 
temperature 
(𝑇𝐿) 

DNN Based on average composition of the melt. 

Nucleation 
lag time 
(𝜏) 

𝑇𝐿- 
bootstrapped 

DNN 
Based on average composition of the melt and temperature. 

Geometric 
evolution of 
particles 

--- Based on spherical particles. All other geometries not considered. 

Heat balance --- Adiabatic. No heat loss and no heat release from solidification. 

Container Configuration 

Dimensions 
(m) 

7.64  7.64 
 0.74 

Rectangular. 

Internal slag 
volume 
(m3) 

4.9 10 cm thickness.  

Refractory 
(mm) 

300 
MgO. Alumina and silica-based refractories are avoided because 
the dissolution of these compounds would result in slag with 
lower CO2 diffusivities. 

Casing (mm) 20 Carbon steel. 

 

Using the range of values from the literature on 𝜏 and 𝜂, the expected maximal 𝑑𝑓
̅̅ ̅ was calculated 

and plotted in Fig. 4-29. The interdependencies of nucleation lag time, viscosity, and temperature 

mean that Fig. 4-29 provide an estimate of the order of magnitude of grain size, as opposed to highly 

accurate predictions. Even so, Fig. 4-29 provides valuable insight. Firstly, the direct effect of 

temperature on the diffusion distance is small over the range of likely temperatures (Fig. 4-29b). 

However, the significant impact of viscosity and the nucleation lag time means that temperature 

needs to be considered as it relates to these properties. Increased temperature reduces viscosity and 

increases the nucleation lag time. An increase in temperature coincides with movement towards the 

upper left portion of the graphs (Fig. 4-29c), in agreement with the empirical findings of Shen et al. 

(2017b). Note that the value 𝑑𝑓
̅̅ ̅ is the distance from the solidification front, and so is related to the 
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diameter of the grains that make up the solid shell around nuclei that first solidified. It is therefore 

possible to have two very different grains sizes within a signal sample (i.e., 𝑟𝑓 ≠ 𝑑𝑓
̅̅ ̅). However, 

rearrangement of Eq. (4-17) allows for determination of 𝑟𝑖 as a function of 𝐶𝐴
𝑠 𝐶𝐴

𝑚⁄  and 𝑑𝑓
̅̅ ̅. Doing so 

leads to Fig. 4-29d, where 𝐶𝐴
𝑠 was set to 1. This indicates that the size difference will not exceed a 

factor of 4, meaning the degree of separation effort should be of similar scale regardless of the 

relative size of core and shell solids.  

 

 

 
Fig. 4-29. The diffusion-based calculation of grain size in slowly solidified slag showing a) the basic 

graph construction, b) the weak direct dependence on temperature, c) the strong indirect 

dependence on temperature with empirical limits indicated, and d) the ratio of the larger to smaller 

grains that can develop due to ratios of the solutes in the melt. 

 

Whether grain sizes larger than those found empirically can be produced reliably across a range 

of compositions remains an open question. Larger grains sizes are theoretically possible. However, 

practical engineering constraints such as timing, space, cost, and the need to operate with no or 

minimal energy input will likely limit the grain size more than constraints from physics. 

4.2.3. Matching slag production rate 

For the MYNA process to be realizable in extant ISM facilities, the rate of solidification needs to 

match the rate of slag production. In the modern integrated steel mill, the BF and BOF processes 

coexist and are the primary sources of slag. De-silicating (DeS) and refining (Ladle) activities also 

produce slag. However, the disparate chemical composition, temperature, and production schedule 

of these slags means that mixing is likely unadvisable. Rather, each subprocess will require its own 

slag treatment equipment. However, space concerns and potential benefits of space sharing (e.g., 

temperature management), mean that different slags will have different containers, but the in-

container solidification may occur in the same general location. 
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Though the various slags are chemically distinct, their solidification process will be roughly similar 

given the time scale of solidification is on the order of hours. Likewise, the container used for 

solidification may very in length and width but will be subject to a relatively consistent depth based 

on the competing needs of thermal isotropy and low heat loss. Based on these parameters, the depth 

of the molten slag was set to 10 cm, while the length, width, and number of containers are varied to 

match slag production rates. For a BF-BOF facility production 4 Mtonne/y of steel generates on the 

order of 1.11 Mtonne/y of BF slag, 0.89 Mtonne/y of BOF slag, 0.08 Mtonne/y of DeS slag, and 0.03 

Mtonne/y of Ladle slag [IEAGHG, 2013]. Due to their comparatively small volume, DeS and Ladle slag 

were not considered in calculations. 

Using the DNN prediction of molten 𝜌 for industry average BF and BOF slag, the volumetric rate 

of slag production was determined. Assuming continuous tapping of the slag furnace, the number 

and size of containers needed to match the production of slag was calculated. The calculation 

depends on the assumed time for solidification. The 𝑇𝐿 for the BF and BOF slag were predicted by 

DNN, along with the 𝜏 and 𝜂. From these values the scale of GSD was determined. In both cases the 

GSD was considered sufficiently large such that no effort is needed to extend the time near the 𝑇𝐿. 

Even so, slow cooling of the molten slag has been shown to promote larger grain sizes, therefore the 

time to the 𝑇𝐿 was considered a design parameter, open to further research. The total cooling time 

was set to 1, 6, and 12 hours. Containers were envisioned to be stacked atop one another to limit the 

footprint of the MYNA process, and to reduce heat loss. Containers were stacked no higher than their 

side length, which includes 300 mm envelope of insulating bricks and a 20 mm steel shell. The number 

of such columns was increased until all containers were stacked. Assuming the solidification process 

takes 12 hours, the number of container and the overall footprint as a function of internal slag volume 

is shown in Fig. 4-30a and 4-30b, respectively. Equivalent graphs are given for a 6-hour solidification 

(Fig. 4-30c and 4-30d) and a 1-hour solidification (Fig. 4-30e and 4-30f). The results from Chapter 

4.2.2 suggest 1 hour should be sufficient to realize the large grain sizes targeted by in-container 

solidification. The small container size region of the 1-hour solidification process is highlighted in Fig. 

4-30g. The embodied CO2 emissions for container construction (i.e., the emissions from production 

of steel and MgO) for the prototypical 1.111 Mtonne/y of slag generation are plotted in Fig. 4-30h. 

Minimization of footprint, container number, and embodied CO2 emissions suggests a container with 

a molten slag holding capacity of 4.9 m3 is optimal. 
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Fig. 4-30. The optimization of container size, footprint, and number for a), b) a 12-hour 

solidification period, c), d) a 6-hour solidification period, e), f) a 1-hour solidification period, with g) 

the optimal range for 1 hour highlighted, and h) the embodied CO2 emissions of container 

construction in the optimal range.  
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Chapter-specific symbols and abbreviation list 

𝑎: Constant in Einstein-Roscoe equation 

BF: Blast furnace 

BOF: Basic oxygen furnace 

𝐶𝐴
𝑠: Composition of solid 

𝐶𝐴
𝑚: Composition of melt 

𝐶0: Atom number per unit volume 

CNT: Classical nucleation theory 

𝐷: Diffusivity 

𝑑𝑓: Distance from the solidification front 

𝑑𝑓
̅̅ ̅: Mean diffusion distance 

𝑑𝑥: Observed grain of diameter 𝑥 

EAF: Electric arc furnace 

𝑓: Volume fraction of solids in the melt 

𝑓0: Frequency of atom attachment 

GSD: Grain size distribution 

𝐼: Nucleation rate 

ISM: Iron and steelmaking 

𝑘𝐵: Boltzmann constant 

𝐿: Latent heat of fusion 

MD: Molecular dynamics 

𝑀𝑊: Molecular weight 

𝑛: Constant in Einstein-Roscoe equation 

𝑁: Number of centrifuges 

𝑁𝐴: Avogadro’s number 

𝑃(𝑥, 𝑦): Probability of grain diameter between 𝑑𝑥 and 𝑑𝑦 

𝑅: Gas constant 

𝑟∗: Critical radius 

𝑟𝑐: Cluster radius 

𝑟𝑓: Final solid radius 

𝑟𝑖: Initial solid radius 

𝑟𝑖𝑜𝑛: Ionic radius 

𝑡: Time 

𝑡𝐵: Build-up time 

𝑡𝐷: Dead time 

𝑡𝑒: Elapsed time 

𝑡𝐹: Fill time 

𝑇: Temperature 

𝑇𝐿: Liquidus temperature 

𝑇𝑈: Undercooling 

𝑉𝑐: Volume of centrifuge 

𝑉𝑓𝑒𝑒𝑑: Volume around a solid need to supply material to the solid 

𝑉𝑇: Total volume of slag during a tapping cycle 
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Δ𝐺: Excess Gibbs energy 

Ω: Continuous crystal growth rate 

𝜎: Mean 

𝜌: Density 

𝜏: Nucleation lag time 

𝜇: Standard deviation 

𝜂: Viscosity 

𝜂∗: Solids-bearing viscosity 

𝛾𝑆: Interfacial energy 
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Chapter 5: Comminution 
In the processes proposed in this dissertation, the method of CO2 emissions reduction is two-fold: 

1) recovery of flux and low oxidation state iron (i.e., Fe0 or FeO) for recycling to the furnace and 2) 

mineralization of CO2 using the (Ca/Mg)-bearing compounds of slag. The CO2 emissions reduction 

from the former is well understood and is simply a matter of quantifying the amount recovered 

material. The latter mechanism requires calculation of the rate of CO2 mineralization, which is 

fundamentally linked to the reactive surface area (𝑆𝐴). Carbon dioxide mineralization using calcium- 

and magnesium-containing solids (e.g., slag, natural rocks) is a kinetically slow process. To expedite 

the reaction, increasing the 𝑆𝐴 is a common and mature technique. However, from the perspective 

of industrial-scale CO2 mineralization, it is critical to consider the rate of CO2 mineralization, the net 

CO2 mineralization extent (i.e., over the full process chain and life cycle), and the cost per unit CO2 

reduction. A highly efficient process that operates at the timescale of millennia and a rapidly 

operating process with a low net CO2 mineralization extent are both of little value. Likewise, a process 

that makes an emitter economically uncompetitive will not be adopted. As such, the mineral-specific 

comminution energy was calculated and applied to grinding extents commonly reported in the CO2 

mineralization literature. Additionally, a novel comminution process (solid-state quenching) was 

developed to reduce grinding energy and increase the liberation efficiency of the MYNA process. 
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Chapter highlights 
• Comminution is an integral part of all CO2 mineralization schemes as it increases the reactive 

surface area, decreases the diffusion depth, and promotes separation of distinct materials. 

• Comminution energy is poorly quantified in the literature. 

• The mineral-specific surface energy and critical fracture stress for most minerals found in iron 

and steelmaking slags was calculated based on the crystal structure. 

• Aluminates, aluminosilicates, and oxides have higher surface energies and critical fracture 

stresses than silicates. 

• Larger grain sizes have lower fracture stresses because the grain faces act as fracture 

nucleation sites, with the critical stress scaling inversely with the scale of nucleation site. 

• The total energy of grinding was calculated based on the mineral-specific surface energy and 

the full particle size distribution as determined by the Kolmogorov approximation. 

• Grinding of materials can release more CO2 (through emissions from energy production) than 

are mineralized by the material. 

• Solid, high temperature slag can be fractured by quenching in water, generating thermal 

stresses which are amplified at boundaries between disparate minerals. 

• Solid-state quenching of slag is stress-limited, not energy-limited. 

• Quenching of slag induces spalling fractures which reduce heat transfer deeper into the slag, 

thereby concentrating heat loss and thermal stress at the surface of slag. 

• Larger mineral grains reduce the negative feedback of spalling fractures due to fewer 

fractures and a lower critical stress intensity. 

• Up to 40% of minerals can be fractured and liberated from a slag plate by thermal quenching. 

Higher levels of liberation become increasing difficult to realize due to the requirement for 

stress conservation in slag. 

Publications relevant to this chapter 
• Quantification of the CO2 mineralization potential of ironmaking and steelmaking slags under 

direct gas-solid reactions in flue gas, International Journal of Greenhouse Gas Control Vol. 87C 
p.100-111 (2019), Corey A. Myers, Takao Nakagaki, and Kosei Akutsu. 

• Application of quenching to polycrystalline metallurgical slags to reduce comminution energy 
and increase mineral liberation, In Proceedings of the 16th International Heat Transfer 
Conference Beijing China, IHTC Digital Library, p. IHTC-22437 (2018), Corey A. Myers and 
Takao Nakagaki. 

• Enhanced recovery process of calcium oxide and metals from steelmaking slag with net 
carbon sequestration, Energy Procedia Vol. 114 p.6246-6255 (2017), Corey Myers, Takao 
Nakagaki, and Takuya Mitamura. 
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5.1. Surface energy and critical stress 
Prior to reaction with CO2, solid phase ISM slag minerals will undergo some degree of size 

reduction (comminution). In the literature on slag-based and rock-based CO2 mineralization, there is 

surprisingly little information on the specific grinding energy for the plethora of minerals present. 

The majority of information available is simply empirical correlations from grinding of 

compositionally complex slags and rocks (e.g., the Bond Mill Work Index). Such unsophisticated 

correlations are well-known to be inaccurate and are inherently incapable of providing information 

on mineral-specific grinding energy. To alleviate this data insufficiency, the mineral-specific grinding 

energy for the 38 major compounds found in ISM slag was calculated. Using the Born model of 

bonding and a mixture of structural data from experiments, quantum mechanics (QM) simulations, 

and thermodynamics, the mineral-specific surface energy (𝛾𝑆) and critical tensile stress for crack 

propagation (𝐾𝐼𝐶 ) in Mode 1 fracture was calculated [Tromans and Meech, 2002; Tromans and 

Meech, 2004]. The Born model posits that the energy of a crystalline structure emerges from the 

electrostatic interaction between functional anions and cations with an additional repulsive 

interaction at shorter length scales. The internal energy per molecule (𝑈𝑚) can then be approximated 

as Eq. (5-1), 

 

𝑈𝑚 =
𝑁𝑛𝑉𝑎

2 𝑀

𝑎𝑛
(

𝑒2
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where 𝑁  is the number of atoms per cubic meter, 𝑛𝑉𝑎  is the largest common valence number 

between the ions, 𝑀  is the Madelung constant, 𝑎𝑛  is the stoichiometric number of atoms per 

molecule, 𝑒  is the elementary charge (1.60217710-19 C), 𝜀0  is the vacuum permittivity 

(8.85418810-12 C/Vm), 𝑅0 is the equilibrium interatomic distance of an unstrained crystal, 𝐿 is the 

stretched length, and 𝑛 is a mineral specific constant necessarily >1 that is conceptually related to 

the compressibility. The number of atoms per cubic meter is calculated per Eq. (5-2), 

 

𝑁 = 𝑎𝑛 (
𝑁𝐴

𝑀𝑉
)                                                                                                                                               (5 − 2) 

 

where 𝑁𝐴  is Avogadro’s constant and 𝑀𝑉  is the molar volume obtained by dividing the molecular 

weight by the crystal density. When the crystal is unstrained the energy per molecule reaches its 

minimum energy (𝑈𝐶) given by Eq. (5-3), 

 

𝑈𝐶 =
𝑁𝑛𝑉𝑎𝑀

𝑅0𝑎𝑛
(

𝑒2

4𝜋𝜀0
) (

1

𝑛
− 1)                                                                                                                (5 − 3) 

 

where 𝑅0 = 𝑁−1
3⁄ . Likewise, the 𝑈𝐶  is equal to the molar enthalpy of the crystal generated from 

gaseous ions divided by the molar volume (= Δ𝐻𝑓 𝑀𝑉⁄ ). The constant 𝑛 from is calculated by Eq. (5-

4). In Eq. (5-4), 𝐸 is the isotropic tensile elastic modulus and 𝜈 is Poisson’s ratio. The isotopic tensile 

elastic modulus is obtained from Eq. (5-5), where 𝐺 is the shear modulus, and 𝐾 is the bulk modulus, 

both obtained from QM [Jain and Ong, 2013]. The 𝜈 is obtained via Eq. (5-6). 
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𝑛 = 1 + (
3𝐸𝑎𝑛𝑅0

4

[1 − 2𝜈]𝑛𝑉𝑎𝑀
) (

4𝜋𝜀0

𝑒2
)                                                                                                          (5 − 4) 

 

𝐸 =
([2𝐺{1 + 𝜈}] + [3𝐾{1 − 2𝜈}])

2
                                                                                                       (5 − 5) 

 

𝜈 = (
3𝐾 + 2𝐺

2𝐺 + 6𝐾
)                                                                                                                                           (5 − 6) 

 

All values in Eq. (5-1) through Eq. (5-6) are in terms of constants available from the literature, 𝑀, 

and 𝑛. Thus, by iteratively solving Eq. (5-3) and Eq. (5-4), the values of 𝑀 and 𝑛 are obtained and the 

strained crystal energy is determined. The crystal energy as a function of strain in the bonds is 

displayed graphically in Fig. 5-1. 

 

 
Fig. 5-1. The effect of the average bond length on the specific internal energy of the crystal. 

 

With the stretch-related crystal energy calculatable, the tensile stress (𝜎𝑥) can be determined by 

the straightforward application of Eq. (5-7). By integrating Eq. (5-7) from the unstrained state (𝑅0) to 

the fracture distance ( 𝑅𝑙𝑖𝑚𝑖𝑡 ), the minimum total energy of brittle fracture (i.e., no plastic 

deformation) can be obtained according to Eq. (5-8). 

 

𝜎𝑥 = (
1 − 2𝜈

3
) (

𝑁
1

3⁄ 𝑛𝑉𝑎
2 𝑀

𝑎𝑛
) (

𝑒2

4𝜋𝜀0
) (

1

𝑅𝑥
2

−
𝑅0

𝑛−1

𝑅𝑥
𝑛−1)                                                                          (5 − 7) 

 

𝐺𝐶 = ∫ 𝜎𝑥𝜕𝑅𝑥

𝑅𝑥=𝑅𝑙𝑖𝑚𝑖𝑡

𝑅𝑥=𝑅0

                                                                                                                               (5 − 8) 

 

The magnitude of stretching required to induce fracture ( 𝑅𝑙𝑖𝑚𝑖𝑡 ) is equal to the inherent 

separation distance plus 2 nanometers (𝑅𝑙𝑖𝑚𝑖𝑡 = 𝑅0 + (2 × 10−9 m)); this value is obtained from 
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plotting 𝜎𝑥 against 𝑅𝑥 to the point of 𝜎𝑥 = 0. Input of Eq. (5-7) into Eq. (5-8) and integration yields 

the critical crack energy release (𝐺𝐶) per Eq. (5-9). 

 

𝐺𝐶 = [(
1 − 2𝜈

3
) (

𝑁
2

3⁄ 𝑛𝑉𝑎𝑀

𝑎𝑛
) (

𝑒2

4𝜋𝜀0
) (

𝑅0
𝑛−1

𝑛𝑅𝑥
𝑛 −

1

𝑅𝑥
)]

𝑅𝑥=𝑅0

𝑅𝑥=𝑅𝑙𝑖𝑚𝑖𝑡

                                                    (5 − 9) 

 

Equation (5-9) represents half of the mineral-specific surface energy (𝛾𝑆). The 𝐺𝐶  and 𝛾𝑆 represent 

average values of bond breakage over a randomly oriented polycrystalline structure. In other words, 

the anisotropy innate in the fracture planes of many crystals is aggregated and averaged by the 

isotropic treatment of the crystal volume. Given that comminution of slag for CO2 mineralization 

inherently occurs at the macroscale with randomly oriented slag particles and randomly oriented 

internal grain structures, this assumption is not only appropriate, it is necessary. Nevertheless, the 

degree of crystallinity and the quantity of grain boundaries in ISM slag varies between solidification 

methods. The grinding energy of intragranular fracture (intragranular: 𝐼𝐺 ), fracture at grain 

boundaries of the same material (grain boundary: 𝐺𝐵 ), fractures at grain boundaries between 

disparate minerals (inter-mineral: 𝐼𝑀 ), and fractures through an amorphous phase (intra-

amorphous: 𝐼𝐴) are of innately different energies due to the different degrees of bonding extent and 

bond length (Fig. 5-2). 

 

 
Fig. 5-2. The bond lengths at grain boundaries are inherently more stretched than those within a 

single crystal structure. 

 

The intragranular surface energy (𝛾𝐼𝐺) is equivalent to the ideal case described above and is given 

by Eq. (5-10). 

 

𝛾𝐼𝐺 =
1

2
[(

1 − 2𝜈

3
) (

𝑁
2

3⁄ 𝑛𝑉𝑎𝑀

𝑎𝑛
) (

𝑒2

4𝜋𝜀0
) (

𝑅0
𝑛−1

𝑛𝑅𝑥
𝑛 −

1

𝑅𝑥
)]

𝑅𝑥=𝑅0

𝑅𝑥=𝑅𝑙𝑖𝑚𝑖𝑡

                                              (5 − 10) 

 

From geometric studies it is seen that in single mineral polycrystalline materials there are a subset of 

potential binding sites ( 𝑓 ) whose innate ‘bond’ length is ~1.5𝑅0  [Bragg and Nye, 1947]. The 

remaining sites ( 1 − 𝑓 ) show an 𝑅𝑥  equivalent to 𝑅0  (i.e., no inherent strain). By applying a 

multiplying factor to the innate atomic distance (𝑚 = 1.5) of the stretched sites in polycrystalline 
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compounds and calculating the surface energy for unstrained and strained portions separately, the 

surface energy in grain boundary fracture (𝛾𝐺𝐵) is given by Eq. (5-11). 

 

𝛾𝐺𝐵 =
1

2
[(

1 − 2𝜈

3
) (

𝑁
2

3⁄ 𝑛𝑉𝑎𝑀

𝑎𝑛
) (

𝑒2

4𝜋𝜀0
)]

× {[𝑓 (
𝑅0

𝑛−1

𝑛𝑅𝑥
𝑛 −

1

𝑅𝑥
)]

𝑅𝑥=𝑅0

𝑅𝑥=𝑅𝑙𝑖𝑚𝑖𝑡

+ [(1 − 𝑓) (
𝑅0

𝑛−1

𝑛𝑅𝑥
𝑛 −

1

𝑅𝑥
)]

𝑅𝑥=𝑚𝑅0

𝑅𝑥=𝑅𝑙𝑖𝑚𝑖𝑡

}               (5 − 11) 

 

Tromans and Meech recommend using 𝑓 = 0.5 in Eq. (5-11) based on results of geometric studies 

and the overwhelming number of potential grain boundary arrangements. The calculation of fracture 

energy through and amorphous phase is achieved by altering the correction factors 𝑓 to 0 and 𝑚 to 

1.5. Concretely, this means all bonds are stretched relative to the crystalline structure, and the atomic 

distance is on average 1.5 times that of the crystalline state. This yields Eq. (5-12) for surface energy 

of amorphous fracture (𝛾𝐼𝐴). 

 

𝛾𝐼𝐴 =
1

2
[(

1 − 2𝜈

3
) (

𝑁
2

3⁄ 𝑛𝑉𝑎𝑀

𝑎𝑛
) (

𝑒2

4𝜋𝜀0
) (

𝑅0
𝑛−1

𝑛𝑅𝑥
𝑛 −

1

𝑅𝑥
)]

𝑅𝑥=1.5𝑅0

𝑅𝑥=𝑅𝑙𝑖𝑚𝑖𝑡

                                              (5 − 12) 

 

Calculation of fracture energy between disparate minerals is accomplished by alteration of 𝑓 and 

𝑚; however, Tromans and Meech provide only qualitative guidance on how to decide these values. 

Disparate phases are generated by the competitive interaction between growing mineral phases 

during solidification. Grain boundaries between disparate minerals can neither be classified as 

crystalline or amorphous as the process of generation is distinct. For mono-mineral grain boundaries, 

the misalignment from random orientation, and the constrictive nature of solidification results in 

~50% of the bonds being stretched to ~1.5 times their 𝑅0. In amorphous structures, the bond lengths 

are varied (with some portion likely ≤ 𝑅0); but, taken in aggregate, it is equivalent to all bonds being 

stretched by the same 1.5𝑅0. Given that the average bond length in amorphous structures is longer 

than in crystalline structures, the inter-mineral correction factors were set to 𝑓 = 0.25 and 𝑚 = 1.5, 

yielding Eq. (5-13). 

 

𝛾𝐼𝑀 =
1

2
[(

1 − 2𝜈

3
) (

𝑁
2

3⁄ 𝑛𝑉𝑎𝑀

𝑎𝑛
) (

𝑒2

4𝜋𝜀0
)]

× {[0.25 (
𝑅0

𝑛−1

𝑛𝑅𝑥
𝑛 −

1

𝑅𝑥
)]

𝑅𝑥=𝑅0

𝑅𝑥=𝑅𝑙𝑖𝑚𝑖𝑡

+ [0.75 (
𝑅0

𝑛−1

𝑛𝑅𝑥
𝑛 −

1

𝑅𝑥
)]

𝑅𝑥=1.5𝑅0

𝑅𝑥=𝑅𝑙𝑖𝑚𝑖𝑡

}               (5 − 13) 

 

Comparing these estimates with empirical results indicates the efficiency of grinding equipment 

(e.g., due to losses to heat, sound, and structural distortion) is consistently ~1%. The extremely low 

efficiency of grinding is due to the large number of impacts that cause no fractures, instead 

generating sound, heat, and structural strain [Morrison and Cleary, 2008; Cleary and Morrison, 2016]. 
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Only in the case of amorphous slags does the method of Tromans and Meech require significant 

adjustment. This adjustment is necessary because amorphous structures inherently contain some 

amount of ductility and will display plastic deformation to a larger degree than crystalline structures. 

Evaluating the results of Wang et. al. (2015) with Tromans and Meech shows 𝛾𝐼𝐴  is ~1.63𝛾𝐼𝐺 , 

~1.78𝛾𝐺𝐵 , and ~1.96𝛾𝐼𝑀 . This result is consistent across silica, sodium silicate, and calcium 

aluminosilicate glasses (i.e., the entire structural landscape of silicate glasses). Similar empirical 

results were found in the fracture testing of truly amorphous and polycrystalline slag; amorphous 

slag required ~1.82 times more energy than the polycrystalline slag, which is ostensibly a mixture of 

intragranular, grain boundary, and intra-mineral fractures [Purwanto et al., 2004]. 

From the fracture energy of each fracture type (i.e., 𝐺𝑋 = 2𝛾𝑋; where 𝑋 is a stand-in for 𝐼𝐺, 𝐺𝐵, 

𝐼𝑀, or 𝐼𝐴) the stress intensity factor for Mode 1 fracture propagation (𝐾𝑥) can be determined per Eq. 

(5-14), 

 

𝐾𝑋 =
√𝐸𝐺𝑋

√1 − 𝜈2
                                                                                                                                            (5 − 14) 

 

which is related to the critical tensile stress for crack propagation (𝜎𝐶), the inherent flaw size (𝑤), and 

the shape factor (𝑌) by Eq. (5-15). 

 

𝜎𝐶,𝑋 =
𝐾𝑋

𝑌√𝑤
                                                                                                                                                (5 − 15) 

 

The 𝑌 is equal to √𝜋 for straight through internal fractures with length 2𝑎, and 2 √𝜋⁄  for internal 

disk-shaped fractures of radius 𝑎. Given the preponderance of fractures occur at grain boundaries 

and triple-point boundaries, the internal disk-shaped fracture is assumed to be the dominant fracture 

type. The values used in calculations of surface energy and critical tensile stress are provided in Table 

5-1 ( Δ𝐻𝑓, 𝑀𝑊, 𝜌, 𝐸, 𝜈, 𝐾, 𝐺,) and Table 5-2 (𝑅0, 𝑀, and 𝑛). 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 



Chapter 5: Comminution 

 

220 
 

Table 5-1. The values used in calculation of mineral-specific fracture properties. 

Mineral 
𝚫𝑯𝒇 

(kJ/mol) 

𝑴𝑾 
(g/mol) 

𝝆 
(kg/m3) 

𝑬 
(GPa) 

𝝂 
𝑲 

(GPa) 
𝑮 

(GPa) 

Al2O3 -1675.190 101.964 3985 348.587 0.210 214.835 133.620 

Al2SiO5 -2590.314 162.044 3247 220.588 0.239 141.000 89.000 

Al6Si2O13 -6819.209 426.049 3168 227.576 0.280 172.400 88.900 

Ca2SiO4 (β) -2306.045 172.237 3280 189.638 0.223 114.070 77.535 

Ca2SiO4 (γ) -2304.800 172.237 2970 160.842 0.226 97.914 65.584 

Ca12Al14O33 -19429.998 1386.651 2610 146.540 0.228 89.665 59.685 

Ca2Al2SiO7 -3978.980 274.198 2850 169.814 0.231 105.275 68.965 

Ca2Fe2O5 -2133.756 271.841 4040 128.653 0.294 103.933 49.723 

Ca2MgSi2O7 -3877.192 272.624 2953 176.457 0.231 109.320 71.673 

Ca3Al2O6 -3587.801 270.192 2965 149.398 0.235 94.105 60.465 

Ca3Al2Si3O12  -6632.862 450.441 3570 295.043 0.009 100.130 146.220 

Ca3MgSi2O8 -4564.326 328.701 3145 183.664 0.227 112.045 74.855 

Ca3Si2O7 -3956.310 288.397 2895 166.598 0.223 100.275 68.105 

Ca3SiO5 -2929.202 228.314 3012 156.097 0.227 95.226 63.620 

Ca4Al2Fe2O10 -5096.112 485.956 3610 162.353 0.255 110.640 64.660 

Ca7MgSi4O16 -2306.045 673.175 3096 171.314 0.225 103.789 69.930 

CaAl2Si2O8 -4242.999 278.204 2730 183.905 0.235 115.775 74.440 

CaCO3 (A) -1207.126 84.087 2930 50.400 0.370 66.000 18.000 

CaCO3 (C) -1206.900 84.087 2710 85.240 0.310 76.000 32.000 

CaCO3 (V) -1202.482 84.087 2540 85.240 0.310 76.000 32.000 

CaFeSiO4 -1938.760 188.004 3560 166.313 0.274 122.460 65.290 

CaMgSiO4 -2250.030 156.464 3200 179.450 0.231 111.170 72.890 

CaO -635.089 56.077 3350 196.960 0.215 105.000 74.000 

CaSiO3 -1634.940 116.16 2804 170.928 0.225 103.570 69.770 

CaSiO3 (P) -1621.660 116.16 2905 173.081 0.225 104.918 70.642 

Fe2SiO4 -1480.200 203.771 4480 178.835 0.305 152.640 68.533 

Fe3O4 -1115.500 231.531 5170 170.240 0.340 176.000 64.000 

FeO -272.040 71.844 5745 112.692 0.364 137.800 41.400 

Mg2SiO4 -2176.935 140.691 3270 184.580 0.240 119.000 74.000 

Mg3Al2Si3O12  -6280.188 403.122 3740 263.909 0.245 172.310 106.010 

MgSiO3 -1548.498 200.774 3190 184.580 0.240 119.000 74.000 
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MgAl2O4 -2299.108 142.265 3600 273.830 0.266 - - 

MgCO3 -1111.396 68.314 3010 115.633 0.299 96.000 44.500 

MgFe2O4 -1434.495 199.991 3603 104.529 0.333 104.213 39.213 

MgO -601.241 40.304 3560 307.180 0.179 119.000 151.000 

SiO2 (C) -906.903 60.083 2334 65.181 -0.166 16.300 39.100 

SiO2 (T) -907.533 60.083 2265 58.091 0.009 19.700 28.800 

SiO2 (α) -910.957 60.083 2649 190.594 0.247 125.383 76.443 

 

Table 5-2. The calculated values used to determine the mineral-specific fracture properties. 

Mineral 𝑹𝟎 (m) 𝑴 𝒏 

Al2O3 2.04110-10 6.888 2.968 

Al2SiO5 2.18010-10 5.259 3.364 

Al6Si2O13 2.19910-10 4.633 4.399 

Ca2SiO4 (β) 2.31810-10 2.116 7.083 

Ca2SiO4 (γ) 2.39610-10 2.206 6.713 

Ca12Al14O33 2.46410-10 7.019 2.838 

Ca2Al2SiO7 2.37010-10 4.414 3.939 

Ca2Fe2O5 2.31610-10 6.376 2.826 

Ca2MgSi2O7 2.33810-10 2.496 6.111 

Ca3Al2O6 2.39610-10 6.193 2.956 

Ca3Al2Si3O12  2.18810-10 2.895 4.090 

Ca3MgSi2O8 2.31410-10 2.181 6.758 

Ca3Si2O7 2.39810-10 3.102 5.172 

Ca3SiO5 2.40910-10 3.436 4.640 

Ca4Al2Fe2O10 2.31610-10 6.242 2.991 

Ca7MgSi4O16 2.34510-10 1.640 8.448 

CaAl2Si2O8 2.35210-10 3.222 5.297 

CaCO3 (A) 2.12010-10 2.205 3.315 

CaCO3 (C) 2.17610-10 2.083 4.145 

CaCO3 (V) 2.22410-10 2.084 4.425 

CaFeSiO4 2.32310-10 2.242 7.184 

CaMgSiO4 2.26410-10 2.223 6.113 

CaO 2.40410-10 3.833 4.911 
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CaSiO3 2.39610-10 2.903 5.594 

CaSiO3 (P) 2.36810-10 2.876 5.480 

Fe2SiO4 2.21010-10 2.220 7.382 

Fe3O4 2.19810-10 3.673 5.392 

FeO 2.18210-10 4.215 3.896 

Mg2SiO4 2.16910-10 2.272 5.503 

Mg3Al2Si3O12  2.07610-10 2.588 5.821 

MgSiO3 2.18610-10 1.772 6.963 

MgAl2O4 2.10910-10 5.872 3.564 

MgCO3 1.96110-10 2.087 3.655 

MgFe2O4 2.36110-10 7.909 2.600 

MgO 2.11010-10 3.916 4.156 

SiO2 (C) 2.42410-10 14.701 1.150 

SiO2 (T) 2.44910-10 6.419 1.431 

SiO2 (α) 2.32410-10 2.107 7.785 

 

5.1.1. Results 

The results of the calculation of intragranular, grain boundary, inter-mineral, and intra-amorphous 

surface energy, critical stress factor, and critical stress intensity are provided graphically in Fig. 5.3-

5.5. The values are listed in Table 5-3. The results show a clear increase in 𝛾𝑆 for aluminum-bearing 

minerals. Minerals with small ionic radii (e.g., MgO and SiO2) are also prone to higher surface energies 

due to the inherently shorter bond lengths and geometrically simple structure leading to relatively 

tighter packing. Of relevance to grinding operations, carbonates are consistently of lower surface 

energy than their source minerals in ISM. Thus, delaying grinding until after a degree of CO2 

mineralization has occurred may provide meaningful reductions in energy consumption. There is a 

consistent behavior between the fracture types; concretely, 𝛾𝐺𝐵 ≈ (0.892 ± 0.021)𝛾𝐼𝐺 and 𝛾𝐼𝑀 ≈

(0.878 ± 0.026)𝛾𝐺𝐵. 
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Fig. 5-3. Surface energy for 38 minerals common to slag under three different fracturing 

mechanisms. 
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Fig. 5-4. Mode 1stress intensity factor for 38 minerals common to slag under three different 

fracturing mechanisms. 
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Fig. 5-5. Critical stress intensity of crack propagation for a grain boundary fracture under different 

inherent flaw sizes. 
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Table 5-3. The mineral- and fracture-dependent surface energy. 

Mineral 𝛾𝐼𝐺 (J/m2) 𝛾𝐺𝐵 (J/m2) 𝛾𝐼𝑀 (J/m2) 

MgO 6.820 6.115 5.410 

CaO 4.172 3.695 3.218 

FeO 2.738 2.463 2.188 

Fe3O4 3.044 2.685 2.326 

MgFe2O5 3.945 3.626 3.306 

Ca2Fe2O5 4.424 4.050 3.675 

Al2O3 10.317 9.436 8.554 

MgAl2O4 7.035 6.365 5.695 

Ca3Al2O6 5.085 4.641 4.196 

Ca12Al14O33 5.296 4.841 4.387 

Ca4Al2Fe2O10 5.315 4.850 4.385 

α-SiO2 (α) 2.510 2.166 1.822 

SiO2 (T) 3.659 3.446 3.234 

SiO2 (C) 4.731 4.486 4.242 

Mg2SiO4 3.207 2.826 2.445 

MgSiO3 2.569 2.233 1.897 

CaSiO3 (P) 3.259 2.868 2.477 

CaSiO3 3.187 2.801 2.415 

Ca3Si2O7 3.353 2.960 2.568 

Ca2MgSi2O7 2.958 2.588 2.217 

Ca2SiO4 (β) 2.732 2.370 2.008 

Ca2SiO4 (γ) 2.512 2.185 1.857 

CaMgSiO4 2.913 2.550 2.186 

Ca3MgSi2O8 2.766 2.406 2.046 

Ca7MgSi4O16 2.091 1.796 1.502 

CaFeSiO4 2.357 2.043 1.729 

CaMgSi2O6 2.415 2.108 1.801 

Ca3SiO5 3.495 3.106 2.717 

Fe2SiO4 2.364 2.048 1.732 

Mg3Al2Si3O12 4.168 3.664 3.159 

Ca3Al2Si3O12 6.856 6.150 5.443 

Ca2Al2SiO7 4.388 3.940 3.491 

CaAl2Si2O8 3.558 3.138 2.718 

Al2SiO5 6.155 5.585 5.014 

Al6Si2O13 4.965 4.434 3.902 

CaCO3 (C) 1.951 1.748 1.546 

CaCO3 (A) 1.394 1.266 1.138 

CaCO3 (V) 1.867 1.666 1.465 

MgCO3 2.723 2.463 2.202 

𝛼: alpha quartz; T: Tridymite; C: Cristobalite for SiO2, Calcite for CaCO3; P: Pseudowollastonite; 𝛽: 
beta dicalcium silicate; 𝛾: gamma dicalcium silicate; A: Aragonite; V: Vaterite 
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5.2. Comminution energy  

The total energy of grinding a mineral is dependent on the crystal structure of the material and 

the fracture type. Fracture type has a relatively minor but consistent effect on grinding energy with 

𝛾𝐺𝐵 ≈ 0.89𝛾𝐼𝐺 and 𝛾𝐼𝑀≈ 0.88𝛾𝐺𝐵. However, these numbers represent the ideal differences; in actual 

slag, the grain boundaries will be randomly oriented relative to the applied tensile stress. As such, 

𝐺𝐵 and 𝐼𝑀 fractures will require additional energy expenditure per distance traveled along the line 

of application of tensile stress (Fig. 5-6) [Mousavi et al., 2015]. 

 

 
Fig. 5-6. Deviations from straight-line fracture that accompany fracturing along grain boundaries in 

polycrystalline materials. 

 

Given these competing effects, naïve usage of 𝛾𝐼𝐺 is permissible. The grinding energy (𝐸𝐺) required 

to generate a given PSD can be calculated via Eq. (5-16). In Eq. (5-16), the term 𝜀𝐺  is the efficiency of 

grinding (~1% for most minerals and equipment) [Tromans, 2008] and Δ𝑆𝐴 is the change in surface 

area that accompanies grinding. Naturally, Δ𝑆𝐴 must be determined by the complete PSD as shown 

in Eq. (5-17). 

 

𝐸𝐺 = 𝛾𝐼𝐺Δ𝑆𝐴𝜀𝐺                                                                                                                                           (5 − 16) 

 

Δ𝑆𝐴 = ∑ 4𝜋𝑟𝑖,1
2

𝑖,1
− ∑ 4𝜋𝑟𝑖,0

2

𝑖,0
                                                                                                          (5 − 17) 

 

In Eq. (5-17), 𝑖 represents every particle in the sample, the total sample mass must be constant, and 

the subscripts ‘0’ and ‘1’ indicate the sample before and after grinding, respectively. Note that the 

value of 𝑖 changes with the degree of grinding. Accurately determination of Δ𝑆𝐴 then requires the 

full PSD as opposed to statistical metrics such as 𝑋𝑆𝑀  or 𝑋𝑉𝑀 . Representation of PSD via the 

lognormal distribution was discussed in Chapter 2. The physical basis for the generation of a 

distribution of particle sizes is provided in Fig. 5-7. 
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Fig. 5-7. Geometric relationships producing a particle size distribution from random comminution. 

  

Applying 𝐺𝐸 in conjunction with power supply CO2 intensity (Table 5-4) determines the net CO2 

mineralization potential of a mineral as a function of grinding extent as demonstrated in Fig. 5-8(a) 

assuming a natural gas power supply [IEA, 2016; Pehl et al., 2017]. Figures 5-8(b) and 5-8(c) only 

display the CO2 potential lines for the limiting case minerals. In Fig. 5-8(b), the impact of accounting 

for the complete PSD when determining the comminution energy consumption is highlighted; the 

population statistic used for comparison is the volume moment mean diameter. The volume moment 

mean diameter is widely reported as it is the output of laser diffraction-based particle size analyses. 

The error source of such methods derives from the fact that the majority of surface area produced 

during grinding is conveyed to the finest particles in a distribution. As such, the 𝐺𝐸  is underestimated 

in monodisperse simplifications of polydisperse samples. In Fig. 5-8(c) and Table 5-5, the 𝑋𝑉99 curves 

for 90%, 50%, and break-even (i.e., 0%) CO2 mineralization are plotted as a function of the CO2 

intensity of the source energy.  
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Table 5-4. CO2 intensities of various energy sources and national grids. 

Energy source CO2 intensity (gCO2/kWh) 

Natural gas 405 

Diesel 715 

Solar PV 5.2 

Onshore wind 4.2 

OECD 421 

China 681 

 

Table 5-5. The 𝑋𝑉99 at which different net CO2 mineralization are achieved assuming power 

supplied by natural gas (Table 5-4). 

 𝑋𝑉99 (µm) at which net CO2 mineralization is: 

Mineral 0% 50% 90% 

CaO 0.62 1.66 14.50 

MgO 0.60 1.61 14.00 

Ca2Fe2O5 1.67 4.08 35.88 

MgFe2O4 2.68 7.06 60.63 

Ca3SiO5 0.71 1.90 17.00 

Ca2SiO4 0.53 1.41 12.25 

Ca3Si2O7 1.00 2.47 22.25 

CaSiO3 1.29 3.23 28.38 

Ca7MgSi4O16 0.39 0.99 8.75 

Ca3MgSi2O8 0.53 1.43 12.38 

Ca2MgSi2O7 0.74 1.96 17.50 

CaMgSiO4 0.52 1.40 12.13 

MgSiO3 0.65 1.75 15.50 

Mg2SiO4 0.50 1.35 11.50 

Ca3Al2O6 1.75 4.29 38.00 

Ca12Al14O33 2.99 7.70 66.25 

MgAl2O4 3.71 9.61 83.50 

Mg3Al2Si3O12 1.59 3.87 34.00 

Ca3Al2Si3O12 3.68 9.53 82.75 

Ca2Al2SiO7 2.37 6.37 55.00 

CaAl2Si2O8 5.13 13.27 111.00 

Ca4Al2Fe2O10 2.06 5.37 47.00 

CaFeSiO4 1.14 2.87 25.25 
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Fig. 5-8. The effect of grinding energy consumption on the net CO2 mineralization potential of the 

minerals common to ISM slag when a) power is supplied by natural gas, b) the full PSD is accounted 

for in the calculation, and c) the source energy CO2 intensity is changed. 
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In Fig. 5-9, the additional energy expenditure for the grinding of gangue materials is provided. The 

break-even 𝑋𝑉99  (i.e., CO2 mineralization potential=0) is plotted assuming grinding is powered by 

natural gas. Minerals with an inherently low CO2 mineralization potential are more severely affected 

by the inclusion of gangue; in particular, high 𝛾𝐼𝐺 gangue such as aluminates depresses performance. 

 

 
Fig. 5-9. Gangue mineral effect on the point at which grinding becomes a CO2 emitting process. 

 

5.3. Thermal fracturing and liberation 

In traditional ISM slag treatment methods, slag is rapidly solidified to generate an amorphous 

structure; rapid solidification is often slowly followed by some form of slow cooling that provides 

heat recovery. The timing of cooling in the MYNA process is opposite of traditional methods (cf. Fig.2-

25). Namely, slag is slowly solidified in order to generate large mineral grains and then rapidly 

quenched in order to facilitate separation of said disparate minerals through thermal fracturing. 

Though the 𝑇𝐿 of ISM slags varies with the chemical composition, it can be expected that all slags are 

completely solid by 1000 ˚C (cf. Fig.3-22 and Fig. 3-23). Quenching of the solid slag in water as 

opposed to air or other cooling fluids is advantageous for its high cooling rate (due to high 𝑐𝑃 of 

water), simplicity, and passive nature (heat loss from pool to the environment). Moreover, water-

based quenching in one form or another is already common at ISM facilities, reducing potential 

knowledge gaps or operator reticence about new technology. The merit of quenching a solid, 

polycrystalline material is that disparate minerals have different thermomechanical properties and 

thus have unique responses to the thermal shock. As thermal stress (𝜎𝑇) is isotropic, the result of 

these differences causes the 𝜎𝑇  to be concentrated at the grain boundaries and triple points, 

particularly of disparate minerals (cf. Fig.2-31) [Moore and Lockner, 1995; Frøseth et al., 2005]. In 

addition to directly reducing the amount of energy that is required for grinding, the formation of 𝐺𝐵 

fractures produces higher liberation efficiency than conventional grinding (cf. Fig.2-32). 

In determining the overall efficacy of solid-state quenching, the first question to be addressed is 

whether the process is 𝜎-limited or energy-limited. An energy-limited process would have sufficient 

𝜎𝑇 to induce and propagate fractures, but insufficient energy to propagate fractures to fully liberate 

disparate minerals (i.e., the energy of the new 𝑆𝐴 is greater than the available thermal energy). A 𝜎-

limited situation denotes an insufficient 𝜎𝑇  to propagate fractures despite the available thermal 

energy exceeding the new surface energy of the fracture planes. As fractures propagate through the 

slag, the heat transfer environment will be modified due to the void spaces between the fracture 
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surfaces. These void spaces imbue a significant heat transfer resistance. This resultant change in the 

transient temperature field in turn alters the 𝜎𝑇  field. The alteration in 𝜎𝑇  then dictates whether 

fracturing can progress further. 

Fracture production through thermal shock was demonstrated by Hasselman to begin at a critical 

temperature difference denoted Δ𝑇𝐶  [Hasselman, 1969]. The topology of thermally induced 

microfractures was first linked to the intensity of the thermal shock by Bahr et al. (1986) who 

demonstrated that the structure of microfractures is linked to the intensity of the thermal shock (=

Δ𝑇 Δ𝑇𝐶⁄  where ∆𝑇 > ∆𝑇𝐶). A low shock intensity induces evenly spaced plane strain fractures. As the 

intensity increases, more and more fractures along the external surface intersect into an increasingly 

fracture-dense structure. Those fractures that move across the heat transfer surface are termed 

‘channeling’. Concurrent with a decreasing temperature and stress gradient, the density of cellular 

network created by intersecting and dendritic fractures decreases with distance from the heat transfer 

surface [Bourdin et al., 2014]. At sufficiently intense thermal stresses, fractures propagating orthogonal 

to the temperature gradient appear (‘spalling’) [Bahr et al., 2010]. Spalling fractures develop due to 

inherent imperfections along the plane strain or channeling surface and due to microbranching that 

occurs from fracture tip instability at rapid propagation velocities such as are seen in thermal fracturing 

(i.e., 40% of the sonic limiting velocity) [Chen et al., 2017]. Irrespective of fracture mechanism, in thermal 

shock systems the propagation of spalling-type fractures is typically the energetically preferred pathway. 

However, the initiation of spalling fractures can be difficult [Zavattieri and Espinosa, 2001]. 

Figure 5-10 provides a schematic of the calculation set-up, simplifications, and flow used in the 

simulation of solid-state quenching of a polycrystalline slag plate. 
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Fig. 5-10. The solid-state quenching a) calculation set-up, b) conceptual simplification of grains and 

spalling fractures, and c) the calculation flow for the transient temperature and thermal stress fields. 



Chapter 5: Comminution 

 

234 
 

5.3.1. Energy-limited versus stress-limited 

Determination of whether energy or 𝜎  constrains the thermal shock fracturing process, the 

available 𝜎𝑇 was compared with the necessary stress for fracture propagation (𝜎𝐶,𝑥); likewise, the 

available thermal energy (𝐸𝑇) was compared with the energy of newly-generated 𝑆𝐴. The mineral-

specific surface energies aggregated in Table 5-3 and the Mode 1 critical stress intensity (𝐾𝐶) were 

calculated per Eq. (5-18) and related to 𝜎𝐶,𝑥 by Eq. (5-19). By setting the 𝜎𝑇 equal to 𝜎𝐶,𝑥, the critical 

thermal shock for fracture instigation was acquired as Eq. (5-20). 
  

𝐾𝐶,𝑥 =
√2𝐸𝛾𝑆,𝑥

√1 − 𝜈2
                                                                                                                                         (5 − 18) 

  

𝜎𝐶,𝑥 =
𝐾𝐶,𝑥

𝑌√𝑤
                                                                                                                                                (5 − 19) 

  

Δ𝑇𝐶,𝑥 =
𝐾𝐶,𝑥

𝐸𝛽𝑌√𝑤
                                                                                                                                        (5 − 20) 

 

The material-specific volumetric expansion coefficient is given by 𝛽 and 𝑥 is a placeholder for the 

potential fracture types. The sensitivity of Δ𝑇𝐶  to flaw size (𝑤) is exacerbated by its typical scale of 

nanometers to micrometers. Flaws within ISM slag are dominated by grain boundaries and triple 

points. The low degree of quantitative knowledge about pores and pore structures in slag is 

ameliorated in this instance by the fact that pores are predominantly located along grain boundaries 

and at triple points; as such, pores can be assumed to be accounted for when utilizing grain 

boundaries to determine the flaw size. Moreover, purely geometric arguments demonstrate that for 

a class of flaws to be of quantitative relevance to overall fracturing extent, they can be no larger than 

the average edge length of the mineral grains (𝑤 ≈ 𝐺𝑆𝐷 4⁄ ). Rearrangement of Eq. (5-20) allows for 

the determination of the 𝑤 and therefore the GSD that can be fractured as a function of Δ𝑇𝐶  (Eq. (5-

21)). The Δ𝑇𝐶,𝑥  was set to the liquidus temperature (𝑇𝐿 ) and the inherent grain size limit to which 

quenching is viable was determined. The results are plotted in Fig. 5-11 with each line representing a 

different mineral and ending at its 𝑇𝐿. The typical range of 𝑇𝐿 in ISM slags is also plotted to demonstrate 

that the maximum practical thermal stress intensity is consistently less than the limit set by the mineral-

specific liquidus temperature. 

 

𝑤 = (
𝐾𝐶,𝑥

𝐸𝛽𝑌Δ𝑇𝐶,𝑥
)

2

                                                                                                                                   (5 − 21) 
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Fig. 5-11. The dependence of Δ𝑇𝐶  on the inherent flaw size; calculated for 𝐼𝐺 fractures. 

 

To determine the extent to which energy limits the propagation of fractures, all thermal energy 

contained within the slag over a given temperature range was assumed to be applied to the 

generation of the new surface area. The maximum potential fracturing extent was defined in terms 

of the radius (𝑟) of particles generated by fracturing. This radius is identical to the internal mineral 

grain size. Though the GSD has an inherent distribution of sizes, for the purpose of calculations, it 

was assumed consistent throughout. The energetically limited radius (𝑟𝑙𝑖𝑚𝑖𝑡) is given in Eq. (5-22). 

  

𝑟𝑙𝑖𝑚𝑖𝑡 =
3 × 1.15 × 𝜁 × 𝐵𝐸𝑇

𝜌
𝛾𝐺𝐵

∫ 𝑐𝑝(𝑇)
𝑇𝑖

𝑇∞
𝑑𝑇

                                                                                                                 (5 − 22) 

 

Equation (5-22) contains several constants due to geometric features. The constant 3 comes from 

rearrangement of equations. The constant of 1.15 is due to the fact that spheres are not a space-filling 

solid and thus are rarely found in extant solids; irregular shapes, closely approximated by voronoi cells, 

are typically encountered in slag. The constant of 1.15 is the average additional surface area increase for 

a given volume that occurs when converting from a sphere to a voronoi cell [Tanemura, 2003]. In Eq. (5-

22), 𝜁 represents the mesoscale roughness factor that depends on the stress loading rate; an empirically 

determined mesoscale roughness factor of 3.877 was used as thermal fracturing is an inherently high 

loading rate process [Sadrai et al., 2006]. High-loading rate fractures result in a rougher mesoscale 

structure due to instability in the crack tip progression and the lack of time for strain-relaxation to control 

the fracture progression to the ‘optimal’ (i.e., lowest fracture energy) route. In Eq. (5-22), BET is the 

empirically determined mineral-dependent nanoscale surface roughness which can be found for the 

various minerals in Table 5-1. The nanoscale surface roughness is dependent on the crystal face being 

examined; to account for this, the BET assumes an equal surface area for each crystal facet. The initial 

temperature of the slag (i.e., prior to quenching) is given by 𝑇𝑖. The temperature of the water bath prior 

to slag quenching is given by 𝑇∞. The heat capacity for each mineral (𝑐𝑝) was calculated across the 

temperature range from 0 to 𝑇𝐿  using the method of Waples and Waples (2004). Flaw size was 

connected to the radius of grains as 2𝑤 = 𝑟. Thus, comparison of Eq. (5-21) and Eq. (5-22) demonstrates 

that if 𝑟𝑙𝑖𝑚𝑖𝑡 > 2𝑤 then full liberation cannot be achieved due to insufficient thermal energy. The above 
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equations represent the absolute limit of fracturing potential as they are set to 0 K and do not consider 

feedbacks from the fracturing process. The results are plotted in Fig. 5-12 as 2𝑤 𝑟⁄  against Δ𝑇 for the 

primary minerals of ISM slag. All of the evaluated minerals are 𝜎-limited in the thermal fracturing 

process. Concretely, if sufficient 𝜎𝑇  is present, all of the grain boundaries will be fractured and 

complete mineral liberation will be achieved. In Fig. 5-13, the GSD that is liberated for a given Δ𝑇 is 

plotted. Notable in Fig. 5-13 is the three orders of magnitude difference in the GSD of liberated 

particles as a function of the mineral.  

 

 
Fig. 5-12. Thermally induced fracturing of the minerals constituting ISM slag is limited by the 

availability of thermal stress rather than energetic limitations. 

 

 
Fig. 5-13. The grain size of each mineral that undergoes complete liberation for a given thermal 

shock. 

 

5.3.2. Material properties and feedbacks 

Material properties 

Consideration of feedbacks from fracturing during quenching of slag is complicated by the large variety 

of slag mineralogies, micromorphologies, macro geometry, and quenching conditions. In order to 

account for this complexity while also generating widely applicable results, a dimensionless analysis over 

a range of mineral compositions representative of extant ISM slag was performed. To minimize the 
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effects of macroscale geometry, the calculation was performed on a slag plate of infinite length and 

width with a thickness of 2𝐻. The calculation was performed on only one half of the slag plate (i.e., 

upper or lower half); this inherently assumes that the heat transfer is equivalent at the lower and upper 

slag plate surfaces. In reality, the buoyancy of generated steam will generate different heat transfer 

profiles at the upper and lower surface. This differences in heat transfer at the surfaces will also produce 

a difference in the thermal stress within the plate, and therefore produce a bending moment within in 

the plate. However, as the purpose of the calculation is to generate a first-order approximation of the 

effects of feedbacks, the above-noted details were considered superfluous. The slag plate was given a 

uniform initial temperature 𝑇𝑖 = 1300 𝐾 . This temperature was chosen because it represents a 

temperature at which any ISM should be completely solid; in other words, it removes complications of 

considering composition dependent 𝑇𝐿 and the kinetics of solidification. The slag plate was subjected to 

a uniform Δ𝑇 (𝑇𝑖 − 𝑇∞ = 1000 𝐾) on the upper and lower faces (i.e., 𝑧 =  ±𝐻) at time (𝑡) = 0. Equation 

(5-23) and (5-24) provide the transient temperature of the slag plate. In Eq. (5-23), the thermal 

conductivity of the slag is given by 𝑘 and heat transfer coefficient is given by ℎ; in Eq. (5-24), the 

thermal diffusivity is given by 𝛼. 

  

𝑘
𝜕𝑇(𝑧, 𝑡)

𝜕𝑧
= −ℎ(𝑇 − 𝑇∞), 𝑎𝑡 𝑧 = 𝐻                                                                                                     (5 − 23) 

 

𝜕2𝑇(𝑧, 𝑡)

𝜕𝑧2
=

1

𝛼

𝜕𝑇(𝑧, 𝑡)

𝜕𝑡
                                                                                                                             (5 − 24) 

 

Unlike many natural rock formations, the grains within ISM slag are randomly oriented. This 

characteristic, along with the fact that the grains are much smaller than 𝐻, means that 𝑘 and 𝛼 can 

be assumed to be homogeneous and isotropic. Thermal conductivity and thermal diffusivity were 

determined based on the slag composition. Thermal conductivity was calculated for 15 extant slags 

based on literature data (8 ironmaking slags, 7 steelmaking slags) [Gautier et al., 2013; Bodor et al., 

2013; Liu et al., 2016]. An additional synthetic slag containing equally proportioned by mass 

(Ca,Mg,Fe)-silicates and one containing equal amounts of (Ca,Mg,Fe)-aluminosilicates were also 

evaluated to highlight any differences between the primary mineral classes found within ISM slags. 

When determining the thermal conductivity of polycrystalline materials, the grain size distribution 

was set as 1 μm, 5 μm, and 200 μm diameters to reflect the likely size distribution for different 

solidification methods. Effective Medium Theory in three dimensions was used to calculate the bulk 

conductivity (𝑘𝑏𝑢𝑙𝑘). Spherical grains were assumed for the sake of calculation simplicity. Equation 

5-25 was solved numerically to determine 𝑘𝑏𝑢𝑙𝑘. 

  

∑ [𝜑𝑚

𝑘𝑚 − 𝑘𝑏𝑢𝑙𝑘

𝑘𝑚 + 2𝑘𝑏𝑢𝑙𝑘
] = 0

𝑚
                                                                                                                  (5 − 25) 

 

In Eq. (5-25), each mineral compound is designated by 𝑚; this includes void spaces. The volume 

fraction of each compound was designated by 𝜑𝑚. As there exists no industry-wide analysis of void 

space in slags and the available information is insufficient to come to general conclusions, the total 
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porosity of slag was set to 0, 1, 10, and 25%. Pores were considered to be isolated from one another 

with no internal air circulation; the thermal conductivity within pores was set to the conductivity of 

air at the pre-quenched temperature. In reality, it is highly unlikely that the gas composition within 

pore spaces is equivalent to atmospheric composition, as the gas is derived from off-gassing from the 

molten slag during solidification. Moreover, the temperature of the gas in the void spaces should 

decrease concurrently with the slag given its low specific heat. As such, the assumed thermal 

conductivity is believed to be conservatively high. The increased thermal resistance caused by grain 

boundaries (i.e., Kapitza resistance: 𝑅𝜆 ) was applied to the bulk conductivity to determine the 

polycrystalline conductivity (𝑘𝑝𝑜𝑙𝑦) via Eq. (5-26). 

 

𝑘𝑝𝑜𝑙𝑦 =
1

(
1

𝑘𝑏𝑢𝑙𝑘
+

𝑛𝐵

𝐻 𝑅𝜆)
                                                                                                                        (5 − 26) 

 

In Eq. (5-26), the number of grain boundaries is given by 𝑛𝐵 (defined as 𝑛𝐵 = (𝐻 𝐺𝑆𝐷⁄ ) − 1). The 

Kapitza resistance is dependent on the material and on the orientation of the grain boundary relative 

to the heat flux. Currently there exists no method to estimate the Kapitza resistance based on the 

material. Likewise, the dearth of empirical data relevant to slag makes correlations impossible. As 

such, the Kapitza resistance was set as a constant that is generally applicable to polycrystalline 

ceramics (𝑅𝜆 = 1 × 10−8  m2K W⁄ ) [Smith et al., 2003]. The calculated and reported thermophysical 

properties of the slags used in this evaluation are given in Table 5-6. 

 

Table 5-6. Calculated thermophysical properties of slags. 

 I1 I2 I3 I4 I5 I6 I7 I8 CAS CS 

𝜌 kg m3⁄   2834 2845 2877 2944 2835 2840 2825 2914 2864 3406 

𝑐𝑝  J (kgK)⁄   1154 1154 1163 1177 1156 1154 1159 1170 1161 1226 

𝐸(× 1011Pa)  1.715 1.702 1.699 1.744 1.710 1.732 1.717 1.754 1.722 1.696 

𝛽(× 10−5 1 K⁄ ) 2.512 2.731 2.855 2.986 2.532 2.478 2.318 2.870 2.660 2.838 

𝑘 W (mK)⁄   0.868 0.840 0.810 0.824 0.916 0.904 1.002 1.090 0.907 2.402 

𝜈  0.231 0.231 0.230 0.230 0.231 0.232 0.230 0.233 0.231 0.244 

 S1 S2 S3 S4 S5 S6 S7 Fixed values: 

𝑅𝜆: 110-8 (m2K/W) 

𝜀: 0.9 ( - ) 

𝐻: 5 (mm) 

𝛿: 400 (nm) 

Porosity: 0,1,10,25% 

𝐺𝑆𝐷: 1, 5, 200 (μm) 

𝜌 kg m3⁄   3708 3541 3124 3229 3325 3463 3448 

𝑐𝑝  J (kgK)⁄   1209 1218 1243 1229 1227 1239 1217 

𝐸(× 1011Pa)  1.606 1.648 1.825 1.823 1.423 1.906 1.643 

𝛽(× 10−5 1 K⁄ )  2.580 3.012 2.803 2.735 1.909 3.763 3.063 

𝑘 W (mK)⁄   2.182 2.574 1.521 2.136 2.557 3.395 2.453 

𝜈  0.265 0.252 0.224 0.230 0.255 0.232 0.248 

I: ironmaking slag; S: steelmaking slag; CAS: average of aluminosilicates; CS: average of 

silicates; values reported before application of Rλ or porosity. 

 

The heat transfer coefficient is inherently a function of the design of the quenching process and 

varies during the quenching process itself. At the onset of quenching, the large ∆𝑇 results in so-called 

film boiling at the slag surface (i.e., a layer of steam exists between the slag and the water). As the 
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slag temperature decreases the boiling regime changes; upon crossing the Leidenfrost point the 

regime becomes nucleate boiling (i.e., boiling occurs at points across the slag surface, with other 

areas in direct contact with the water). The heat transfer coefficient changes with the boiling regime 

as shown in Fig. 5-14 for the prototypical slag compound Ca2SiO4. To cover the range of heat transfer 

conditions that are likely to occur during slag quenching, the calculation was run at ℎ equal to 100 

and 1000 (W/m2K). 

 

 
Fig. 5-14. The alteration of the heat transfer coefficient with the boiling regime. 

 

The transient temperature distribution as a function of depth within the slag was determined 

using Eq. (5-27) using the separation of variables technique. The numerically determined positive 

roots of the transcendental equation are given by 𝜍𝑃. The transcendental equation is provided in Eq. 

(5-28), where 𝐵𝑖 is the Biot number. Equation (5-27) was converted to a temperature by Eq. (5-29). 

  

�̅�(𝑧, 𝑡) = −1 + 2 ∑ {[
sin 𝜍𝑃 cos (

𝜍𝑃𝑧
𝐻 )

𝜍𝑃 + sin 𝜍𝑃 cos 𝜍𝑃
] 𝑒𝑥𝑝 [−

𝜍𝑃
2𝛼𝑡

𝐻2
]}

∞

𝑃=1
                                                     (5 − 27) 

 

𝜍𝑡𝑎𝑛(𝜍) = 𝐵𝑖                                                                                                                                              (5 − 28) 

 

𝑇(𝑧, 𝑡) = �̅�(𝑧, 𝑡)Δ𝑇 + 𝑇𝑖                                                                                                                          (5 − 29) 

 

As the bending moment was ignored and the slag was assumed to by unconstrained, the transient 

stress distribution 𝜎(𝑧, 𝑡) was calculated from the transient temperature distribution via Eq. (5-30). 

Equation (5-30) was converted to stress by Eq. (5-31) through (5-33). 

 

𝜎(𝑧, 𝑡) = −2 ∑ {[
sin 𝜍𝑃

𝜍𝑃 + sin 𝜍𝑃 cos 𝜍𝑃
] [cos (

𝜍𝑃𝑧

𝐻
) − (

sin 𝜍𝑃

𝜍𝑃
)] 𝑒𝑥𝑝 [−

𝜍𝑃
2𝛼𝑡

𝐻2
]}

∞

𝑃=1
                   (5 − 30) 

 

𝜎(𝑧, 𝑡) = 𝜎(𝑧, 𝑡)�̅��̅�Δ𝑇                                                                                                                             (5 − 31) 
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�̅� =
𝐸

(1 − 𝜈2)
                                                                                                                                             (5 − 32) 

 

�̅� = 𝛽(1 + 𝜈)                                                                                                                                             (5 − 33) 

 

Fracturing 

Fracturing of slag alters the 𝑘 through the introduction of additional void spaces. As previously 

noted, three types of fracturing exist in slag; plane strain fractures and channelling fractures run 

parallel to the heat flux, while spalling fractures run normal to the heat flux. A result of these distinct 

geometries relative to the heat flux is that spalling fractures have an outsized impact on the thermal 

conductivity of slag (Fig. 5-15). 

 

 
Fig. 5-15. The effect of fracture type on alteration to the conductivity of slag. 

 

Figure 5-15 was calculated by determining the effective conductivity adjusted for the geometry of 

fracturing (Fig. 5-16). The large impact of spalling occurs because there are is no connectivity of slag 

that allows for high thermal flux. In the case of plane strain and channelling fractures, there exist 

pathways for heat to reroute itself around the low conductivity void space. 
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Fig. 5-16. The impact of grain alignment on thermal conductivity. 

 

Per Fig. 5-16, the effective conductivity of spalling fracturing in heterogeneous, polycrystalline ISM 

slag (𝑘𝑒𝑓𝑓 ) is given by Eq. (5-34). The average thermal conductivity within the spalling fractures 

(𝑘𝑠𝑝𝑎𝑙𝑙) was calculated to account for both conduction and radiation due to the high temperatures 

involved. Given sufficient time, the voids created by spalling may become filled with water due to 

interconnections with plane strain fractures. As the time scale of thermal fracturing is on the order 

of milliseconds, it was assumed that there was insufficient time for water ingress. On the other hand, 

it was assumed that the low pressures generated by void spaces created by fractures would cause 

rapid infilling from gases. These gases would likely be primarily superheated steam from the 

quenching process. Given the degree of uncertainty in regard to gas composition, the void space was 

assumed to be filled with air at the initial slag temperature as a reasonable approximation. 

 

𝑘𝑒𝑓𝑓 =
1

𝜑𝑝𝑜𝑙𝑦

𝑘𝑝𝑜𝑙𝑦
 +  

𝜑𝑠𝑝𝑎𝑙𝑙

𝑘𝑠𝑝𝑎𝑙𝑙

                                                                                                                           (5 − 34) 

 

The parallel thermal resistance of conduction through the air-filled void space and radiative 

resistance is given by Eq. (5-35). The width of the void space is given by 𝛿𝑉, the Stefan-Boltzmann 

constant is given by 𝑘𝐵, and the emissivity (𝜀) was set constant to 0.9 for all slag at all temperatures. 

As the radiative resistance is dependent on the temperature difference between the surfaces of the 

void, it was calculated for the limiting conditions of 𝑇𝑧 = 𝑇𝑧+𝛿 and 𝑇𝑧 = 𝑇𝑖 where 𝑇𝑧+𝛿 was set equal 

to 𝑇∞. 

 

𝑘𝑠𝑝𝑎𝑙𝑙 = 𝛿𝑉 (
𝑘𝑎𝑖𝑟 @ 𝑇𝑖

𝛿𝑉
+ 𝜀𝑘𝐵(𝑇𝑧 + 𝑇𝑧+𝛿)(𝑇𝑧

2 + 𝑇𝑧+𝛿𝑉

2 ))                                                                 (5 − 35) 
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The amount of void space (i.e., volume fraction: 𝜑𝑠𝑝𝑎𝑙𝑙) was calculated per Eq. (5-36) based on the 

number of grain boundaries under tension (𝑛𝐵
∗ ) from Eq. (5-37). The value 𝑧𝜎=0 was calculated from the 

dimensionless analysis sans fracturing feedbacks. The average spalling thickness was set to 400 nm 

based on analysis of micrographs available in the literature [Marschall et al., 2013]. The conditions and 

assumptions of the solid-state quenching analysis are aggregated for simple lookup and reproducibility 

in Table 5-7. 

 

𝜑𝑠𝑝𝑎𝑙𝑙 =
(𝑛𝐵

∗ 𝛿𝑉)

(𝑛𝐵
∗ 𝛿𝑉) + 𝐻

                                                                                                                               (5 − 36) 

 

𝑛𝐵
∗ =

𝑧𝜎=0

𝐺𝑆𝐷
− 1                                                                                                                                            (5 − 37) 

 

Table 5-7. Calculation details of the solid-state quenching simulation 

Feature Value Notes 

Grain 
diameter 
(µm) 

1 
5 

200 

Roughly representative of rapid cooling (1 µm), pit-cooling (5 
µm), and slow solidification (200 µm). 

Slag thickness 
(mm) 

10 Simulation occurs across ½ of the slag thickness (5 mm). 

Fracture 
thickness (nm) 

400 
Average based on micrographs from various slag compositions 
and thermal fracturing regimes. Insufficient variation based on 
slag properties or quenching conditions to vary this property. 

Time step 
(s) 

NA 

Non-dimensional time allows for calculation at specific 
instances. Calculations performed at 0.1, 0.5, 1, 2, 3, 4, 5, 10, 
30, 60, and 120 seconds. Calculations also performed at the 
time of largest tensile stress at the slag surface (=
0.21 [1 + 0.88𝐵𝑖]⁄ ). 

Slag 
temperature 
(K) 

1300 
Assumed temperature to ensure complete solidification 
regardless of slag composition. Set uniform through the slag 
plate. 

Water 
temperature 
(K) 

30 Not varied during the simulation. 

Air 
temperature 
(K) 

30 Not varied during the simulation. 

Kapitza 
resistance 
(m2K/W) 

1  10-8 Occurring between mineral grains. Removed upon fracture. 

Emissivity 0.9 --- 

Other 
properties 

from 
literature 

Isotropic tensile elastic modulus (𝐸), thermal diffusivity (𝛼), 
volumetric expansion coefficient (𝛽), conductivity (𝑘), density 
(𝜌), specific heat (𝑐𝑝), Poisson’s ratio (𝜈). Properties calculated 

from mineralogical composition based on volumetric averages. 
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Calculation Method 

Thermal 
conductivity 

Effective medium theory in 3 dimensions was used to calculate the 
unfractured, polycrystalline slag conductivity. This conductivity was used with 
the conductivity of air to calculate the thermal conductivity in fractured slag. 
Air and slag were layered perpendicular to the stress gradient. Additional 
condition including radiative transfer through void spaces generated by 
fracturing. 

Transient 
temperature 
field 

1 dimensional, infinite plate with symmetric heat flux from the top and bottom 
surfaces. Vertical grid spacing set to ¼ of the grain diameter in order to ensure 
sufficient resolution. Calculated by conversion to a non-dimensional form with 
integral solved by separation of variables. Positive roots of transcendental 
equation based on Biot number utilized.  

Transient 
thermal stress 
field 

1 dimensional, infinite plate with symmetric heat flux from the top and bottom 
surfaces. Vertical grid spacing set to ¼ of the grain diameter in order to ensure 
sufficient resolution. Calculated by conversion to a non-dimensional form with 
integral solved by separation of variables. Positive roots of transcendental 
equation based on Biot number utilized. 

Positive roots of 
transcendental 
function 

𝜍𝑡𝑎𝑛𝜍 = 𝐵𝑖 used to solve transient, non-dimensional temperature and thermal 
stress fields. Transcendental equation solved numerically to the first 50 
positive roots. 

 

5.3.3. Comminution reduction potential 

An example of the transient temperature field without consideration of feedbacks from fracturing 

is provided in Fig. 5-17. Due to the relative similarity in results, the highest and lowest 𝑘 slags are 

used for displaying the range of results (code S6 and I3 from Table 5-6, respectively). Figures 5-18 

and 5-19 demonstrate the temperature evolution in slag S6 at a heat transfer coefficient of 100 and 

1000 W/(m2K), respectively. Figures 5-20 and 5-21 demonstrate the temperature evolution in slag I3 

at a heat transfer coefficient of 100 and 1000 W/(m2K), respectively. Unsurprisingly, the higher 

conductivity slag maintains a more uniform temperature across the depth of the slag and cools off 

more rapidly. 

 

 
Fig. 5-17. Example transient temperature distribution graph. 

 



Chapter 5: Comminution 

 

244 
 

 
Fig. 5-18. The evolution of temperature along the depth of the slag plate over the course of 

quenching for a high conductivity slag under mild heat transfer conditions. 

 

 
Fig. 5-19. The evolution of temperature along the depth of the slag plate over the course of 

quenching for a high conductivity slag under intense heat transfer conditions. 

 

 
Fig. 5-20. The evolution of temperature along the depth of the slag plate over the course of 

quenching for a low conductivity slag under mild heat transfer conditions. 
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Fig. 5-21. The evolution of temperature along the depth of the slag plate over the course of 

quenching for a low conductivity slag under intense heat transfer conditions. 

 

Analysis of the effects of GSD and porosity show little effect on the transient temperature 

distribution. This can be understood by the negligible magnitude of the Kapitza resistance and the 

random distribution of pore spaces allowing for thermal bypassing in 3 dimensions, respectively. 

An example of the transient stress field without consideration of feedbacks from fracturing is 

provided in Fig. 5-22. An initial rapid rise along the outer edge of the slag plate is followed by a gradual 

decline and inward diffusion of stress as the temperature equilibrates. An alternative method of 

displaying the results which demonstrates the symmetric nature of the thermal stress and the 

concurrent generation of internal compressive stresses is given in Fig. 5-23. To remain consistent 

with the temperature field analysis, slags I3 and S6 at ℎ of 100 and 1000 W/(m2K) are used for 

comparative purposes in Fig. 5-24. Naturally, higher heat transfer rates generate larger thermal 

stresses at the heat transfer surface of slag. The graphs of thermal stress indicate a consistent trend 

of tensile stress being limited to a given depth within the slag, with deeper layers experiencing 

compressive stress. Once again, only minor differences are seen between the different ironmaking 

slags or steelmaking slags, but significant differences exist between slag types. Porosity and grain size 

distribution effects on the stress distribution are minor compared to the mineral composition of slag. 

 

 
Fig. 5-22. An example of the transient stress distribution within slag. 



Chapter 5: Comminution 

 

246 
 

 
Fig. 5-23. An alternative visualization of the transient stress distribution within slag. 

 

 
Fig. 5-24. The maximal stress extent for slags I3 and S6 at high and low quenching intensities. 

 

The effects of fracturing on the transient temperature distribution in slag S6 and I3 are provided 

in Fig. 5-25 and Fig. 5-26, respectively. Spalling fractures insulate the interior portions of the slag, 

reducing heat loss. This insulation also serves to increase the heat loss from the outer portions of the 

slag. The effect is clearly larger on the high 𝑘 steelmaking slag (S6) than on the low 𝑘 iron making slag 

(I3). The feedback effects from spalling appears to have a larger impact on the thermal shock 

behaviour than any specific material property. In reality, the temperature and stress distributions in 

slag will lay somewhere between the unfractured and fractured simulation results (fracture results 

assume that all the fractures have occurred from the onset of the process instead of as the heat 

transfer occurs). 
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Fig. 5-25. The thermal segregation of the slag surface and interior by the insulating effect of 

fractures in high 𝑘 steelmaking slag under intense quenching. 

 

 
Fig. 5-26. The thermal segregation of the slag surface and interior by the insulating effect of 

fractures in comparatively low 𝑘 ironmaking slag under intense quenching. 

 

The effect of fracturing on the thermal stress field is displayed in Fig. 5-27 and Fig. 5-28 for slag S6 

and I3, respectively. The increased heat transfer at the surface and decreased heat transfer in the 

deeper layers increases the temperature gradient and thus the thermal stress in the outer layers of 

the slag. This intensified surface stress comes at the expense of stress in deeper portions of the slag. 

As such, there may be more extensive fracturing in the outer layers (due to higher magnitude stress), 

but less overall mineral liberation. Figure 5-29 summarizes the range of stresses experienced across 

all studied slags and the synthetic silicate and aluminosilicate slags. Steelmaking slag generally 

experiences larger stresses, but substantial overlap with ironmaking slag is present throughout. 
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Fig. 5-27. The alteration of the maximal stress line that comes with the insulating feedbacks of 

fractures in steelmaking slag. 

 

 
Fig. 5-28. The alteration of the maximal stress line that comes with the insulating feedbacks of 

fractures in ironmaking slag. 

 

 
Fig. 5-29. The depth-dependent maximal stress ranges for ironmaking and steelmaking slags at heat 

transfer rates of 100 and 1000 W/(m2K). 
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Given that the purpose of quenching is to reduce grinding energy and increase liberation, the grinding 

energy reduction was quantified. As thermal stress-based fracturing of ISM slag is a 𝜎-limited process, 

the fractures generate completely liberated materials and the grinding energy reduction is equivalent 

to the energy content of the generated surface area. To convert this into a percent reduction in grinding 

energy, the volume percent of liberated material was calculated using Eq. (5-38). 

  

∫ ∑ {
𝜎𝑧,𝑚𝑎𝑥 > 𝜎𝐶,𝐺𝐵   𝜑𝑚

𝑒𝑙𝑠𝑒                          0𝑚
𝑑𝑧

𝐻

0

                                                                                                         (5 − 38) 

 

The maximum stress at each location (step size of the lesser of 1 m µor ¼ the GSD) does not occur at 

the same instant, therefore the maximum stress (𝜎𝑧,𝑚𝑎𝑥) over the first 100 seconds, calculated at a 

timestep of 1 millisecond was determined. The location-dependent maximum stress was converted to 

a fracture extent in Fig. 5-30 for all 17 slags under the conditions listed in Table 5-6 (i.e., GSD, porosity, 

and ℎ). Figure 5-30 indicates the importance of intense quenching conditions in order to generate a 

meaningful quantity of fractures. However, the significant degree of scatter in the data indicates that 

other factors also meaningfully influence fracturing. 

 

 
Fig. 5-30. Fracture extent after 100 seconds as a function of depth from the slag surface for all the 

conditions listed in Table 5-6. 

 
The total fracture extent (i.e., area under the curve) for each line in Fig. 5-30 was calculated to 

represent the reduction in grinding energy. This value was then segregated and aggregated based on 

slag type (ironmaking, steelmaking, or synthetic), grain size distribution (1, 5, 200 µm), and quenching 

intensity (100 or 1000 W/(m2K)). The results are summarized in Fig. 5-31. Figure 5-31 indicates that 

a maximal fracturing extent exists for the given geometry of ~40%; this is due for the need for a 

balance between tensile and compressive stresses. Higher quenching intensity and larger grain sizes 

are the strongest drivers of enhanced fracturing. This result is due to the higher thermal stresses that 

coincide with higher ℎ and the lower 𝜎𝑐 that accompanies larger grain sizes. Moreover, larger grain 

sizes result in fewer voids for a given volume of slag; therefore, the suppressive effects from 

fracturing on thermal stress deep within the slag are reduced. As the h is limited by the liquidus 

temperature of slag and the temperature of the cold bath, the primary method to increase thermal 
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fracturing appears to be increasing the GSD via modification of the solidification process. Ironmaking 

slag is generally more amenable to fracturing than the steelmaking slag; this result is mirrored by the 

results from the synthetic slags where the silicates are generally more responsive to fracturing than 

the aluminosilicates. As grain size increases, the effects of quenching intensity and slag composition 

become less and less important to the overall fracture extent. At grain sizes common to conventional 

cooling conditions, the quenching intensity is of primary importance to the fracturing extent. 

 

 
Fig. 5-31. The overall comminution energy reduction for the slags and conditions listed in Table 5-6. 

 

The spread of data within each subgroup is due to differences in slag properties (e.g., porosity, 

mineral composition) and the inclusion of feedback mechanisms (Fig. 5-32). For example, fracturing 

extent tends to increase with the inclusion of the feedbacks from fracturing; on the other hand, 

including the effects of radiation when calculating feedbacks has essentially no impact (see Fig. 5-

32a). Porosity tends to increase the degree of fracturing, though this is more pronounced when not 

including the feedback effects of fracturing (see Fig. 5-32b-e). 
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Fig. 5-32. Secondary drivers of fracturing extent of quenched slags. D: diffusion only; F: diffusion 

and fracturing; R: diffusion, fracturing, and radiation feedbacks.  

 

Though the analysis indicates that comminution energy reduction can only be reduced by 40%, 

further reductions are possible through multiple quenching sessions. The maximal stress intensity 

occurs within a few seconds for all conditions. At this time scale, the slag internal to the ~40% fracture 

plane remains close to the initial temperature. Conceptually, slag quenching could be designed for 

immediate slag recovery followed by removal of the external, fractured layers. The remaining hot 

slag plate could then be re-quenched, again generating thermal fractures (Fig. 5-33). Large mineral 

grains are a requirement for consistent, high fracture extent; therefore, multiple quenching may 

reach a physical limit based on the structural integrity of a slag plate as highlighted by the number of 

mineral grains with associated grinding energy reduction (purple in Fig. 5-33). 

 

 
Fig. 5-33. The total energy reduction (black) over several sessions of quenching. The change in the 

number of internal mineral grains across the depth of the slag indicates that quenching may achieve 

100% liberation by the 6th session. 

 

5.3.4. Application to amorphous slags 

A separate analysis of solid-state quenching applied to amorphous, spherical slag was undertaken. 

The motivation for such an analysis is primarily to verify the theoretical findings with a separate 
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calculation method and empirical testing. Testing was performed on desilicating slag provided by a 

commercial ISM company. X-ray fluorescence and XRD testing indicated the slag was typical of the 

industry; that is, a mixture of amorphous calcium silicates with iron oxide inclusions, silica with 

metallic iron inclusions, and homogeneous calcium ferrites. Quenching was performed on the 

calcium silicates and silicates by heating the slag to 900 ˚C, followed by quenching in water at 30 ˚C. 

Two control samples were also tested, one with heating to 900 ˚C followed by cooling in air, and 

another with no thermal treatment. Control and quenched samples were crushed in a hydraulic press 

to determine any change in comminution energy. Each group was tested on 40 individual slag 

particles. The experimental conditions were modeled as described Table 5-8 in a 2D transient heat 

and stress analysis in COMSOL Multiphysics®. The aggregated results are provided in Fig. 5-34.  

 

 
Fig. 5-34. Empirical reduction in comminution energy of desilicating slag via solid state quenching. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 



Chapter 5: Comminution 

 

253 
 

Table 5-8. Parameters of 2D transient heat and stress analysis of slag quenching. 

Literature values 𝑐𝑝, 𝐸, 𝐾, 𝛼𝐿, 𝛾, 𝑘, 𝜈, 𝜌 

Slag diameter 

3.6 mm (spherical) 

7.8 mm (spherical) 

13.5 mm (spherical) 

Slag porosity 
no voids 

foam with void diameter = 0.45 ± 0.28 mm 

Slag matrix 

material 

SiO2 (amorphous) 

Ca2SiO4 (amorphous) 

Inclusion material 
Fe0 (SiO2 matrix) 

Fe2O3 (Ca2SiO4 matrix) 

Inclusion diameter Spherical inclusions, gaussian distribution 711 ± 563 μm 

Slag temperature 900 ˚C → 𝑇∞ 

Water temperature 
𝑇∞ = 22 ℃ 

Heat transfer by temperature-dependent boiling mechanism 

Air temperature 
𝑇∞ = 22 ℃  

Heat transfer by natural convection 

 
The governing equation of the transient 2-dimensional temperature field is given in Eq. (5-39). The 

inherent heterogeneity of the slag required that Fe0 and Fe2O3 inclusions be included in the model. 

The matrix material was populated with inclusions to match the empirical measured inclusion 

distribution and located in the slag matrix by a random number generator applied to the radial (𝑟) 

and angular (θ) axes. The initial 𝑇 was set as uniform throughout the slag. Internal voids were filled 

with air in the simulation. Internal convection within the voids was ignored, but radiative and 

conductive heat transfer were included in the calculation. Surface heat transfer (Eq. (5-40)) was 

balanced between convective transfer to the fluid and conductive transfer from the slag interior (𝑇𝑅). 

Slag-air heat transfer was modeled as natural convection. The large initial temperature difference 

between the slag and water resulted in film boiling, followed by nucleate boiling as temperatures 

converge. The effective of boiling condition on ℎ  is provided in Eq. (5-41) through Eq. (5-44) 

[Incropera and DeWitt, 2002]. The bubble diameter in Eq. (5-43) was the largest diameter bubble 

that can be generated at the interface of the slag and water. The physical meaning of the equations 

used in the COMSOL simulation is provided in Fig. 5-35. 

 

𝜕𝑇

𝜕𝑡
(𝑟, θ, 𝑡) =  (

1

𝜌𝑐𝑝
) (

1

𝑟

𝜕

𝜕𝑟
(𝑟𝑘

𝜕𝑇

𝜕𝑟
) +

1

𝑟2

𝜕𝑇

𝜕θ
(𝑘

𝜕𝑇

𝜕θ
))                                                                   (5 − 39) 

 

ℎ[𝑇(𝑅, θ, 𝑡) − 𝑇∞] =  −𝑘∇𝑇𝑅                                                                                                                 (5 − 40) 
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ℎ =  
𝑘

ϕ
𝑁𝑢                                                                                                                                                    (5 − 41) 

 

𝑁𝑢𝑓𝑖𝑙𝑚 𝑏𝑜𝑖𝑙𝑖𝑛𝑔 = 0.67 [
g(ρ𝑙 − ρ𝑣) (ℎ𝑓𝑔 + 0.8𝑐𝑝,𝑣(𝑇𝑅 − 𝑇𝑠𝑎𝑡)) ϕ3

ν𝑣𝑘𝑣(𝑇𝑅 − 𝑇𝑠𝑎𝑡)
]

0.25

                                     (5 − 42) 

 

𝑁𝑢𝑛𝑢𝑐𝑙𝑒𝑎𝑡𝑒 𝑏𝑜𝑖𝑙𝑖𝑛𝑔 =  
(

𝑞
𝐴⁄ )ϕbubble

(𝑇𝑅 − 𝑇𝑠𝑎𝑡)𝑘𝑙
                                                                                                      (5 − 43) 

 

ϕ𝑏𝑢𝑏𝑏𝑙𝑒 =  [
𝛾𝑠𝑢𝑟

g(𝜌𝑙 − 𝜌𝑣)
]

0.5

                                                                                                                     (5 − 44) 

 

σ𝑇 =  ∆𝑇α𝐿𝐸𝑒
(

−τ𝑅𝐸
𝐾𝑅

)
                                                                                                                                (5 − 45) 

 

 
Fig. 5-35. Schematic of the COMSOL model of solid-state slag quenching. 

 

The temperature field within slag was converted to thermal stress in the COMSOL program. The 

radially dependent stress was measured at 10 equally spaced locations around the central axis of the 

slag and averaged to determine the stress as a function of depth (care was taken to avoid locations 

on a void or iron inclusion). When the bulk stress exceeded the fracture stress of the material, it was 

assumed fractures occurred to the extent available from the thermal energy. Grain boundary 

fractures between the amorphous matrix and the iron or iron oxide inclusions were calculated as the 

stress radiating from such inclusions. The size and depth of the inclusions was altered to determine 

the degree of fracturing of the matrix material around such inclusions. An example of the transient 

bulk stress distribution is given in Fig. 5-36. The predicted bulk and grain boundary fractures are 
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provided in Fig. 5-37, along with the empirical results for comparison. The results make clear the 

importance of grain boundary fracture mechanism even in amorphous slags, due to inclusion of 

metallic iron and iron oxide species. The analysis results mirror those of quenching a plate-shaped 

slag in terms of a maximum depth at which tensile stresses exist. 

 

 
Fig. 5-36. Example COMSOL simulation of transient stress profile in a water-quenched and air-

cooled slag particle. 

 

 
Fig. 5-37. Comparison between COMSOL simulation of fracture extent and empirical results. 
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Chapter-specific symbols and abbreviation list 
𝐴: Projected area 

𝑎: Fracture radius 

𝑎𝑛: Stoichiometric number of atoms per molecule 

𝐴𝑅: Aspect ratio 

𝐷: CO2 diffusivity through the product layer 

𝐸: Isotropic tensile elastic modulus 

𝐸𝐺: Grinding energy 

𝐸𝑇: Thermal energy 

𝑒: Elementary charge 

𝑓: Percentage of stretched binding sites 

𝑓𝐷: Fractal dimension  

𝐺: Shear modulus 

𝐺𝐵: Grain boundary fracture 

𝐺𝐶: Critical crack energy release 

g: gravity 

ℎ: Heat transfer coefficient 

𝐻: ½ slag plate thickness 

Δ𝐻𝑓: Molar enthalpy of formation 

𝐼𝐴: Intra-amorphous fracture 

𝐼𝐺: Intragranular fracture 

𝐼𝑀: Inter-mineral fracture 

ISM: Iron and steelmaking 

𝑘: Thermal conductivity 

𝑘𝐵: Stefan-Boltzmann constant 

𝑘𝑏𝑢𝑙𝑘: Bulk thermal conductivity 

𝑘𝑒𝑓𝑓: Effective bulk thermal conductivity 

𝑘𝑝𝑜𝑙𝑦: Polycrystalline conductivity 

𝑘𝑠𝑝𝑎𝑙𝑙: Conductivity within voids created by spalling facture 

𝐾: Bulk modulus 

𝐾𝑅: Relaxation parameter 

𝐾𝐶: Critical stress intensity factor for fracture propagation 

𝐿: Bond stretch length 

LCA: Life cycle assessment 

𝑚: Generic mineral 

𝑀: Madelung constant 

𝑀𝑉: Molar volume 

MYNA process: In-container solidification with solid-state quenching 

𝑁: Number of atoms per m3 

𝑛: Mineral-specific constant related to compressibility 

𝑁𝐴: Avogadro’s constant 

𝑛𝐵: Number of grain boundaries 

𝑛𝐵
∗ : Number of grain boundaries under tension 
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𝑛𝑖: Number of particles in a distribution 

𝑛𝑉: Largest common valence number in a molecule 

𝑃: Perimeter 

QM: Quantum mechanics 

PSD: Particle size distribution 

𝑞 𝐴⁄ : Heat flux 

𝑅𝐹: Surface roughness factor 

𝑟: Radius 

𝑟𝑖: Radius of an individual particle in a distribution 

𝑟𝑙𝑖𝑚𝑖𝑡: Energetically-limited radius of particles after thermal fracturing 

𝑟𝐿: Major radius of equivalent area ellipse 

𝑟𝑆: Minor radius of equivalent area ellipse 

𝑟′: Radius of equivalent area circle 

𝑅0: Equilibrium interatomic distance of an unstrained crystal 

𝑅𝜆: Kapitza resistance 

𝑆𝐴: Surface area 

SCM: Shrinking core model 

𝑇: Temperature 

𝑇𝐿: Liquidus temperature 

∆𝑇: Temperature difference 

∆𝑇𝐶: Critical temperature difference for thermal fracturing 

𝑈𝐶: Minimum crystal energy 

𝑈𝑚: Internal energy of a molecule 

𝑉𝑒: Ellipse volume  

𝑤: Inherent flaw size 

𝑥: Generic fracture type 

𝑋: Particle diameter 

𝑋𝑆𝑀: Surface area-moment mean diameter 

𝑋𝑉𝑀: Volume-moment mean diameter 

𝑋99: 99% volume passing diameter 

𝑌: Shape factor 

 

𝛼: Thermal diffusivity 

𝛼𝐿: Linear coefficient of thermal expansion 

𝛽: Volumetric expansion coefficient 

𝜕𝜉 𝜕𝑡⁄ : Reaction rate 

𝛿: Reaction depth 

𝛿𝑉: Void depth 

𝜀: Emissivity 

𝜀0: Vacuum permittivity 

𝜀𝐺: Efficiency of grinding 

𝜁: Loading rate dependent mesoscale roughness factor 

𝜌: Density 

𝜌𝑙: Density of liquid phase 
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𝜌𝑣: Density of vapor phase 

𝜎𝑐,𝑥: Critical tensile stress for fracture propagation 

𝜎𝑥: Tensile stress 

𝜎𝑇: Thermal stress 

𝜈: Poisson’s ratio 

𝜏𝑅: Relaxation time 

𝜑𝑚: Volume fraction of component 𝑚 

𝜑𝑠𝑝𝑎𝑙𝑙: Volume fraction of void space from spalling 

ϕ: Diameter 

𝛾𝐺𝐵: Interfacial energy at grain boundary fracture 

𝛾𝐼𝐴: Interfacial energy at intra-amorphous fracture 

𝛾𝐼𝐺: Interfacial energy at intragranular fracture 

𝛾𝐼𝑀: Interfacial energy at inter-mineral fracture 

𝛾𝑆: Interfacial energy 

𝛾𝑠𝑢𝑟: Surface tension 

𝜉: Reaction extent 
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Chapter 6: CO2 Mineralization 
Stabilization of CO2 into calcium and magnesium carbonates is the long-term fate for the majority 

of carbon in the atmosphere, hydrosphere, and pedosphere [Wilson, 2004]. Reactions of carbon 

dioxide with calcium and magnesium silicates to form calcium and magnesium carbonates is 

thermodynamically spontaneous and exothermic [Lackner et al., 1995]. For these reasons, there has 

been concerted effort over the past 30 years to realize a climate change mitigation technology based 

on CO2 mineralization. Such technologies have examined CO2 mineralization in natural geologic 

formations (in-situ), using intentionally mined natural minerals (ex-situ), and extant anthropogenic 

wastes. In-situ mineralization is often envisioned as a way to remove the leakage risk from CCS and 

to ameliorate safety concerns from the public. While some projects intentionally produce rapid in-

situ mineralization [Gunnarsson et al., 2018], the majority of research is in accurately projecting the 

degree of mineralization that will naturally occur over the course of centuries [Kelemen et al., 2018]. 

For ex-situ and waste-based CO2 mineralization, the rate of conversion is of central importance; 

unlike in-situ mineralization, there is no physical barrier separating non-stabilized CO2 from the 

environment. Though the thermodynamics are favorable, the kinetics of CO2 mineralization using 

calcium and magnesium silicates are slow [Mayes et al., 2018]. Ex-situ methods can therefore be 

further separated based on their method for managing the issue of CO2 mineralization rate. Methods 

that do not alter the thermodynamic pathway are termed ‘passive’ while other methods are termed 

‘enhanced’. The vast majority of research has focused on enhanced methods, which can be further 

segregated into biotic and abiotic methods. Biotic methods focus on the addition of finely ground 

materials to the complex ecosystem of soil; this in turn may enhance dissolution of calcium and 

magnesium silicates while also facilitating improved soil health and thus carbon retention [Beerling 

et al., 2018]. Some work on utilizing slag in the environment exists [Horii et al., 2013], but 

environmental concerns (e.g., heavy metal leaching, pH alteration) [Koryak et al., 2002; Navarro et 

al., 2008; Roy et al., 2002] generally make such applications problematic. Abiotic enhanced 

mineralization includes chemical enhancement (e.g., pH-based dissolution and precipitation) 

[Azadarpour 3t al., 2015], alteration of the 𝑝CO2 beyond that available in extant anthropogenic 

streams [Bourgeois et al., 2018], high temperatures [Farhang et al., 2016], and mechanical 

modification of the mineral structure [Li and Hitch, 2018] amongst others [Pan et al., 2012; Romanov 

et al., 2015; Yuen et al., 2016]. Unfortunately, the vast majority of studies on enhanced mineralization 

methods fail to perform a LCA that accounts for CO2 emissions along the whole process chain (e.g., 

CO2 emissions from chemical production, heating, etc.). When properly accounted (cf. Zimmermann 

et al., 2018) the majority of ‘accelerated’ slag-based CO2 mineralization methods provide net CO2 

reductions at the process level, but a net increase in CO2 at the level of the planet [Ncongwane et al., 

2018]. A common tactic to improve net CO2 mineralization extent is to rely on low carbon renewable 

energy (RE) sources (e.g., solar power with lithium ion battery storage: PV+LiB). This, often unstated, 

assumption may be suitable for processes directly relying on energy for ‘enhancement’ if the 

additional CAPEX of purpose-built RE is clearly considered. However, reliance on the grid to provide 

low carbon energy implies the process will be applied in a future energy system (i.e., not realizable 

in most locations for at least several decades) [Jacobson et al., 2017]. Moreover, depending on RE-

based chemical or non-recoverable additive production inherently assumes on-site production with 

the associated increase in CAPEX, OPEX, and system complexity. The literature on enhanced CO2 
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mineralization methods is starkly lacking in recognition of these realities, calling into question the 

technical and financial viability of these proposals. 

The difficulty in achieving net CO2 reduction using enhanced mineralization leaves passive CO2 

mineralization as the only technically viable option. Unfortunately, attempts to realize such goals 

have largely been deemed impractical due to the slow kinetics of the slag-CO2 reactions [Huijgen and 

Comans, 2005]. Nevertheless, three decades of research (primarily focused on aqueous methods) 

has attempted to overcome the slow kinetics using various equipment and process designs. Despite 

this, the mineralization efficiency of the field remains relatively flat with the only clear and consistent 

improvement in performance coming from reduction of slag particle size (cf. Fig.2-23). The lack of 

clear signal leading to improved passive CO2 mineralization may be due to unaccounted for 

properties of slag. Most ISM slags contain dozens of distinct mineral phases which are effectively 

ignored by researchers in preference for accounting of total calcium and magnesium content. 

However, it is already established that CO2 mineralization rates using alkaline earth silicates must be 

evaluated on a mineral-by-mineral basis [Daval et al., 2010]. A few authors have attempted to 

calculate the mineral-specific reaction extent of common slag minerals [Ashraf and Olek, 2016; Bodor 

et al., 2013] but none have determined the diffusivity of CO2 through the product layer of slag (𝐷). 

Consequently, the results from CO2 mineralization of slags in the literature are difficult to apply 

generally, to integrate into process optimization, or to analyze novel methods for process 

improvement. Furthermore, as the diffusivity of the disparate minerals is undefined, the interactions 

between minerals (e.g., blocking of reactions due to geometric constraints) remains undefined. 

This thesis focuses on direct, gas-solid CO2 mineralization without use of chemical or thermal 

enhancement. Additionally, the source of CO2 is flue gas, absent any CO2 capture or purification. 

Conceptually, slag is ground to a predetermined particle size distribution and carried along a covered 

conveyor. Flue gas flows countercurrent to the slag, converting gaseous CO2 into calcium and 

magnesium carbonates. The temperature is passively maintained at roughly 30 ̊ C by the heat content 

of the flue gas and the natural environment. The relative humidity within the covered conveyor is 

maintained at 90% by way of pans of still water. The covered conveyor reactor concept is shown in 

Fig. 6-1. 
 

 
Fig. 6-1. The covered reaction conveyor concept for CO2 mineralization of ISM slag.  
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Chapter highlights 
• The shrinking core model was modified to account for the full particle size distribution and 

the roughness factor of powdered samples. 

• Use of statistical metrics (e.g., surface area moment mean, BET surface area) will inherently 

produce erroneous predictions or results when compared to the full particle size distribution. 

• The majority of minerals, and their amorphous counterparts, found in iron and steelmaking 

slag were synthesized via solid state sintering and verified via quantitative X-ray diffraction. 

• Each mineral was left in a 5% and 20% CO2 atmosphere at 30 ˚C and a relative humidity of 

90% for up to 2 months. 

• The CO2 diffusion coefficient for each mineral was calculated, showing ~8 orders of magnitude 

difference. 

• Amorphous compounds are particularly prone to low CO2 diffusivities. 

• Inclusion of Mg, Al, or Fe into a Ca-silicate structure dramatically reduces the CO2 diffusion 

coefficient. 

• The diffusion coefficient for a heterogeneous slag sample was calculated from the underlying 

mineral composition, mineral specific diffusion coefficients, and effective medium theory. 

• Unreactive materials, or minerals with very low CO2 diffusivity, can act to occlude high CO2 

diffusivity materials from reaction with CO2, so-called ‘mineral locking’. 

• Mineral locking is a function of the ratio of the particle size to the grain size and the quantity 

of reactive material. 

• Mineral locking can nearly eliminate the mineralization potential of a heterogeneous slag 

when the reactive species is less than 20% of the volume and the mineral grains are much 

smaller than the slag particles. 

Publications relevant to this chapter 
• Quantification of the CO2 mineralization potential of ironmaking and steelmaking slags under 

direct gas-solid reactions in flue gas, International Journal of Greenhouse Gas Control Vol. 87C 

p.100-111 (2019), Corey A. Myers, Takao Nakagaki, and Kosei Akutsu. 

• Experimental determination of CO2 mineralization depth of slag minerals at CO2 
concentrations available in iron and steelmaking flue gases, 14th International Conference on 
Greenhouse Gas Control Technologies Melbourne Australia (October 2018), Corey Myers and 
Takao Nakagaki. 
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6.1. Mineral-specific product layer CO2 diffusion coefficient 
The gas-solid reaction of inorganic minerals with CO2 is generally accepted to follow the tenets of 

the Shrinking Core Model (SCM) [Yagi and Kunii ,1955]. The SCM was introduced as a method for 

calculating gas-fluid reaction rate and extent relevant to many chemical systems. The simplifications 

within the SCM are as follows: the solid is considered a non-porous, smooth sphere, mass transfer 

occurs between the solid and a non-depletable fluid, the process occurs isothermally, and a shell of 

reacted material forms as the reaction progresses towards the center of the particle. If the reacted 

material leaves the particle then the theory is termed the Shrinking Particle Model; if a homogeneous 

distribution of pores is present, then it is termed the homogeneous model. The continued presence 

of a product layer (PL) and the general growth of the PL into pore spaces suggests the SCM is most 

appropriate for modeling slag-based CO2 mineralization. 

In SCM, three potential reactions can act as the rate-limiting mechanism: gas phase diffusion to 

the solid, diffusion through the product layer (diffusivity: 𝐷), or reaction between the gas and solid. 

Based on available data, the diffusion through the PL of slag minerals is orders of magnitude less than 

mineralization reactions or gas phase diffusion [Bhatia and Perlmutter, 1983; Stendardo and Foscolo, 

2009]. The movement of the reaction interface is substantially slower than the rate of gas diffusion 

and the CO2 mineralization reaction itself (i.e., pseudo steady state approximation); therefore, at any 

instant the boundary is assumed to be stationary, allowing for simple calculation of the concentration 

profile. 

The key advantage of SCM is the ability to move directly between reaction rate (𝜕𝜉 𝜕𝑡⁄ ) or extent 

(𝜉) and diffusivity (𝐷), and vice versa. This means that the effect of complex geometries can be 

removed from experimental data and the true 𝜕𝜉 𝜕𝑡⁄  can be parsed. In other words, once the 𝐷 is 

known, the 𝜕𝜉 𝜕𝑡⁄  for any geometry can be determined. This provides the opportunity for system-

level process optimization and unbiased comparison of minerals, equipment, and processes. 

6.1.1. Modification to the Shrinking Core Model 

Though a powerful theoretical framework, some of the simplifying assumptions of SCM are not 

appropriate for slag-based CO2 mineralization and thus require modification for accurate 

quantification of 𝐷  and application to calculation of 𝜕𝜉 𝜕𝑡⁄  and 𝜉 . These failings are due to 

miscalculation of the 𝑆𝐴 from lack of consideration of the full particle size distribution (PSD) and a 

lack of consideration of the surface roughness factor (𝑅𝐹). 

Particle Size Distribution. 

In the simplest implementation of the SCM, a single particle is used to represent all of the particles. 

The reason for this application is primarily due to issues with measurement of polydisperse particle 

samples. Until recently, it was not possible to automate the counting of particles from micrographs 

using computers. This made the counting of particles a labor and time intensive task, particularly 

given that several thousand particles should be measured for each sample to generate an accurate 

representation of the population PSD [Vigneau et al., 2000]. As such, most researchers relied on 

either sieve-based or laser-based PSD determination. Under ideal conditions, sieve-based PSD 

provides a rough, piece-wise distribution. In reality, the accuracy of sieve-based analyses decreases 

with the size class of particles due to imperfect separation and increasingly easy loss of sample to the 

environment [Gadikota et al., 2014]. Moreover, assumptions must be made about the distribution of 

particle sizes within each sieve group. Notably, when materials are ground to micrometer scale, there 

is increased tendency to deviate from typical statistical distributions due to the interplay of 

mechanisms that operate on disparate scales (primarily fracturing and deformation) [Little et al., 
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2017]. Laser-based PSD can measure particles at the micrometer scale but without information on 

the particle shape. As a result, laser-based systems must convert measured particles to an ‘equivalent’ 

sized sphere. This ‘equivalent’ size is the source of large errors in laser-based PSD, especially for non-

spherical particles such as slag [Califice et al., 2013]. Laser-based systems typically report sizes in 

terms of the volume-moment mean diameter (𝑋𝑉𝑀) as defined in Eq. (6-1). In Eq. (6-1), 𝑋 represents 

the diameter of each particle in the sample. This distribution focusses on the mass/volume of the 

particle. In processes where the surface area is critical, it is more common for the surface area-

moment mean diameter (𝑋𝑆𝑀) to be utilized (Eq. 6-2). Such statistical metrics are inherently less 

accurate than the full PSD and are limited by the inability to convert back to a PSD. 

 

𝑋𝑉𝑀 =
∑ 𝑋4

∑ 𝑋3
                                                                                                                                                  (6 − 1) 

 

𝑋𝑆𝑀 =
∑ 𝑋3

∑ 𝑋2
                                                                                                                                                  (6 − 2) 

 

In recent years, computer-based image analysis has increased to the point where individual 

particles can be distinguished from a dispersed sample and measured. This allows for the full PSD to 

be measured. Consideration of the full PSD alters the calculation of 𝜉 in the SCM to Eq. (6-3). In Eq. 

(6-3), 𝑟𝑖  is the radius of an individual particle, 𝛿  is the reaction depth, and 𝑛𝑖  is the number of 

particles of radius 𝑟𝑖. In Fig. 6-2 through Fig. 6-4, the errors resulting from using a statistical metric 

instead of the full PSD when applying the SCM are shown. 
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Fig. 6-2. Alteration of calculated reaction extent using SCM for a polydisperse sample that occurs 

when using summary statistics instead of the complete PSD. A uniform reaction depth of 2 μm was 

used. Solid lines are the cumulative volume distribution, dashed lines are the cumulative reaction 

extent. Particle size distributions are from Ashraf and Olek, 2016 (black and orange) and Santos et 

al., 2013 (purple and green data). 

 

 
Fig. 6-3. Alteration of 𝜉 as a function of 𝛿 when SCM is applied using the full PSD. The unreacted 

PSD data is from Ashraf and Olek, 2016. 
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Fig. 6-4. Calculated 𝛿 when the sample 𝜉 = 75% using the PSD from Ashraf and Olek, 2016 (black 

and orange) and Santos et al., 2013 (purple and green data). ‘NR’ indicates the data was not 

reported in the source papers. 

 

As described in Chapter 2.2.5, the PSD of ground materials is typically not Gaussian, but rather 

lognormal [Kolmogorov, 1941]. The assumption of a Gaussian distribution leads to significant errors 

in the initial 𝑆𝐴 𝑉⁄  and its progression due to the underestimation of the number of small particles 

in the distribution. 

Surface Roughness. 

The SCM assumes a spherical particle, and therefore no change in the geometry of the reaction 

front with reaction (only a change in size). While this is appropriate for many manufactured products, 

evaluation of extant slag (or any ground mineral) shows a distinctly non-spherical shape due to the 

random nature of impact events and randomly oriented preferred fracture planes. The concept of 

sphericity is not completely misplaced as geometry and the stochastic nature of impacts will tend to 

favor rounded shapes over highly irregular shapes. However, fracturing of particles less than ~1 µm 

in diameter are generally less favored than distortion of the particle due to the brittle-to-ductile 

transition [Tromans and Meech, 2001]. Additionally, the fracture planes of minerals contain inherent 

roughness at the scale of nanometers. In traditional particle size analysis methods, the surface 

roughness is ignored or quantified using some form of adsorption testing (e.g., Brunauer–Emmett–

Teller). Unfortunately, adsorption testing does not indicate how the surface area is arranged. 

Therefore, the evolution of the reaction front into the particles as CO2 mineralization occurs cannot 

be modeled or quantified. Along with a number-based PSD, computer-based image analysis can also 

provide measurement of the projected area ( 𝐴 ) and projected perimeter (𝑃 ) of the particles. 

Combined this information allows for more precise quantification of particle shape. The PSD and 

innate non-sphericity allow for the smoothing effects reaction front progression to be calculated and 

accounted for in CO2 mineralization rate equations. Using the 𝐴, the equivalent area circle radius (𝑟′), 

equivalent area ellipse major radius (𝑟𝐿), and minor radius (𝑟𝑆) for each particle in a sample can be 

calculated. Using the box-counting method, the fractal dimension (𝑓𝐷) of the overall sample can also 

be easily measured. 

The aspect ratio for each particle ( 𝐴𝑅 = 𝑟𝐿 𝑟𝑆⁄ ) was calculated and the volume-averaged 

summation across all 𝑛 particles in the sample was performed as shown in Eq. (6-4). Given the likely 

axis of stability in the gravitational field of the Earth, the ellipse volume (𝑉𝑒 ) was calculated by 



Chapter 6: CO2 Mineralization 

 

268 
 

assuming the vertical dimension is equal to 𝑟𝑆  per Eq. (6-5). Assumption of spherical particles 

naturally overestimates 𝛿 (Eq. (6-6)) relative to ellipsoids (Eq. (6-7)) due to the change in 𝑆𝐴 𝑉⁄ , with 

larger 𝐴𝑅 giving larger errors. The 𝑅𝐹 was first calculated in 2D (Eq. (6-8)) and the sample roughness 

factor is calculated as the sample volume average (Eq. (6-9)). 

 

𝐴𝑅𝑠𝑎𝑚𝑝𝑙𝑒 =
∑ (𝐴𝑅𝑛 × 𝑉𝑒,𝑛)𝑛

∑ 𝑉𝑒,𝑛𝑛
                                                                                                                    (6 − 4) 

 

𝑉𝑒 =
4

3
𝜋𝑟𝐿𝑟𝑆𝑟𝑆                                                                                                                                            (6 − 5) 

 

𝛿 = 𝑟′ (1 − (1 − 𝜉)
1

3⁄ )                                                                                                                            (6 − 6) 

 

(𝑟𝑆 − 𝛿)2(𝐴𝑅𝑟𝑆 − 𝛿) = 𝐴𝑅(𝑟𝑆)3(1 − 𝜉)                                                                                             (6 − 7) 

 

𝑅𝐹 =
𝑃 𝐴⁄

𝑃′ 𝐴⁄
                                                                                                                                                   (6 − 8) 

 

𝑅𝐹𝑠𝑎𝑚𝑝𝑙𝑒 =
∑ 𝑅𝐹𝑛 × 𝑣𝑜𝑙𝑛𝑛

∑ 𝑣𝑜𝑙𝑛𝑛
                                                                                                                       (6 − 9) 

 

In Eq. (6-8), the perimeter of an equivalent area circle is 𝑃′ = 2𝜋𝑟′. The volume of the sphere built 

from the equivalent area circle is given by 𝑣𝑜𝑙. The conversion from 2D to 3D is accompanied by a 

multiplication by 1.5 given that particles are assumed roughly spherical (Eq. (6-10)). 
 
𝑆𝐴 𝑣𝑜𝑙⁄

𝑃′ 𝐴⁄
≡ 1.5                                                                                                                                             (6 − 10) 

 

Roughness is a fractal property and should therefore be applied to scales much smaller than those 

visible under light microscopy. The appropriate application of 𝑅𝐹 can be determined by analyzing the 

scale at which a change in the 𝑓𝐷 occurs (𝐻). The 𝑓𝐷 can be calculated by computer vision using the 

box-counting method. Application of 𝑅𝐹 should occur from 𝐻 down to infinitely small sizes. Inclusion 

of 𝑅𝐹 to the smallest scales only effects the early stage 𝜕𝜉 𝜕𝑡⁄  because the volume contained in the 

outermost ‘rough’ features is small (Fig. 6-5). As the mineralization reactions progress, features of 

the reaction surface are removed at a rate correlating with the degree of deviation from a sphere 

(Fig. 6-6). The reduced time (𝑡′) to a given reaction extent due to surface roughness is applied to the 

SCM using Eq. (6-11). 
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Fig. 6-5. The fractal nature of roughness and its volumetric impact on the overall 𝑆𝐴 𝑉⁄  as shown 

for a single rough particle a) in 2D, b) converted to an azimuthal decomposition of the radius, and c) 

as a Fourier decomposition of the radius. 

 

 
Fig. 6-6. The rounding of the reaction surface of a particle as it undergoes reaction. 

 

𝑡′ =

𝜌𝑅2

6𝐷𝐶𝑔
{1 − 3 (

𝑅 − 𝛿
𝑅 )

2

+ 2 (
𝑅 − 𝛿

𝑅 )
3

}

(𝐻 𝛿⁄ )𝑅𝐹
                                                                                      (6 − 11) 

 

6.1.2. Mineral synthesis and verification 

The majority of minerals found in ISM slag have no economic value and are thus not commercially 

available. Moreover, most are not common in nature. Therefore, all minerals were synthesized from 

the simple oxides. Stoichiometric mixes of powdered oxides were mixed by hand in a mortar and 

pestle for 1 hour and then pressed without binder into 10 mm diameter pellets at 500 GPa until 

pressure could be maintained for 3 minutes. Pelletizing was performed to enhance inter-particle 

contact and homogenization. After pelletizing, samples were placed in 99.9% alumina crucibles, 

typically stacking two pellets atop one another. Pellets were heated in an inert gas furnace (KDF 1700 

electric muffle furnace); both N2 and Ar atmospheres were used with no apparent difference 

between the produced samples. Samples were heated to an estimated solid-state sintering 

temperature (𝑇𝑠𝑖𝑛𝑡𝑒𝑟 ), which was initially estimated as 95% of the 𝑇𝐿  estimated from DNN. The 

heating protocol began with an initial 30-minute hold at 30 ˚C to purge the furnace of air. The 

temperature was increased at 5 ˚C/min to 350 ˚C and held for 1 hour. This initial hold was intended 

to decompose any Mg-carbonates that had formed during the mixing and pelletizing process due to 
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reaction with ambient CO2. The samples were then heated at 5 ˚C/min to 550 ˚C and held for 1 hour 

to decompose any (Ca/Mg)-hydroxides. Finally, heating at 5 ˚C/min to 900 ˚C with a one-hour hold 

was used to decompose any CaCO3. Heating from 900 ˚C to 𝑇𝑠𝑖𝑛𝑡𝑒𝑟 occurred at 5 ˚C/min and 𝑇𝑠𝑖𝑛𝑡𝑒𝑟 

was held for 1 hour. Cooling of the sample was set to 10 ˚C/min to 30 ̊ C. If the heating profile resulted 

in partial or complete melting of the sample (Fig. 6-7), new pellets were produced, and the process 

was repeated at a lower 𝑇𝑠𝑖𝑛𝑡𝑒𝑟. If the sample appeared unchanged (i.e., no indication of fusion), then 

the sample was reground, re-pressed, and reheated at a higher 𝑇𝑠𝑖𝑛𝑡𝑒𝑟. If visual inspection indicated 

fusion of the samples (e.g., apparent by removal of fines and/or fusion of pellets sitting atop one 

another) (Fig. 6-8), then the solid pellets were crushed in a hydraulic press, ground in a zirconia 

mortar and pestle, and analyzed by a Rigaku SmartLab® X-ray diffractometer for crystallinity and 

mineral composition. Analysis of XRD results was performed with the PDXL V.2 software package. 

When the target mineral did not exceed 60 mass% of the sample, the sample was reground, re-

pressed, and re-sintered. This iterative process progressively enhanced the produced compounds 

towards the stoichiometric composition mineral. The overall process of mineral synthesis is displayed 

as a process flow diagram in Fig. 6-9. The sintering temperatures tested for each mineral and the 

qualitative results are provided in Fig. 6-10. The XRD graphs for the successfully synthesized minerals 

are provided in Fig. 6-11. The 𝑇𝑠𝑖𝑛𝑡𝑒𝑟 for each mineral, the mineral purity of each sample, and the 

composition of any impurities is provided in Table 6-1. 

 

 
Fig. 6-7. Partially melted samples, a) Ca3Al2Si3O12 at 1265 ˚C, b) CaSiO3 at 1838 ˚C, and c) 

Ca3MgSi2O8 at 1441 ˚C. 

 

 
Fig. 6-8. Sintering of samples indicated by partial fusion of separate cylinders without change in 

shape for a) CaMgSi2O6 and b) Ca4Al2Fe2O10. 
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Fig. 6-9. The process flow diagram for mineral synthesis. 

 

 
Fig. 6-10. The qualitative results of sintering. Blue circles indicate sintering that produced high 

purity crystals, white circles indicate low purity crystals, triangles indicate partial or complete 

melting, and a lack of fusion is indicated by Xs. 
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Fig. 6-11. XRD analysis for the 24 minerals successfully synthesized by solid-state sintering. 
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Table 6-1. The sintering temperature, purity, impurity composition, and shape characteristics of 

synthetic slag minerals. 

 
Mineral Tsinter (˚C) 

Purity 
(mass%) 

Impurities 
(mass%) 

Oxides 
CaO aNA 100 bUD 

MgO aNA 100 bUD 

Ca-silicates 

Ca2SiO4 1505 98.9 bUD 

CaSiO3 1365 98.1 SiO2 

Ca3Si2O7 1449 77.0 
CaSiO3 (14.7) 
Ca2SiO4 (7.9) 

Ca3SiO5 1550 63.8 
Ca2SiO4 (35.6) 
CaO (1.6) 

Mg-silicates 

Mg2SiO4 1600 91.5 
MgO (5.3) 
SiO2 (3.3) 

MgSiO3 1515 83.4 
SiO2 (10.6) 
Mg2SiO4 (6.0) 

CaMgSi2O6 1347 83.9 SiO2 (16.1) 

CaMgSiO4 1410 78.2 Ca2MgSi2O7 

Ca2MgSi2O7 1368 78.0 

CaMgSi2O6 (14.1) 
CaO (3.8) 
CaSiO3 (3.3) 
MgO (0.8) 

Ca3MgSi2O8 1441 68.9 Ca2MgSi2O7 

Ca7MgSi4O16 1550 no RIR bUD 

(Al/Fe)-minerals 

Fe2O3 NA 100 bUD 

Ca3Al2O6 1340 100 bUD 

MgAl2O4 1550 100 bUD 

MgFe2O4 1649 100 bUD 

Ca2Al2SiO7 1550 100 bUD 

CaAl2Si2O8 1500 100 bUD 

Ca2Fe2O5 1155 92.2 CaO 

Ca12Al14O33 1360 89.0 CaO 
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Failed minerals 

Mg3Al2Si3O12 1345 39.8 

Mg2Al4Si5O18 
(39.8) 
MgAl2O4 (31.0) 
Mg2SiO4 (29.0) 

Fe2SiO4 

c1127-
1440 
d1220-
1440 
aNA 

0 aNA 

CaFeSiO4 

c1127-
1265 
d1200-
1240 
e1265 

0 aNA 

Ca3Al2Si3O12 

c900-1300 
d1250 
e1265 

0 aNA 

a: not analyzed; b: undetected; c: range of no indication of phase change; d: range of 
apparent sintering; e: onset of melting 

 

6.1.3. Amorphous compound synthesis and verification 

As many slags, intentionally or by chance, include glassy components, amorphous versions of the 

primary slag minerals were also synthesized and tested. Production procedure mirrored that of 

crystalline slags except in the heating and cooling protocol. Samples were intentionally heated above 

their 𝑇𝐿 and held for 1 hour. It was attempted to keep the temperature as close to the 𝑇𝐿 as possible 

to reduce the risk of dissolution of the alumina crucible, causing alteration to the melt composition. 

Additionally, due to the dynamics of the cooling process, it is beneficial to have as low a temperature 

as possible when cooling is begun, in order to inhibit the formation of crystals upon cooling. Cooling 

was performed by removing the crucible directly from the furnace and placing it on a heat resistant, 

insulating surface in room air (Fig. 6-12). Cooled, amorphous samples were crushed and analyzed by 

XRD to ensure no peaks indicating crystal phases were present. Synthesis was not attempted for 

minerals known to have melting points above 1700 ˚C. The XRD graphs for the produced minerals are 

provided in Fig. 6-13. 
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Fig. 6-12. Removal of liquid slag from the furnace for rapid solidification. 

 

 

 
Fig. 6-13. XRD graphs of the synthesized amorphous solids. 

 

6.1.4. Particle size distribution and roughness factor analysis 

After synthesis, crystalline and amorphous samples were sieved to between 10 and 90 μm such 

that a large reaction rate signal could be observed in a relatively short time frame while also avoiding 

practical experimental issues that come with excessive 𝑆𝐴 and possible surface activation [Gadikota 

et al., 2014]. To quantitatively account for non-spherical particles and/or large surface roughness, 

computer vision analysis of optical micrographs was performed using the open source software 

ImageJ. In order to ensure the sample used in the measurements was representative of the 

population distribution, 40 subsamples were taken from each sample. Imaging was done at 400 

magnification. Typically, direct imaging of particles requires 500-1500 particles to ensure an accurate 

distribution [Barreiros et al., 1996; Vigneau et al., 2000]. All samples exceeded this amount, with the 
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least number of particles being 1,966 obtained for Ca3Al2O6 and the largest number of particles being 

15,289 obtained for Ca2MgSi2O7. To promote dispersion of particles (i.e., reduce the instances of 

particles sitting atop one another), samples were placed on a plastic plate; the electrostatic charge 

of the plate was sufficiently strong to disperse the small particles. 

In the analysis by ImageJ, each micrograph was converted to a binary color scale. Next the built-

in threshold function was applied to insert boundaries between touching particles. After thresholding, 

each micrograph was manually checked and edited to ensure overlapping particles were segregated 

and particles with the threshold applied were truly overlapping (Fig. 6-14). Once a satisfactory 

accounting of the particles was complete, the 𝑃, 𝐴, and 𝑟𝐿 were measured by ImageJ. 

 

 
Fig. 6-14. The steps of the semi-automated image analysis performed by ImageJ with a) the initial 

image, b) the outline of the particles, and c) conversion to equivalent area ellipses. 

  

An example of the dependence of 𝐴𝑅  on particle size for the most highly elongated mineral 

(Ca2SiO4) is shown in Fig. 6-15. Considering the PSD of the produced minerals, the error in the SCM 

estimation of 𝛿 due to non-sphericity (i.e., AR >1) is less than <10%. Moreover, the 𝑅𝐹 corrects for 

most of the effect of 𝐴𝑅 due to its application up to the point of fractal dimension divergence. It was 

found that the 𝑅𝐹  can be sufficiently approximated by multiplying the BET surface area by a 

mesoscale facture roughness related to the rate of stress application [Sadrai et al., 2006]. 

 

 
Fig. 6-15. The variation in AR as a function of particle diameter for the most elongated mineral 

tested (Ca2SiO4) showing a) the majority of particles have an 𝐴𝑅 < 2 and b) the bulk of high 𝐴𝑅 

particles are small, and thus have a minimal effect on long term reaction rates. 

 

The 𝑓𝐷 for each mineral was calculated to determine the maximum length scale at which the 𝑅𝐹 

should be applied (𝐻). For most compounds 𝐻 was between 1.9 and 3.8 µm. Simply put, this means 

the effects of surface roughness are only applicable to the first few micrometers of depth, after which 
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the depth of most of the irregular features have been smoothed away by the uneven progression of 

the reaction front. The 𝐴𝑅, 𝑅𝐹, 𝐻, and particle number for each sample are provided in Table 6-2. 

 

Table 6-2. The sample-specific shape properties. 

 Mineral AR RF H (μm) Particle # 

Oxides 
CaO 1.44 2.313 3.8 4932 

MgO 1.46 2.292 3.8 7745 

Ca-silicates 

Ca2SiO4 1.71 2.432 1.9 2641 

CaSiO3 1.44 2.212 2.9 5221 

Ca3Si2O7 1.56 2.322 3.8 7531 

Ca3SiO5 1.43 1.999 1.9 9283 

Mg-containing 
silicates 

Mg2SiO4 1.54 2.304 1.4 2604 

MgSiO3 1.43 2.037 2.9 7766 

CaMgSi2O6 1.58 1.912 2.9 13555 

CaMgSiO4 1.55 2.252 1.9 11694 

Ca2MgSi2O7 1.62 2.180 2.9 5218 

Ca3MgSi2O8 1.53 2.218 3.8 15289 

Ca7MgSi4O16 1.48 2.097 1.4 3595 

(Al/Fe)-containing 
minerals 

Fe2O3 1.39 2.368 3.8 7868 

Ca3Al2O6 1.43 2.425 2.9 1966 

MgAl2O4 1.41 2.234 3.8 9599 

MgFe2O4 1.39 2.087 1.9 14658 

Ca2Al2SiO7 1.56 2.259 1.4 7920 

CaAl2Si2O8 1.41 2.048 2.9 5263 

Ca2Fe2O5 1.41 2.063 3.8 4886 

Ca12Al14O33 1.40 2.157 2.9 6575 

 

6.1.5. CO2 incubator results 

Mineralogically and geometrically characterized samples were subjected to CO2 at 20 mol% and 5 

mol% in an incubator at 30 ˚C with a relative humidity (RH) of 90% for 3-7 weeks. A high RH was 

maintained to ensure continued mineralization reactions [Longo et al., 2015; Smith et al., 2014] and 

was achieved by inclusion of a simple tray of water in the incubating chamber. For each mineral, a 

separate sample was reacted for each pre-designated time period. This was done to ensure that 

consistent results were achieved (i.e., remove noise due to empirical errors and sample variability). 
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Each sample was measured via mass change (∆𝑚 ), thermogravimetry and differential thermal 

analysis (TG-DTA), C/H/N gas phase elemental analysis (CHN), X-ray fluorescence (XRF), and X-ray 

diffraction (XRD). Mass change provides a rough estimate of the quantity of CO2 taken up by reaction 

with minerals but is unable to distinguish any water that was concurrently taken up by the sample. 

TG-DTA provides a rough estimate of water and CO2 content by the different temperatures over 

which decomposition occurs. However, for some potential products (in particular Mg-carbonates), 

there is an overlap in the release temperatures for water and CO2. Moreover, there is the possibility 

for diffusion-related lag in the release of water from deep in the sample during TG-DTA experiments 

(as evidenced by a non-zero slope between the water and CO2 release temperatures in Fig. 6-16). 

 

 
Fig. 6-16. TG-DTA analysis of MgO reacted with CO2 over 21 days. 

 

In all cases, TG-DTA gave an accurate assessment of the total mass loss and was therefore able to 

provide the true initial mass of the sample before CO2 reaction (i.e., TG-DTA improves the estimate 

of ∆𝑚 ). Quantitative information on the composition of the gases released during heating was 

provided by C/H/N testing, thereby correcting for any overlap or diffusion-lag that occurs in TG-DTA 

analysis. X-ray fluorescence was used to quantify the amount of carbon in the sample post reaction 

and was used as an independent verification of the calculated results from ∆𝑚, TG-DTA, and C/H/N 

analysis. X-ray diffraction analysis was used to determine the mineralogical composition of the 

product layer materials but not used to calculate the reaction extent. The calculation scheme is 

provided schematically in Fig. 6-17. Examples of the evolution of the XRD analysis for CaO and MgO 

over the course of reaction with CO2 are provided in Fig. 6-18 and Fig. 6-19, respectively. 

 



Chapter 6: CO2 Mineralization 

 

281 
 

 
Fig. 6-17. The CO2 incubation testing and analysis flow diagram. 

 

 
Fig. 6-18. The passive mineralization of CO2 into various calcium carbonate polymorphs by reaction 

with CaO. Reactions occurred at 30 ˚C in a relative humidity of 90% and a volumetric CO2 

concentration of 20%. 
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Fig. 6-19. The passive mineralization of CO2 into Nesquehonite by reaction with MgO. Reactions 

occurred at 30 ˚C in a relative humidity of 90% and a volumetric CO2 concentration of 20%. 

 

The conversion extent (𝜉) of the calcium and magnesium content of the minerals was calculated 

as the molar ratio of mineralized CO2 to the amount of available Ca and Mg (i.e., assuming that Ca 

and Mg are homogeneously distributed through the sample). The 𝜉  was used together with the 

particle size distribution and surface roughness to calculate then transient reaction depth (𝛿). Graphs 

of the reaction extent and depth over time for 20 mol% and 5 mol% CO2 for crystalline compounds 

are given in Fig. 6-20. 
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Fig. 6-20. The reaction extent over the course of testing for a) 𝜉 of Ca-minerals at 20 mol% CO2, b) 𝜉 

of Mg-minerals at 20 mol% CO2, c) 𝜉 of (Al/Fe)-minerals at 20 mol% CO2, d) 𝜉 of Ca-minerals at 5 

mol% CO2, e) 𝜉 of Mg-minerals at 5 mol% CO2, f) 𝜉 of (Al/Fe)-minerals at 5 mol% CO2, g) 𝛿 of Ca-

minerals at 20 mol% CO2, h) 𝛿 of Mg-minerals at 20 mol% CO2, i) 𝛿 of (Al/Fe)-minerals at 20 mol% 

CO2, j) 𝛿 of Ca-minerals at 5 mol% CO2, k) 𝛿 of Mg-minerals at 5 mol% CO2, l) 𝛿 of (Al/Fe)-minerals 

at 5 mol% CO2. Note the changes in the magnitude of the vertical axis when 𝛿 is shown. All 

reactions occurred at 30 ˚C and a relative humidity of 90%. 

 

Given that flux (𝐽) asymptotically approaches 0 in the SCM, the transient 𝐽 was calculated using Eq. 

(6-12) where the start and end of the reaction period are denoted by subscripts 𝑖 and 𝑓, respectively. 

In Eq. (6-12), the total moles available for reaction is denoted by 𝑚𝑜𝑙𝑇 and the 𝑆𝐴 calculation only 

includes particles whose radius is larger than 𝛿𝑓 . The 𝐽  and its derivative (𝐽′ ) were graphed to 

determine the point at which the influence of mineralization reaction and gas phase diffusion were 

negligibly small in relation to the diffusion time; an example graph for Ca2MgSi2O7 is provided in Fig. 

6-21.  

 

𝐽 =
(𝜉𝑓 − 𝜉𝑖) × 𝑚𝑜𝑙𝑇

(𝑡𝑓 − 𝑡𝑖) × ∑ 4𝜋(𝑅𝑛 − 𝛿𝑓)
2

𝑛

                                                                                                         (6 − 12) 
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Fig. 6-21. The change in flux over the course of mineralization reactions for Ca2MgSi2O7 in a 20% 

CO2 atmosphere with a relative humidity of 90% at 30 ˚C. 

 

After calculation of the time of constant flux, the 𝐷 was then calculated using Eq. (6-13), where 

the radius of the largest particle in the sample is given by 𝑅, 𝑡 and 𝛿 are set by the instant of constant 

flux, 𝜌 is the unreacted mineral density, and 𝐶𝑔 is the density of CO2 in the gas phase (kg/m3). 

 

𝐷 =
𝜌𝑅2

6𝑡𝐶𝑔
{1 − 3 (

𝑅 − 𝛿

𝑅
)

2

+ 2 (
𝑅 − 𝛿

𝑅
)

3

}                                                                                        (6 − 13) 

 

As some samples were not completely pure, the calculated 𝐷  included the effect of multiple 

minerals. To account for the heterogeneous nature of these samples, the 𝐷 was corrected using the 

tenets of Effective Medium Theory (EMT) applied in 3 dimensions per Eq. (6-14) [Wang et al., 2006]. 

 

∑ [𝜓𝑚

𝐷𝑚 − 𝐷𝑏𝑢𝑙𝑘

𝐷𝑚 + 2𝐷𝑏𝑢𝑙𝑘
] = 0

𝑚
                                                                                                                 (6 − 14) 

 

In Eq. (6-14), 𝑚 represents each distinct mineral in the sample (including the target mineral). The 

volume fraction of each mineral is denoted by 𝜓𝑚. Starting from minerals with a single impurity of 

known 𝐷, the 𝐷 of every compound was calculated iteratively until all 𝐷 converged. The corrected 𝐷 

was applied using the SCM to each compound and the predicted reaction progressions were plotted 

against experimental results to verify the appropriateness of the SCM to the particular reaction. The 

initial and corrected 𝐷 for each mineral is provided in Table 6-3 along with the composition of the 

product layer. Differences in the 𝐷 as a function of CO2 concentration is likely due to the difference 

in the structures of the various carbonate polymorphs [Ni and Ratner, 2008]. For minerals that halted 

mineralization at a certain depth, the apparent depth of reaction is also provided. The 𝐷 for each 

mineral is also graphed on ternary diagrams that cover the composition space of CaO-SiO2-FeO, CaO-

SiO2-Al2O3, and CaO-MgO-SiO2 (Fig. 6-22). These diagrams were chosen because they cover the 

majority of the minerals formed in ISM slag. The graphs are color-coded to display the log10 CO2 

diffusivity (high diffusivity is yellow, low diffusivity is purple). 
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Table 6-3. The diffusion coefficient and product layer composition for ISM slag minerals under 

different CO2 concentrations. All reactions occurred at 30 ˚C in a relative humidity of 90%. 

Source mineral Product phase CO2 D (m2/s) Depth (nm) 

CaO 

β-CaCO3 (80.8%) 

λ-CaCO3 (19.2%) 
20% 4.407  10-12 

NA 

NA 5% 9.910  10-14 

MgO 

MgCO3·3H2O (95.7%) 

MgCO3 (2.8%) 

others (1.5%) 

20% 1.278  10-13 
NA 

Amorphous 5% 9.705  10-14 

Ca2SiO4 

β-CaCO3 (77.7%) 

λ-CaCO3 (22.3%) 
20% 2.888  10-13 

NA 
λ-CaCO3 (88.5%) 

β-CaCO3 (11.5%) 
5% 2.329  10-11 

CaSiO3 
NA 20% 8.532  10-15 

NA 
λ-CaCO3 5% 5.080  10-13 

Ca3Si2O7 
NA 20% 6.516  10-14 

NA 
λ-CaCO3 5% 1.398  10-12 

Ca3SiO5 NA 
20% 9.006  10-15 

NA 
5% 1.312  10-14 

Mg2SiO4 
Mg5(CO3)4·(OH)2·4H2O 20% 5.108  10-17 

NA 
NA 5% 3.757  10-17 

MgSiO3 
UD 20% 1.145  10-18 15 

NA 5% 5.295  10-19 NA 

CaMgSiO4 

CaMg(CO3)2 (83.3%) 

β-CaCO3 (13.5%) 

λ-CaCO3 (1.5%) 

Mg5(CO3)4·(OH)2·4H2O (1.1%) 

Others 

20% 4.186  10-16 
NA 

NA 5% 3.424  10-16 

CaMgSi2O6 
CaCO3 20% 6.159  10-16 NA 

NT 5% NT NT 
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Source mineral Product phase CO2 D (m2/s) Depth (nm) 

Ca2MgSi2O7 

CaMg(CO3)2 (46.3%) 

β-CaCO3 (18.6%) 

MgCO3 (13.8%) 

μ-CaCO3 (9.2%) 

MgCO3·3H2O (7.0%) 

Mg5(CO3)4·(OH)2·4H2O (5.0%) 

20% 2.067  10-15 
NA 

NA 5% 1.917  10-15 

Ca3MgSi2O8 NA 
20% 5.049  10-15 

NA 
5% 5.175  10-15 

Ca7MgSi4O16 

λ-CaCO3 (60.3%) 

CaMg(CO3)2 (26.1%) 

β-CaCO3 (12.0%) 

MgCO3·3H2O (1.6%) 

20% 5.975  10-15 
NA 

NA 5% 7.838  10-15 

Fe2O3 
NT 20% NT NT 

UD 5% 0 0 

Ca3Al2O6 

NA 20% 1.512  10-15 

NA β-CaCO3 (80.0%) 

λ-CaCO3 (14.8%) 

μ-CaCO3 (5.2%) 

5% 1.906  10-14 

MgAl2O4 
UD 20% 3.392  10-18 

NA 
NA 5% 1.595  10-18 

MgFe2O4 
NA 20% 2.509  10-16 

NA 
MgCO3 5% 9.954  10-15 

Ca2Al2SiO7 

β-CaCO3 (65.5%) 

λ-CaCO3 (34.5%) 
20% 4.363  10-17 NA 

NT 5% NT NT 

CaAl2Si2O8 

λ-CaCO3 (98.5%) 

β-CaCO3 (1.5%) 
20% 0 60 

NT 5% NT NT 

Ca2Fe2O5 

λ-CaCO3 (78.1%) 

β-CaCO3 (21.9%) 
20% 4.612  10-15 

NA 

NA 5% 4.885  10-15 
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Source mineral Product phase CO2 D (m2/s) Depth (nm) 

Ca12Al14O33 

β-CaCO3 (44.9%) 

λ-CaCO3 (41.0%) 

μ-CaCO3 (14.1%) 

20% 2.011  10-16 
NA 

NA 5% 6.490  10-16 

Ca4Al2Fe2O10 
NA 20% 8.024  10-17 NA 

NT 5% NT NT 

 

Table 6-3 continued. The product layer depth and associated time of reaction used in determining 

the diffusion coefficient for ISM slag minerals. 

Source mineral δ (μm) t (days) 

CaO 
30.999 66 

3.118 21 

MgO 
7.562 43 

4.836 26 

Ca2SiO4 
14.104 66 

26.903 21 

CaSiO3 
1.823 19 

7.721 21 

Ca3Si2O7 
4.649 19 

13.703 21 

Ca3SiO5 
3.982 21 

4.000 3 

Mg2SiO4 
0.066 21 

0.007 21 

Mg2Si2O6 
0.146 21 

0.151 21 

CaMgSiO4 
0.509 19 

0.237 21 

CaMgSi2O6 
0.329 14 

NT 

Ca2MgSi2O7 
1.351 61 

0.468 21 
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Source mineral δ (μm) t (days) 

Ca3MgSi2O8 
1.258 21 

0.376 5 

Ca7MgSi4O16 
2.674 66 

1.325 21 

Fe2O3 
~0 21 

NT 

Ca3Al2O6 
0.760 19 

1.422 21 

MgAl2O4 
0.035 21 

0.005 5 

MgFe2O4 
0.249 19 

0.739 17 

Ca2Al2SiO7 
0.048 21 

NT 

CaAl2Si2O8 
0.060 21 

NT 

Ca2Fe2O5 
2.232 47 

0.922 21 

Ca12Al14O33 
0.332 19 

0.314 21 

Ca4Al2Fe2O10 
0.166 21 

NT 

NA: not analysed; NT: not tested; UD: undetected 
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Fig. 6-22. The empirically determined log10𝐷 (m2/s) for the main crystalline minerals of ISM slag at 

30 ˚C and a relative humidity of 90%. 

 

The empirically determined 𝐷 for the amorphous phases is provided in Table 6-4. For minerals 

that halted mineralization at a certain depth, the apparent depth of reaction is also provided. The 

values are mapped to ternary diagrams in Fig. 6-23.  
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Table 6-4. The diffusion coefficient for amorphous compounds common to ISM slag. All reactions 

occurred at 30 ˚C and a relative humidity of 90%. 

Glass composition CO2 D (m2/s) Depth (nm) t (days) 

Ca2SiO4 20% 1.179  10-17 NA 21 

CaSiO3 20% 8.898  10-18 NA 21 

Ca3Si2O7 20% 1.201  10-15 NA 21 

Ca3SiO5 20% 4.203  10-18 NA 21 

MgSiO3 20% 0 0 21 

CaMgSiO4 20% 1.309  10-14 NA 21 

CaMgSi2O6 20% 0 0 21 

Ca2MgSi2O7 20% 5.689  10-15 NA 21 

Ca3MgSi2O8 20% 8.253  10-18 17 21 

Ca7MgSi4O16 20% 7.168  10-18 19 21 

Ca2Al2SiO7 20% 3.148  10-17 40 21 

CaAl2Si2O8 20% 1.205  10-17 NA 21 

Ca2Fe2O5 20% 1.399  10-18 NA 21 
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Fig. 6-23. The empirically determined log10𝐷 (m2/s) for crystalline and amorphous compounds in 

ISM slag under a 90% relative humidity atmosphere at 30 ˚C. 

 

6.2. Performance indices 
The relative potential of the various minerals to reduce CO2 emissions via mineralization is a 

function of the potential CO2 mineralization per mole of mineral (capacity factor: 𝐶𝐹), the diffusivity 

of the product layer to CO2 (𝐷), and the energy expenditure of grinding (𝛾). Given the relatively 

consistent quantitative connection and minor differences between 𝛾𝐼𝐺 , 𝛾𝐺𝐵 , and 𝛾𝐼𝑀 , any of the 

surface energies could be selected. Fractures will inevitably deviate from straight line fractures when 

following grain boundaries, raising the effective energy expenditure per normalized length of travel; 

therefore, the 𝛾𝐼𝐺 was chosen as most representative of actual grinding energy. The performance of 

each mineral was summarized by a rate and capacity indices. The rate index is calculated as 

log10(𝐷 𝛾𝐼𝐺⁄ ), with faster mineralization per degree of grinding being represented by less negative 

values. The mineralization capacity index is calculated as 𝐶𝐹 𝛾𝐼𝐺⁄  and provides insight on the net CO2 

mineralization potential for a given amount of grinding. The (Ca/Mg)-bearing minerals are graphed 

on the mineralization index plane in Fig. 6-24. Several minerals halted CO2 mineralization reactions 

at a certain depth, therefore 𝐷 would be an inappropriate measure for these materials. They are 

graphed with log10(𝐷 𝛾𝐼𝐺⁄ ) = −20 for easing viewing and are further denoted by boxes instead of 
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circles. It is clear from Fig. 6-24 that (Al/Fe)-bearing minerals naturally group in the lower-left hand 

portion of the graph due to high grinding energies and low capacity caused by the extraneous cations. 

On the other hand, (Ca/Mg)-silicates are gathered to the upper right-hand portion of the graph due 

to the inherently higher capacity for CO2 and the low grinding energy of the silicate structure. 

 

 
Fig. 6-24. Performance indices of the common crystalline ISM minerals. The diffusivities are only 

relevant for reactions in atmospheres of 5-20% volumetric CO2 concentration at 30 ˚C and a relative 

humidity of 90%. 

 

Amorphous compounds are compared to crystalline compounds in Fig. 6-25 in terms of the 

diffusivity alone. For compounds that halted reaction at a small depth, the empirical 𝐷  while 

mineralization reactions occurred was used for graphing. For compounds that showed no reaction, 

the 𝐷 was set to -20 to facilitate graphing. 

 

 
Fig. 6-25. The generally higher diffusivity seen among crystalline mineral compared to equivalent 

composition amorphous compounds. Results are only relevant at 30 ˚C, a relative humidity of 90%, 

and a CO2 volumetric concentration of 20%. 
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A separate means to evaluate the performance of various compounds in terms of CO2 

mineralization is to plot the extent of grinding versus the time required to achieve near complete 

mineralization (defined as 99%). Figure 6-26 provides such a graph for the crystalline minerals in ISM 

slags. The 𝑃𝑆𝐷 is defined by its 99% volume passing diameter, atmospheres are 5 vol% CO2, the 

relative humidity is 90%, and the temperature is 30 ˚C. Calcium silicates and (Ca,Mg)O are colored 

black, Mg-bearing compounds are colored green, and (Al,Fe)-bearing compounds are colored brown. 

Minerals are ordered top to bottom in the same order as they appear on the graph. Moving right to 

left along any mineral line indicates reducing the particle size and accordingly, the time to complete 

mineralization. Equivalently, at any particle size, minerals that are lower on the graph require less 

time to reach full mineralization. An equivalent graph for the amorphous compounds is given in Fig. 

6-27. With the exception of CaMgSiO4, Ca2MgSi2O7, and Ca3Si2O7, amorphous compounds exhibit 

roughly similar mineralization rates, which are significantly slower than their crystalline counterparts. 

 

 
Fig. 6-26. Particle size versus complete (99%) mineralization time for crystalline ISM minerals. 

Reactions at 30 ˚C and a relative humidity of 90%. 

 

 
Fig. 6-27. Particle size versus complete (99%) mineralization time for amorphous ISM minerals. 

Reactions at 30 ˚C and a relative humidity of 90%. 
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6.3. Effective CO2 diffusion coefficient 
The CO2 diffusivity of the heterogeneous bulk material (𝐷𝑏𝑢𝑙𝑘) is well modeled by EMT with the 

assumption of spherical internal mineral grains. Numerically solving of Eq. (6-15) provides the 

relevant 𝐷𝑏𝑢𝑙𝑘 [Wang et al., 2006]. 

 

∑ [𝜓𝑚

𝐷𝑚 − 𝐷𝑏𝑢𝑙𝑘

𝐷𝑚 + 2𝐷𝑏𝑢𝑙𝑘
] = 0

𝑚
                                                                                                                 (6 − 15) 

 

6.3.1. Solid solutions vs mixed systems 

During solidification, multiple mineral species can precipitate and remain in the final solid 

structure. It is also possible, through rapid solidification, to maintain slag in a mixed state. 

Thermodynamic models and empirical results indicate that Ca2SiO4 is typically the first compound to 

precipitate from molten melts with the remaining melt material being distributed between oxides of 

MgO, CaO, SiO2, Al2O3, and FeO [da Rocha et al., 2018; Gautier et al., 2013; Kriskova et al., 2013]. By 

way of EMT, the 𝐷𝑏𝑢𝑙𝑘 of mixtures of compounds were compared for equivalent composition solid 

solutions. In all instances, mixtures produced higher 𝐷  than solid solutions (Fig. 6-28). This 

phenomenon is especially strong when Mg, Fe, or Al are added to calcium silicates.  

 

 
Fig. 6-28. The increase in reaction rate that comes with producing a mixture of solids instead of a 

solid solution under a) 5% CO2 and b) 20% CO2 atmospheres; 30 ˚C and a relative humidity of 90%. 
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6.3.2. Size distribution effects 

The effects of EMT are only relevant as a bulk property. As the internal GSD approaches the PSD, 

the effects from the geometry of the sample will become less and less important. This behavior is 

evidenced by Fig. 6-29, showing the average value of a binary sample (𝐷 values of 1 or 0) as a 

function of the ratio of the PSD to the GSD. 

 

 
Fig. 6-29. Dependence of the results of EMT on the ratio of PSD to GSD. 

 

6.4. Mineral locking 
The overwhelming majority of ISM slags are polycrystalline solids, containing a variety of mineral 

compounds. Due to the substantial differences in diffusivity, this heterogeneity can substantially alter 

the bulk CO2 diffusivity. Relatively unreactive minerals can effectively block the interaction of reactive 

minerals with CO2 due to purely geometric effects. Even when reactions are not completely halted, 

the slower reacting portions can substantially slow the effective reaction rate of slag. This 

interference by surrounding compounds is terms ‘mineral locking’ (ML). Mineral locking involving 

only reactive species can be modeled by effective medium theory (EMT). However, if there exist 

unreactive minerals or minerals whose product layers have effectively blocked CO2 diffusion, then 

portions of reactive minerals may be completely removed from CO2 mineralization reactions. The 

degree of 𝑀𝐿 in a sample is determined by the concentration of the target reactive species (𝐶𝑅) and 

the ratio of the PSD to the GSD (𝛺). High concentrations are more likely to be connected to one 

another, providing a high diffusivity path for CO2 to transit. Simple geometry makes it obvious that 

when PSD and GSD are of similar magnitude the potential for 𝑀𝐿 is reduced. The concept of 𝑀𝐿 is 

displayed in Fig. 6-30.  

 



Chapter 6: CO2 Mineralization 

 

297 
 

 
Fig. 6-30. A schematic displaying the effects of mineral locking. 

 

Quantitative evaluation of 𝑀𝐿 is akin to the question of connectivity in percolation theory [Jerauld 

et al., 1984; Kirkpatrick, 1973]. A continuous chain of reactive minerals connected to the surface of a 

particle are not locked. Unfortunately, percolation theory remains a field that has not successfully 

generated formal proofs of the limits or trends in behavior. Most progress remains limited to the 

area of analysis of real world and in-silico systems. Theoretical work has stayed focused on platonic 

shapes in two dimensions (ℝ2) and is thus not readily applicable to ISM slags [Bollobás and Riordan, 

2006; Rossen, 1988]. Slag mineral grains are better approximated by voronoi tessellations, of course 

in 3 dimensions (ℝ3). A result of the voronoi tessellation structure is that there exists a distribution 

in the number of faces per cell [Lazar et al., 2013]. This means that the potential paths of connection 

may be highly improbable and tortuous. Instead of attempting to model all possible paths of 

connection, the simple probability of connection can be used to greatly simplify the complexity of 

the problem. The wide distribution of probabilities can be removed through the knowledge that a 

huge number of particles will exist in any ground sample; therefore, even though highly unlikely 

events are expected, the effects will be diluted by the much larger number of typical events. 

Simplified, probabilistic modelling of 𝑀𝐿  can be conceptually understood by separating each 

internal mineral grain into 3 parts of equivalent equal surface area. These border between areas is 

aligned normal to the radial direction of the slag particle, this results in three distinct sections. One 

section aligns with the radial direction and receives flux from the exterior of the particle. The second 

section lies parallel to the CO2 flux. The third section aligns with the radial direction, with the CO2 flux 

exiting from the inside of the grain towards the center of the sphere. Figure 6-31 provides a schematic 

representation. The slag particle is divided into concentric shells (𝐿) of depth equivalent to the 

diameter of the internal mineral grains. The probability that a grain in the 𝑖-th layer (𝐿𝑖) is connected 

via an uninterrupted chain of reactive grains to the exterior of the particle is calculated by the relative 

content of the mineral (𝐶𝑅) along with the number of faces per mineral grain (𝑛𝑓) as described by Eq. 

(6-16). 

 

𝑃𝑖 = (
𝑛𝑓

3
)

𝐿𝑖−1

× 𝐶𝑅
𝐿𝑖−1                                                                                                                            (6 − 16) 
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Fig. 6-31. Schematic of the simplified probabilistic analysis of 𝑀𝐿 with a grain modeled as a) 

spherical with equal surface area applied for CO2 influx, parallel flow, and efflux, b) conversion to a 

voronoi cell, and c) the means by which bypass can occur in three dimensions. 
 

In 2 dimensions, the number of faces is replaced by the number of edges, and the concentration 

is in terms of area instead of volume. The probability of connectivity in layer 𝑖  (𝑃𝑖 ) can then be 

multiplied by the 𝐶𝑅 and the volume of shell 𝑖 (or area in the case of ℝ2). By summing the connected 

reactive content for all shells and dividing by the total quantity of the reactive material, the amount 

of ‘connected’ reactive material is determined. The calculation for 𝑀𝐿 in ℝ2 and ℝ3 is given by Eq. 

(6-17) and Eq. (6-18), respectively. 
 

𝑀𝐿(𝑖𝑛 ℝ2) = 1 −
∑ 𝑃𝑖𝐶𝑅𝜋 [(

𝜑𝑃

2 − 𝑖𝜑𝐺 − 1) − (
𝜑𝑃

2 − 𝑖𝜑𝐺)]
2

𝑖

𝐶𝑅𝜋 (
𝜑𝑃

2 )
2                                                    (6 − 17) 

 

𝑀𝐿(𝑖𝑛 ℝ3) = 1 −
∑ 𝑃𝑖𝐶𝑅𝜋 [(

𝜑𝑃

2 − 𝑖𝜑𝐺 − 1) − (
𝜑𝑃

2 − 𝑖𝜑𝐺)]
3

𝑖

𝐶𝑅𝜋 (
𝜑𝑃

2 )
3                                                    (6 − 18) 

 

6.4.1. Monte Carlo analysis 

To assess the efficacy of the probabilistic 𝑀𝐿  model, a series of in-silico synthetic slags were 

generated and evaluated for ML. The synthetic slag consisted of ‘reactive’ and ‘unreactive’ grains in 

2 dimensions. The grains were ‘nucleated’ at random sites within the reaction space via two separate 

random number generators. The grains then extended radially outward (‘grew’) until contacting 

other grains, setting up grain boundaries. The number of nucleating grains was used to control the 

GSD relative to the PSD (𝛺) and the percentage of area occupied by reactive minerals (𝐶𝑅). Each 

iteration of the analysis was run 5,000 times to ensure a statistically representative set of geometries 

(i.e., a Monte Carlo analysis). The results of the Monte Carlo Voronoi Cell in-silico experiments are 

provided in Fig. 6-32. The results agree with the basic intuition that there is increased connectivity 

between like grains (i.e., less ML) when their concentration increases. Likewise, a larger 𝛺 results in 

more 𝑀𝐿 due to the increased number of consecutive connections required to maintain connectivity 

to the external surface. 
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Fig. 6-32. The results of a Monte Carlo Voronoi Cell analysis of mineral locking in ℝ2. 

 

6.4.2. Probabilistic analysis in 2D and 3D 

The probabilistic 𝑀𝐿 estimate in ℝ2 is mapped against the in-silico experiments in Fig. 6-33. The 

probabilistic estimate was done using the average number of side lengths ± 1 standard deviation 

from Lazar et al. (2013). The results are unexpectedly accurate given the random nature of the 

voronoi tessellations and the large range of 𝐶𝑅 and 𝛺 examined. The encouraging performance of 

the probabilistic model in ℝ2, along with its basis on basic geometry, prompted application to ℝ3. 

Predicted 𝑀𝐿 in ℝ3 for a range of 𝐶𝑅 and 𝛺 is provided in Fig. 6-34. It is immediately apparent that 

the extent of 𝑀𝐿 is less in ℝ3 than in ℝ2. This follows naturally from the extra degree of freedom 

provided by ℝ3. 
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Fig. 6-33. The estimate of mineral locking compared to Monte Carlo Voronoi Cell results. 
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Fig. 6-34. Estimate of mineral locking extent in ℝ3. 

 

The extent to which 𝑀𝐿 is suppressed in ℝ3 is made evident by Fig. 6-35, where it is graphed 

against the 𝑀𝐿 in ℝ2 under equivalent situations. Even though it is somewhat suppressed in ℝ3, 𝑀𝐿 

can still severely stunt the CO2 mineralization extent. When a reactive material falls to less than ~20% 

of the slag volume, its reaction speed will default to the reaction rate of the bulk material. Grinding 

helps to diminish 𝑀𝐿 but assurance of complete removal of 𝑀𝐿 requires 𝐶𝑅 in excess of 20% or a 

𝛺 ≤ 2. Both situations are rare in the literature and thus should not be expected in most tests using 

slag received from ISM operators. 

 

 
Fig. 6-35. The difference between mineral locking onset and extent in ℝ2 and ℝ3. 

 

6.4.3. Size distribution effects 

The parameters of 𝛺 and 𝑀𝐿 require consideration of the complete distribution of particle and 

grain sizes. Figure 6-36 shows both factors depend on what portion of the distributions are 

considered and from which end of the distribution they are analyzed. For example, a uniform GSD of 

2 µm and reactive material content of 15% for a 𝑋𝑉,99 sample generates a total 𝑀𝐿 of 19.3%, which 

is applied only the larger particles in the distribution. However, the volume-averaged sample 𝑀𝐿 is 

dominated by the 𝑀𝐿  extent in larger particles. Slightly over 19.3% of the reactive material is 

sequestered due to ML; thus, the true amount of reactive material is reduced from 15% to 12.1%. 
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Fig. 6-36. The change in mineral locking that occurs across a size distribution.  
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Chapter-specific symbols and abbreviation list 
𝐴: Projected area 

𝐴𝑅: Aspect ratio 

BET: Brunauer–Emmett–Teller surface area 

CCS: Carbon capture and sequestration 

𝐶𝑔: Concentration of CO2 in the gas phase 

𝐶𝑅: Mineral concentration 

CF: Capacity factor 

CHN: C/H/N gas phase elemental analysis 

𝐷: Diffusivity of CO2 through the PL 

𝐷𝑏𝑢𝑙𝑘: Bulk diffusivity of slag 

𝐷𝑚: Mineral-specific diffusivity 

EMT: Effective medium theory 

𝑓𝐷: Fractal dimension 

GSD: Grain size distribution 

𝐻: Largest scale at which 𝑓𝐷 is applicable 

𝑖: Layer number  

ISM: Iron and steelmaking 

𝐽: Flux 

𝐿: Shell depth 

LCA: Life cycle assessment 

𝑀𝐿: Mineral locking 

𝑛𝑓: Number of faces per mineral grain   

𝑛𝑖: Number of particles in a distribution 

𝑃: Perimeter 

𝑃𝑖: Probability of connectivity in layer 𝑖 

PL: Product layer 

PSD: Particle size distribution 

PV+LiB: Solar photovoltaic power with lithium ion battery storage 

ℝ2: 2-dimensional space 

ℝ3: 3-dimensional space 

RE: Renewable energy 

𝑅𝐹: Surface roughness factor 

𝑅𝐻: Relative humidity 

𝑟𝑖: Radius of an individual particle in a distribution 

𝑟𝐿: Major radius of equivalent area ellipse 

𝑟𝑆: Minor radius of equivalent area ellipse 

𝑟′: Radius of equivalent area circle 

𝑆𝐴: Surface area 

SCM: Shrinking core model 

𝑡: time 

𝑡′: Reduced time to reaction 

TG-DTA: Thermogravimetry and differential thermal analysis 
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𝑇𝑠𝑖𝑛𝑡𝑒𝑟: Sintering temperature 

𝑉: Volume 

𝑉𝑒: Ellipse volume 

𝑋: Particle diameter 

XRD: X-ray diffraction 

XRF: X-ray fluorescence 

𝑋𝑆𝑀: Surface area-moment mean diameter 

𝑋𝑉𝑀: Volume-moment mean diameter 

𝑋𝑉,99: 99% volume passing diameter 

 

𝛾: Surface energy 

𝛿: Reaction depth 

𝜕𝜉 𝜕𝑡⁄ : Reaction rate 

𝜉: Reaction extent 

𝜌: Density of unreacted material 

𝜑𝐺: Grain diameter 

𝜑𝑃: Particle diameter 

𝜓𝑚: Volume percent of mineral m 

𝛺: GSD to PSD ratio 

∆𝑚: Mass change 
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Longo, R.C., Cho, K., Brüner, P., Welle, A., Gerdes, A. and Thissen, P., 2015. Carbonation of 

Wollastonite (001) Competing Hydration: Microscopic Insights from Ion Spectroscopy and 

Density Functional Theory. ACS applied materials & interfaces, 7(8), pp.4706-4712. 

Lottermoser, B.G., 2002. Mobilization of heavy metals from historical smelting slag dumps, north 

Queensland, Australia. Mineralogical Magazine, 66(4), pp.475-490. 

Mayes, W.M., Riley, A.L., Gomes, H.I., Brabham, P., Hamlyn, J., Pullin, H. and Renforth, P., 2018. 

Atmospheric CO2 Sequestration in Iron and Steel Slag: Consett, County Durham, United 

Kingdom. Environmental science & technology, 52(14), pp.7892-7900. 

Navarro, A., Cardellach, E., Mendoza, J.L., Corbella, M. and Domenech, L.M., 2008. Metal 

mobilization from base-metal smelting slag dumps in Sierra Almagrera (Almería, Spain). Applied 

Geochemistry, 23(4), pp.895-913. 

Ncongwane, M.S., Broadhurst, J.L. and Petersen, J., 2018. Assessment of the potential carbon 

footprint of engineered processes for the mineral carbonation of PGM tailings. International 

Journal of Greenhouse Gas Control, 77, pp.70-81. 

Ni, M. and Ratner, B.D., 2008. Differentiating calcium carbonate polymorphs by surface analysis 

techniques—an XPS and TOF‐SIMS study. Surface and Interface Analysis: An International 

Journal devoted to the development and application of techniques for the analysis of surfaces, 

interfaces and thin films, 40(10), pp.1356-1361. 

Pan, S.Y., Chang, E.E. and Chiang, P.C., 2012. CO2 capture by accelerated carbonation of alkaline 

wastes: a review on its principles and applications. Aerosol Air Qual Res, 12(5), pp.770-791. 



Chapter 6: CO2 Mineralization 

 

307 
 

Power, I.M., Harrison, A.L., Dipple, G.M., Wilson, S.A., Kelemen, P.B., Hitch, M. and Southam, G., 

2013. Carbon mineralization: from natural analogues to engineered systems. Reviews in 

Mineralogy and Geochemistry, 77(1), pp.305-360. 

Romanov, V., Soong, Y., Carney, C., Rush, G.E., Nielsen, B. and O'Connor, W., 2015. Mineralization 

of carbon dioxide: A literature review. ChemBioEng Reviews, 2(4), pp.231-256. 

Rossen, W.R., 1988. A new percolation statistic with unusual properties. Journal of Physics A: 

Mathematical and General, 21(9), p.L533. 

Roy, A., Basu, S.K. and Singh, K.P., 2002. Modeling ecosystem development on blast-furnace slag 

dumps in a tropical region. Simulation, 78(9), pp.531-542. 

Sadrai, S., Meech, J.A., Ghomshei, M., Sassani, F. and Tromans, D., 2006. Influence of impact 

velocity on fragmentation and the energy efficiency of comminution. International Journal of 

Impact Engineering, 33(1-12), pp.723-734. 

Santos, R.M., Van Bouwel, J., Vandevelde, E., Mertens, G., Elsen, J. and Van Gerven, T., 2013. 

Accelerated mineral carbonation of stainless steel slags for CO2 storage and waste valorization: 

effect of process parameters on geochemical properties. International Journal of Greenhouse 

Gas Control, 17, pp.32-45. 
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Chapter 7: Application of centrifugal, MYNA, and legacy slag processes 
The centrifugal separation, MYNA, and passive CO2 mineralization processes have the potential to 

reduce CO2 emissions of ISM without modification to the metallurgical process. However, like any 

process related to climate change mitigation, a full analysis of interdependencies is necessary to 

quantify the magnitude of CO2 reduction. Additionally, there is a large source of legacy slag that may 

be targeted for carbon dioxide removal from the atmosphere. The mineralogy and microstructure of 

such legacy slag is not amenable to the centrifugal or MYNA processes without first re-melting the 

slag; the energetic requirements of such activities obviously exceed the benefits. Moreover, a large 

portion of the legacy slag has been used in the construction industry as GGBS and aggregate. As 

negative emissions are related to the drawdown of legacy CO2 from the atmosphere, the reaction of 

legacy slags with atmospheric CO2 represents a negative emission; this is true whether they are 

labeled as slag, aggregate, or otherwise. The reaction of legacy slag will require grinding, and so the 

grinding of demolition materials does not represent an unexpected activity. A similar potential for 

negative emissions exists in other solid sources of calcium and magnesium, primarily mining residues, 

concrete demolition wastes, and natural rocks. As is the case with slag, these materials will require 

grinding in order to mineralize meaningful amounts of CO2 in a timely manner. Therefore, the primary 

point of contention for all sources is calculation of the net CO2 effect (i.e., reduction or emission). For 

the centrifugal process, the primary source of CO2 emissions is from production of metal used to 

fabricate the centrifuge and the energy used to operate the centrifuge. The CO2 reduction comes 

from the circular use of calcium oxide and the enhanced recovery of low oxidation state iron. For the 

MYNA process, passive CO2 mineralization of legacy slags, and passive mineralization of other solids, 

the primary source of CO2 is from the generation of energy required to grind the materials. The 

degree of grinding required is a function of the speed at which CO2 mineralization is desired. Faster 

gross mineralization requires more grinding which reduces the net CO2 mineralization. This negative 

feedback limits the net rate of CO2 mineralization achievable. Thus, the CO2 mineralization extent 

and rate lies upon an operational curve of the degree of grinding, which can be altered to fit specific 

goals.  
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Chapter highlights 
• The centrifugal separation and solidification process can operate at very low energy 

expenditure due to the nature of the process being a simple liquid-liquid separation. 

• The slow solidification followed by solid-state quenching (so-called, ‘MYNA’) can be used to 

generate materials which completely react with CO2 within 1 hour under iron and steelmaking 

flue gas conditions (30 ˚C, 5-20 volume percent CO2) so long as relative humidity (RH) is 

maintained near 90%. 

• CO2 mineralization using legacy slag, other waste materials, or natural rocks can be 

accomplished using simple grinding and the reaction conveyor. 

• CO2 mineralization using atmospheric CO2 requires substantial gas-solid contact time; such a 

system can be achieved using greenhouses. 

• Certain minerals, in particular Mg-silicates and amorphous compounds, are likely not good 

candidates for CO2 mineralization due to their very low CO2 diffusivity. 

Publications relevant to this chapter 
• Quantification of the CO2 mineralization potential of ironmaking and steelmaking slags under 

direct gas-solid reactions in flue gas, International Journal of Greenhouse Gas Control Vol. 87C 

p.100-111 (2019), Corey A. Myers, Takao Nakagaki, and Kosei Akutsu. 

• Effect of Solidification and Cooling Methods on the Efficacy of Slag as a Feedstock for CO2 
Mineralization, ISIJ International Vol. 58 No. 2 p.211-219 (2018), Corey Adam Myers and 
Takao Nakagaki. 
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7.1. Contemporary slag 
For contemporary and future slag, operations beginning at the molten state (i.e., centrifugal 

separation or in-container solidification) allow for increased control of the solid-state properties. For 

centrifugal separation, the CO2 release is directly determined by the energy used to operate the 

centrifuge and the CO2 intensity of that energy. The energy associated with molten slag handling as 

part of in-container solidification is negligible as the process involves passive solidification within 

insulted containers. Both processes have embodied CO2 emissions in the materials used to fabricate 

the equipment and containers. 

7.1.1. Centrifugal process 

The sources and sinks of CO2 in the centrifugal process are shown in Fig. 7-1 for conceptual 

reference. Carbon dioxide in red is indicative of releases from the centrifuge process or associated 

energy and materials. Carbon dioxide in green is indicative of partial or full removals due to the 

centrifugal process. 

 

 
Fig. 7-1. Schematic of CO2 emission sources (in red) and reduction sources (in green) in the 

centrifugal process and associated activities. 

 

Centrifugal separation occurs in a relatively small volume container. This is done to expedite the 

separation process and to limit the energy draw during maximal rotational velocity. Given its small 

volume, centrifugal operations must be run nearly continuously (i.e., matching the filling and tapping 

rate of the furnaces). As such, the centrifuge requires a constant and reliable energy supply. This 

constraint means that current iterations of centrifugal separation will inherently rely on fossil fuel 

power. Power can be supplied in one of two fashions: 1) a dedicated power supply such as a 

generator, or 2) a battery pack that can at a minimum draw from the grid. A battery-based system 

could be paired with purpose-built RE (e.g., PV+LiB). However, the intermittent nature of RE (at times 

lasting days) means that a battery system needs to be able to draw from the grid. This method has 

the advantage of ‘greening’ over time as the CO2 intensity of utility power decreases. The energy for 

operation of the centrifuge was calculated based on conversion of the 2D simulation into a 3D 

structure. Due to the overwhelming strength of the centrifugal force as compared to the gravitational 

force, differences in composition along the vertical axis were ignored. The geometry used in 
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calculation is shown schematically in Fig. 7-2. From this symmetric geometry the work required to 

rotate the centrifuge and internal slag (𝑊𝑟) was calculated as the angular kinetic energy per Eq. (7-

1), where the moment of inertia is given by 𝐼, the angular velocity by 𝜔, and the initial and final 

conditions are denoted by the subscripts 𝑖 and 𝑓, respectively. The work for each element of slag 

within the container, as well as the container itself, was calculated and summed. 

 

𝑊𝑟 =
1

2
𝐼𝑓𝜔𝑓−

2
1

2
𝐼𝑖𝜔𝑖

2                                                                                                                                    (7 − 1) 

 

 
Fig. 7-2. Schematic of the geometry used to calculate the centrifugal work. 

 

The centrifugal separation process was separated into two process for the purpose of performing 

the above calculation. The first process consists of the angular acceleration (i.e., alteration to 𝜔). The 

second process involves the separation of elements within the container (i.e., alteration to 𝐼). Though 

separation and acceleration occur concurrently, the strong dependence of separation on centrifugal 

force (ergo on angular velocity) means that separation does not begin in haste until full angular 

velocity is reached. 

Given the extreme angular velocity of the centrifuge, the energetic effect of air resistance on the 

outer edge and losses from friction at bearings was included in calculations. The additional torque 

required to overcome the viscous force of air on the centrifuge surface is dependent on the angular 

velocity, its geometry, and the properties of air. Air will naturally be heated by the centrifuge, 

lowering its viscosity and thus its drag effect on the centrifuge. However, the large temperature 

difference between the air and centrifuge surface will induce significant natural convection. 

Moreover, the advective effects of the centrifuge rotation will continuously clear the surface of the 

centrifuge of heated air. Given these effects, it was considered conservatively safe to assume a 

constant air temperature of 300 K and air pressure of 101.325 kPa. The geometry used in the drag 

calculation includes a heat and material shield around the centrifuge (spaced 50 mm from the outer 

edge of the centrifuge). This shield acts to reduce radiative heat loss and protects against potential 

ejection of molten slag from the centrifuge that may occur from imprecise filling (Fig. 7-3). The 

centrifuge was idealized as a perfect cylinder sans weld lips, flanges, and other surface imperfections. 
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Drag on the top and bottom of the cylinder was ignored along with drag during the acceleration 

period. 
 

 
Fig. 7-3. The geometry used in the determination of air drag on the rotating centrifuge. 

 

The flow regime (Taylor number: 𝑇𝑎) of air between the centrifuge and shield was calculated via 

Eq. (7-2), where values >400 are considered turbulent [Fénot et al., 2011]. In Eq. (7-2) the external 

radius of the centrifuge is given by 𝑟𝑐, the hydraulic diameter is given by 𝐷ℎ and calculated by Eq. (7-

3), and the other values (𝜌: density, 𝜇: dynamic viscosity) are the properties of air. The inner surface 

of the shield is given by 𝑟𝑆. Equation 7-2 can be interpreted as the ratio of the centrifugal force to the 

viscous force. The Reynold’s number (𝑅𝑒) for concentrically rotating cylinders was calculated per Eq. 

(7-4) with the gap between the centrifuge and the shield given by Δ𝑟 = 𝑟𝑆 − 𝑟𝐶. 

 

𝑇𝑎 =
𝜔2𝑟𝐶𝜌2 (

𝐷ℎ

2 )
3

𝜇2
                                                                                                                                   (7 − 2) 

 

𝐷ℎ =
2(𝑟𝑆

2 − 𝑟𝐶
2)

(𝑟𝑆 + 𝑟𝐶)
                                                                                                                                         (7 − 3) 

 

𝑅𝑒 =
𝜌𝜔𝑟𝐶∆𝑟

𝜇
                                                                                                                                               (7 − 4) 

 

Plotting the 𝑅𝑒 against the 𝑇𝑎 of the centrifugal process reveals that the flow is turbulent under 

steady state operation. For concentrically rotating cylinders under turbulent flow conditions, the 

moment coefficient (𝐶𝑀 ) was determined empirically by Tachibana et al., 1960 as Eq. (7-5). The 

resultant moment on the centrifuge ( 𝑀𝐶 ) is given by Eq. (7-6) and the additional energetic 

requirement to overcome drag (𝐸𝑑) is given by Eq. (7-7) where 𝐻 is the height of the centrifuge. 
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𝐶𝑀 = 0.146 (
𝑟𝑆∆𝑟

𝑟𝐶
2 )

0.25

𝑅𝑒−0.3                                                                                                                 (7 − 5) 

 

𝑀𝑐 = 0.5𝐶𝑀𝜋𝜌𝜔2𝑟𝑖
4𝐻                                                                                                                                (7 − 6) 

 

𝐸𝑑 = 𝑀𝐶𝜔Δ𝑡                                                                                                                                                 (7 − 7) 

 

The energetic consumption due to friction in the bearings (𝐸𝑏 ) was calculated using Eq. (7-8) 

where 𝜇𝐵  is the friction coefficient of the bearing (set to 0.002 for thrust bearing), 𝑑 is the bore 

diameter of the bearing (set to 113 mm), and 𝐹 is the load on the bearing (i.e., the weight of the 

centrifuge and internal slag). The upper bearing was ignored due to its unloaded nature. 

 

𝐸𝑏 =
1

2
𝜇𝐵𝐹𝑑𝜔Δ𝑡                                                                                                                                         (7 − 8) 

 

It was assumed that the centrifuge was directly driven; thus, no power train losses were applicable. 

The total energy (𝐸𝑇) to operate the centrifuge is then calculated by aggregating the above equations 

as Eq. (7-9). The 𝐸𝑇 was converted to CO2 emissions (𝐶𝑂2,𝑂) by multiplication with the CO2 intensity 

of energy generation (𝜖𝐸) via Eq. (7-10). The 𝜖𝐸 for various common fuels and the major ISM locations 

is summarized in Table 7-1. 

 

𝐸𝑇 =
1

2
𝐼𝑖𝜔𝑓

2 +
1

2
𝜔𝑓

2(𝐼𝑓 − 𝐼𝑖) − 𝐸𝑑 − 𝐸𝑏                                                                                                 (7 − 9) 

 

𝐶𝑂2,𝑂 = 𝐸𝑇𝜖𝐸                                                                                                                                              (7 − 10) 

 

The gross CO2 emissions reduction of the centrifugal process was calculated based on the material 

recovery results from simulations. Recovered CaO and MgO of purity exceeding 95% was assumed to 

be recycled to the furnace. A molar equivalent quantity of CO2 was assumed to be directly avoided 

by this recycling activity. Additionally, a reduction in CO2 emissions from reduced fuel usage was 

calculated. This reduction was calculated as the energy difference (𝐸ℎ) of heating CaO as opposed to 

CaCO3 from 300 K to 1223 K (complete CaCO3 decomposition) along with the enthalpy of 

decomposition (Δ𝐻𝑑𝑒𝑐
° ) of calcium carbonate (Eq. (7-11)). The total moles of calcium and magnesium 

were converted to a mass of CaO (𝑚) for calculation. The energy was converted to CO2 by assuming 

coking coal as the fuel with a complete conversion of C to CO2 and a molar heating value (Δ𝐻𝑐𝑜𝑘𝑒) of 

0.312 MJ/mol; coking and other coal preparation operations were not considered (Eq. (7-12)). 

 

𝐸ℎ = (𝑐𝑃, 𝐶𝑎𝐶𝑂3
𝑚𝐶𝑎𝐶𝑂3

− 𝑐𝑃,𝐶𝑎𝑂𝑚𝐶𝑎𝑂)Δ𝑇 + 𝑚𝐶𝑎𝐶𝑂3
Δ𝐻𝑑𝑒𝑐

°                                                             (7 − 11) 

 

𝐶𝑂2,ℎ =
𝐸ℎ

Δ𝐻𝑐𝑜𝑘𝑒
                                                                                                                                         (7 − 12) 
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Recovered low oxidation state iron was also considered in net CO2 calculation. For the BF, the 

recovered iron is ostensibly Fe0 and can thus be sent directly to the steelmaking process as scrap. The 

CO2 offset of recovery of this material is then equivalent to the per mass CO2 emissions of crude iron 

production (𝜖𝐵𝐹 = 1.447 𝑘𝑔𝐶𝑂2 𝑘𝑔 − 𝐹𝑒⁄ ) [Freuhan et al., 2000]. For steelmaking processes, the 

recovered iron is ostensibly FeO and was assumed to be used as charge in ironmaking operations. 

The CO2 offset was calculated as the stoichiometry of Eq. (7-13). The energy required to heat FeO as 

opposed to Fe2O3 was not considered. The gross CO2 emissions reduction for ironmaking and 

steelmaking then becomes Eq. (7-14) and Eq. (7-15), respectively. 

 

𝐹𝑒2𝑂3 + 𝐶𝑂 → 2𝐹𝑒𝑂 + 𝐶𝑂2                                                                                                                  (7 − 13) 

  

𝐼𝑟𝑜𝑛𝑚𝑎𝑘𝑖𝑛𝑔: 𝐶𝑂2,𝑟𝑒𝑑 = [𝑚𝑜𝑙𝐶𝑎𝑂 + 𝑚𝑜𝑙𝑀𝑔𝑂 + 𝐶𝑂2,ℎ + (𝑘𝑔𝐹𝑒𝜖𝐵𝐹)]𝑀𝑊𝐶𝑂2
                            (7 − 14) 

 

𝑆𝑡𝑒𝑒𝑙𝑚𝑎𝑘𝑖𝑛𝑔: 𝐶𝑂2,𝑟𝑒𝑑 = [𝑚𝑜𝑙𝐶𝑎𝑂 + 𝑚𝑜𝑙𝑀𝑔𝑂 + 𝐶𝑂2,ℎ + (𝑚𝑜𝑙𝐹𝑒𝑂 2⁄ ) ]𝑀𝑊𝐶𝑂2
                       (7 − 15) 

 

Table 7-1. The CO2 intensities of various fuel sources and regions. 

Energy source CO2 intensity (kgCO2/kWh) 

Natural gas‡ 0.405 

Diesel‡ 0.715 

Solar PV§ 0.0052 

Onshore wind§ 0.0042 

OECD‡ 0.421 

China‡ 0.681 

‡: [IEA, 2016]; §: [Pehl et al., 2017] 

 

The overall energy consumption of the centrifuging process was calculated to the point of 

complete solidification of the internal slag (conservatively set to 10 minutes for all slags). This 

resulted in 3.204, 4.033, and 3.760 MJ/m3-slag for BF, BOF, and EAF slag, respectively. Assuming 

usage of the local grid, this is an equivalent CO2 emission of 0.407, 0.512, and 0.477 kgCO2/m3-slag if 

applied in Japan and 0.606, 0.763, and 0.711 kgCO2/m3-slag if applied in China [MOE, 2018; IEA, 2016]. 

This degree of CO2 emissions represents 0.036%, 0.033%, and 0.040% of the CO2 reduction potential 

of BF, BOF, and EAF slag if applied in Japan and 0.054%, 0.049%, and 0.060% percent if applied in 

China. Energy recovery by regenerative breaking could be used to charge a battery system, lowering 

the total energy consumption and thus CO2 emissions, though this option was not explored due to 

the relatively low CO2 emissions and the extreme working environment. The energy required to 

transport slag from place to place within the process (e.g., from the centrifuge to the disparate usage 

sites) was considered comparable to current energetic demands of slag transport. As such, the CO2 

emissions associated with these ancillary tasks are captured in the total CO2 emissions of ISM and 

therefore do not need to be separately calculated here. 
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Along with CO2 emissions from operating the centrifugal process, there is a CO2 debt from the 

production of the centrifugal equipment. This CO2 debt was estimated by the production of the steel 

needed for fabrication of the centrifuge body and shield. Assuming a conventional steel production 

CO2 intensity of 1.636 kgCO2/kg-steel [Freuhan et al., 2000], the total CO2 debt of building a 

centrifuge with 2 m3 capacity is 2.983 tonnes CO2. It is assumed that a centrifuge can last for 1 year 

of operation. This relatively long lifespan, despite being in contact with molten slag, is due to several 

details of the operation. Firstly, the inner surface of the outer shell of the centrifuge will be in contact 

primarily with FeO and Fe0, due to the centrifugal action; dissolution by slag is thus limited. The inner 

surface of the inner shell will be free from contact with slag due to the centrifugal force (i.e., a small 

headspace at the completion of filling results in a small gap between molten slag and the centrifuge). 

The upper and lower caps to the centrifuge may require some form of protection from the molten 

slag (e.g., MgO refractory), but this detailed design has not yet been evaluated. The number of 

containers required is based on the timing of the tapping operations (cf. Chapter 4.1.2). Accounting 

for operating schedule, the maximum amount of slag that a centrifuge can treat ~185 kt/y (i.e., 6 

centrifuges treating a continuously tapped BF furnace producing 4 megatonnes of steel per year). At 

a tapping schedule of 6 hours, the per centrifuge slag treatment quantity falls to ~9 kt/y. These two 

extremes determine the number of centrifuges required and therefore the amount of steel that must 

be produced for centrifuge fabrication. Applied globally, these two extremes generate ~31 and ~637 

ktCO2/y for the production of the centrifuge bodies. The global emissions reduction potential from 

centrifuging is 382 MtCO2/y. The embodied CO2 of the centrifuge bodies is thus three to four orders 

of magnitude less than the CO2 reduction provided by centrifuging molten slag. 

7.1.2. MYNA process 

The sources and sinks of CO2 in the MYNA process are shown in Fig. 7-4 for conceptual reference. 

Carbon dioxide in red is indicative of releases from the MYNA process or associated energy and 

materials. Carbon dioxide in green is indicative of partial or full removals due to the MYNA process. 

 

 
Fig. 7-4. Schematic of CO2 emission sources (in red) and reduction sources (in green) in the MYNA 

process and associated activities. 

 

The MYNA process provides an alternative to centrifugal separation for CO2 reduction. The 

MYNA process is more akin to current slag treatment methods used in ISM facilities. Unlike the 

centrifugal separation method, the treatment of molten slag in the MYNA process does not incur an 

operational energy penalty. Instead, the operational energy penalty comes from the grinding of slag 
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necessary to achieve a pre-specified CO2 mineralization rate. The energy penalty is therefore 

dependent on the specific mineralogy and GSD of slag. The process was evaluated for industry 

average BF, BOF, and EAF slags. 

The in-container solidification process dictates the size of the mineral grains within each slag. 

The mineral grain sizes were predicted as discussed in Chapter 4.2.2. The mineral composition was 

estimated based on stability assumptions from empirical and theoretical studies, summarized in Fig. 

7-5. The mineral composition is provided in Table 7.2. 

 

 
Fig. 7-5. The method of estimating the mineral phases that emerge in the in-container solidification 

process. 

 

Table 7-2. The mineralogical compositions of BF, BOF, and EAF slag generated by slow solidification. 

Mineral BF BOF EAF* 

MgO 11.9% 6.4% 8.1% 

Ca2SiO4 (γ) 59.4% 41.1% 46.4% 

SiO2 18.1% --- --- 

Ca12Al14O33 --- 5.5% --- 

Al2O3 --- 0.2% 6.6% 

Al6Si2O13 9.8% --- --- 

Ca2Fe2O5 --- 46.8% 7.9% 

FeO --- --- 30.9% 

Fe2SiO4 0.8% --- --- 
*values do not sum to 100% due to rounding. 

 

After solidification, a single solid-state quenching step was performed. The liberation of 

materials due to quenching is dependent on the GSD, quenching rate, and mineral composition of 

the slag; however, an upper limit is 40% liberation. Multiple quenching steps would enhance 
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liberation but have not yet been demonstrated experimentally. The remaining slag plate is crushed 

to liberate the remaining 60% bound minerals. As conventional grinding methods produce random 

breakages, the extent of crushing needed for full liberation is smaller than the grain size (set to ½ the 

GSD). After quenching and crushing, the materials were assumed to be separated based on density 

and magnetism. The materials not containing magnesium or calcium (i.e., cannot contribute to CO2 

mineralization) are removed. Low oxidation state iron (i.e., Fe0 or FeO) are recycled to the furnace. 

Aluminates and aluminosilicates are assumed to be used as aggregate in construction. The removal 

of non-reactive materials also removes their contribution to grinding energy. The calcium- and 

magnesium-bearing materials are further ground for reaction with carbon dioxide. In a system that 

optimizes reduction of process energy, each mineral could be ground separately, so as the optimal 

reaction speed-efficiency tradeoff is met. However, to reduce the capital expense of multiple grinders, 

it is assumed that all reactive materials are mixed for grinding and CO2 mineralization. It should be 

noted that the large grain sizes produced by slow solidification eliminate that the inhibitive effects of 

mineral locking. 

The time required to reach a given reaction extent as a function of the 99% volume passing 

diameter (𝑋𝑉99) is provided in Fig. 7-6. The operational net CO2 that results from grinding to enhance 

the rate of mineralization to a given extent is shown in Fig. 7-7. Figure 7-7 was calculated assuming 

a diesel-powered grinder in order to mimic the likely CO2 intensity of grinding equipment currently 

in use at ISM facilities.  

 

 
Fig. 7-6. The time to 99% reaction as a function of grinding diameter in terms of the 99% volume 

passing diameter (𝑋𝑉,99). Mineralization reactions are assumed to occur at 5 vol% CO2, 30 ˚C, and a 

relative humidity (RH) of 90%. 
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Fig. 7-7. The net mineralization extent that results from performing grinding in order to reach 99% 

reaction by a given time. Energy for grinding is derived from diesel. Mineralization reactions are 

assumed to occur at 5 vol% CO2, 30 ˚C, and RH=90%. 

 

The remarkably similar behavior of the three disparate compositions is primarily due to the 

ejection of most MgO and Al2O3 from calcium silicate species, the reduced grinding energy due to 

removal of non-reactive species while mineral grains are large, and the reduced need for grinding 

due to the production of mineral species with high CO2 diffusion rates through their product layer. 

These effects become particularly pronounced after comparison to passive CO2 mineralization of 

legacy slags (Chapter 7.2).  

The energy required for transport and separation of slag was considered comparable to current 

operations. Thus, the associated CO2 emissions are inherent to total CO2 emissions of ISM and not 

separately accounted for here. The CO2 emissions from grinding were described in Chapter 5 and the 

CO2 mineralization rate was described in Chapter 6. 

Along with CO2 emissions from operating the grinding equipment, there is a CO2 debt from the 

production of the solidification containers. This CO2 debt was estimated by the production of the raw 

materials; namely, refractory bricks and steel. A 300 mm layer of refractory (simplified as MgO) is 

surrounded by a 20 mm steel shell. These dimensions are equivalent to slag torpedo-cars (used to 

transport molten slag), and thus considered conservatively safe. The chemistry of ironmaking slag 

means that alumina and alumina-silicate refractory is more resistant to chemical dissolution; 

however, inclusion of alumina and silica via dissolution into the slag would negatively impact the CO2 

mineralization rates. Therefore, all slag types were designed to be solidified in containers using MgO 

type refractory. Based on the results of Chapter 4.2.3, an internal container volume of 4.9 m3 with an 

internal slag height of 10 cm was chosen. The CO2 footprint of the steel was set as that of the modern 

BF-BOF process: 1.636 kgCO2/kg-steel [Freuhan et al., 2000]. The refractory is expected to slowly 

dissolve into the slag due to its high temperature and basicity. However, any MgO dissolved into slag 

will be used for CO2 mineralization. Therefore, the CO2 footprint of the refractory brick was set as 

only the energy to heat MgCO3 to its decomposition temperature, complete the decomposition to 

MgO and CO2, and further heat the material to 900 ˚C to ensure purity [Waples and Waples, 2004]. 

The dissolution rate of the refractory bricks was assumed equivalent to that of modern day BOF 
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furnaces which require replacement of internal refractory every 35,000 heating cycles [Dhaka, 2017]. 

Assuming the 1 hour solidification time (per Chapter 4.2.2) equates to replacement of the refractory 

every 4 years with the additional CO2 emissions from its production. The metal casing lifetime was 

assumed to be sufficiently long as to be negligible (i.e., embodied CO2 emissions only occur once). 

Each container weighs 149 tonnes with an embodied emission of 122 tonnes of carbon dioxide. The 

recurring CO2 emissions from manufacture of MgO refractory is 86 tonnes every 4 years. Given that 

the container size was made to match the BF slag production rate of 1.111 megatonnes/y, 9 

containers are required. Assuming the slag is ground with a diesel-powered grinder such that 

complete reaction occurs within 1000 seconds (~17 minutes), the initial CO2 debt from container 

construction is ‘paid off’ within ~22 hours of operation. Likewise, the recurrent CO2 emissions from 

production of MgO refractory represents 0.006%, 0.007%, and 0.006% of the CO2 mineralization 

potential of BF, BOF, and EAF slag, respectively.  

An important distinction between the MYNA and centrifuge processes is the timing of the 

energy-intensive activity. Centrifugal separation must be run concurrent with slag production; 

likewise, in-container solidification must match slag production rate and CO2 mineralization rate must 

match production rate. However, grinding can be temporally-offset from the solidification and 

mineralization processes. The ability to run grinding intermittently makes operating the process with 

RE (e.g., PV+LiB) technically simpler than the centrifuge process. The lower CO2 intensity of RE alters 

the optimal grinding extent for the MYNA process. Purchase of RE with battery power drastically 

improves the net efficiency as is discussed in Section 7.3. However, the inherently high performance 

of the MYNA process means that the increased emissions reduction from usage of RE is minor.  

 

7.2. Legacy slag 
The sources and sinks of CO2 in the legacy slag process are shown in Fig. 7-8 for conceptual 

reference. Carbon dioxide in red is indicative of releases from the process, associated energy, and 

associated materials. Carbon dioxide in green is indicative of partial or full removals due to the 

process. 
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Fig. 7-8. Schematic of the CO2 emission sources (in red) and reduction sources (in green) in the 

legacy slag process and associated activities. 

 

Unlike contemporary slag, legacy slag is not available for alteration to the mineralogy, crystallinity, 

or GSD. As such, the process is a simple grinding of slag followed by contact with flue gases. 

Optimization of the process involves designing the extent and timing of grinding such that the rate 

of CO2 mineralization is meaningfully rapid but not excessively energy intensive. The mixed 

mineralogy and small GSD of legacy slag means that effects from mineral locking and gangue content 

are important. The traditional implementation of rapid cooling means that a large portion of legacy 

slags are amorphous is nature. Given the unknown mineralogy of extant slag, a mix of hypothetical 

and empirical data was used in calculations. Published mineralogy for extant ironmaking slag and 

steelmaking slag [Gautier et al., 2013; Bodor et al., 2013; Liu et al., 2016] was used as a baseline. 

Additionally, given the common practice of generating so-called “glassy” slag, amorphous Ca2SiO4 

was also modeled. Lastly, a Monte Carlo analysis of hypothetical slag compositions was run using the 

industry-average chemical compositions and varying the local chemical composition via a gaussian 

such that the output closely matched the observed spread in empirical mineralogy [Mombelli et al., 

2016; Gautier et al., 2015]. The Monte Carlo slag compositions are displayed as ternary diagrams in 

Fig. 7-9. The mineralogical compositions used in analysis are provided in Table 7-3 through 7-5. These 

compositions are plotted using the performance indices from Chapter 6 in Fig. 7-10. 
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Fig. 7-9. The molten synthetic slag compositions created by Monte Carlo simulations for a) BF slags, 

b) BOF slags, and C) EAF slags. 
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Table 7-3. The mineralogical compositions of legacy steelmaking slag used in analysis of passive CO2 

mineralization. 

Mineral Steel 1 Steel 2 Steel 3 Steel 4 Steel 5 Steel 6 Steel 7 

MgO 2.79% 3.72% 6.73% 6.19% 4.22% 10.72% 4.67% 

CaO 9.61% 15.78% 2.09% 8.56% --- 23.12% 12.06% 

FeO --- --- --- --- --- 1.63% --- 

Fe3O4 --- --- --- --- --- 0.89% --- 

Ca2Fe2O5 31.49% 32.34% --- --- 41.12% 11.13% 38.69% 

MgSiO3 18.78% 5.19% 5.14% 11.28% 5.25% 0.38% 2.60% 

CaSiO3 7.70% 4.12% 1.41% 3.71% --- 0.84% --- 

Ca3Si2O7 --- --- 11.35% 4.22% --- --- --- 

Ca2MgSi2O7 --- --- 3.53% 2.84% --- --- --- 

Ca2SiO4 (β) 25.36% 37.89% 4.70% 5.98% --- 32.52% 41.98% 

Ca2SiO4 (γ) 4.27% 0.97% 19.25% 27.74% --- --- --- 

Ca3MgSi2O8 --- --- 18.39% 7.27% --- --- --- 

Ca7MgSi4O16 --- --- 27.41% 22.20% --- 4.31% --- 

Ca3SiO5 --- --- --- --- 49.41% --- --- 

CaAl2Si2O8 --- --- --- --- --- 6.65% --- 

Ca2Al2SiO7 --- --- --- --- --- 1.30% --- 

MgAl2O4 --- --- --- --- --- 1.45% --- 

MgFe2O4 --- --- --- --- --- 2.35% --- 

CaMgSiO4 --- --- --- --- --- 2.57% --- 

 

Table 7-4. The mineralogical compositions of legacy ironmaking slag used in analysis of passive CO2 

mineralization. 

Mineral Iron 1 Iron 2 Iron 3 Iron 4 Iron 5 Iron 6 Iron 7 Iron 8 

MgSiO3 --- --- --- --- --- --- --- 10.17% 

CaSiO3 4.19% 4.22% --- --- 12.88% --- 25.34% --- 

Ca3Si2O7 --- --- 2.39% --- --- --- --- --- 

Ca3MgSi2O8 --- --- --- 31.01% --- --- --- --- 

Ca7MgSi4O16 --- --- 10.51% --- --- --- --- --- 

CaAl2Si2O8 11.97% 2.51% --- --- 7.42% 15.37% 11.38% --- 

Ca2Al2SiO7 83.84% 93.27% 87.09% 68.71% 79.70% 83.47% 63.28% 85.90% 

MgAl2O4 --- --- --- 0.28% --- 1.16% --- 3.93% 
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Table 7-5. The mineralogical compositions of synthetic BF, BOF, EAF, and glassy slag used in analysis 

of passive CO2 mineralization. 

Mineral 
Synthetic 

BF slag 
Synthetic 
BOF slag 

Synthetic 
EAF slag 

‘Glassy’ 

CaO --- 13.37% 0.10% --- 

FeO --- 12.93% 6.61% --- 

Fe3O4 --- --- 0.47% --- 

MgFe2O4 --- 5.54% 49.10% --- 

Ca2Fe2O5 --- 32.41% 0.24% --- 

Al2O3 3.31% --- --- --- 

SiO2 1.13% --- --- --- 

CaSiO3 5.99% --- 0.53% --- 

Ca2MgSi2O7 3.60% --- 0.07% --- 

Ca2SiO4 0.13% 35.76% 42.70% --- 

Ca2SiO4 (amorphous) --- --- --- 100% 

Ca3MgSi2O8 38.77% --- 0.08% --- 

Ca7MgSi4O16 13.68% --- --- --- 

CaFeSiO4 --- --- 0.10% --- 

Ca2Al2SiO7 10.23% --- --- --- 

CaAl2Si2O8 9.07% --- --- --- 

Al2SiO5 14.10% --- --- --- 

 

 
Fig. 7-10. Legacy slag graphed on the performance index map. Diffusivity values are only relevant at 

30 ˚C and a RH=90%. 

 

The effects of 𝑀𝐿 and the slow kinetics of many minerals in legacy slag means that the CO2 uptake 

of legacy slag quickly falls as reactions proceed. To overcome this deceleration of CO2 mineralization, 

the slag must be ground to the extent that such inhibitory effects are removed. However, such 

extensive grinding greatly reduces the net CO2 efficiency of the process due to the need to generate 

extremely small PSD. Additionally, a decrease in comminution efficiency occurs when grinding below 

1 µm due to increased plastic deformation of materials [Fuerstenau and Abouzeid, 2002]. As the 

diameter of mineral grains within legacy slag measures in the single micrometers, no separation of 
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unreactive materials is possible; thus, substantial grinding energy is applied to gangue compounds. 

Moreover, the inhibitory effects of 𝑀𝐿 remain pronounced until very small PSDs have been produced. 

The time required to reach a given reaction extent as a function of the 99% volume passing 

diameter (𝑋𝑉,99) for the legacy ironmaking and steelmaking slags is provided in Fig. 7-11 and Fig. 7-

12, respectively. The synthetic slags are included on the graphs to indicate the accuracy of the 

synthetic slag generation process. The synthetic BF, BOF, EAF, and glassy Ca2SiO4 are compared in Fig. 

7-13. The operational net CO2 that results from grinding to enhance the rate of mineralization to a 

given extent is shown in Fig. 7-14, Fig. 7-15, and Fig. 7-16 for legacy ironmaking, legacy steelmaking, 

and the synthetic slags, respectively. These figures were calculated assuming a diesel-powered 

grinder for comparison with the MYNA process results. 

 

 
Fig. 7-11. The time to 99% reaction as a function of 𝑋𝑉,99 for legacy steelmaking slags at 5 vol% CO2, 

30 ˚C, and RH=90%. The synthetic pit-cooled BOF and EAF slags are also shown for comparison. 

 

 
Fig. 7-12. The time to 99% reaction as a function of 𝑋𝑉,99 for legacy ironmaking slags at 5 vol% CO2, 

30 ˚C, and RH=90%. The synthetic, pit-cooled BF slag is shown for comparison. 
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Fig. 7-13. The time to 99% reaction as a function of 𝑋𝑉,99 for synthetic BF, BOF, EAF, and ‘glassy’ 

slags at 5 vol% CO2, 30 ˚C, and RH=90%. 

 

 
Fig. 7-14. The net mineralization extent for legacy steelmaking slags that results from performing 

grinding in order to reach 99% reaction by a given time. Energy for grinding is derived from diesel. 

Mineralization reactions occur at 5 vol% CO2, 30 ˚C, and RH=90%. 

 



Chapter 7: Application of centrifugal, MYNA, and legacy slag processes 

 

326 
 

 
Fig. 7-15. The net mineralization extent for legacy ironmaking slags that results from performing 

grinding in order to reach 99% reaction by a given time. Energy for grinding is derived from diesel. 

Mineralization reactions occur at 5 vol% CO2, 30 ˚C, and RH=90%. 

 

 
Fig. 7-16. The net mineralization extent for synthetic BF, BOF, EAF, and glassy slags that results from 

performing grinding in order to reach 99% reaction by a given time. Energy for grinding is derived 

from diesel. Mineralization reactions occur at 5 vol% CO2, 30 ˚C, and RH=90%. 

 

The results displayed in Fig. 7-11 through Fig. 7-16 highlight a few key features of running passive 

mineralization on legacy slags. First, it is interesting to note that steelmaking slags, in general, 

outperform ironmaking slags in term of net mineralization efficiency and rate. Steelmaking slags have 

historically been difficult to reuse do to issues in generating mineralogies and crystallinities 

appropriate for usage as an additive in cement manufacture. The use of steelmaking slags to cheaply 

offset CO2 emissions may provide an attractive reuse pathway for this ‘waste’. The source of faster 

reactions in steelmaking slags is the relative lack of Al-bearing species, which not only drastically 

reduce the effective diffusion coefficient, but also increase the specific grinding energy. The calcium 

ferrite species that typically prevent re-usage of steelmaking slags shows relatively rapid CO2 

mineralization. However, caution is warranted in broadly applying these results to all steelmaking 
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and ironmaking slags. For example, an apparent outlier with longer reaction times and lower reaction 

efficiencies exists amongst the steelmaking slags (Fig. 7-11 and 7-14). This BOF slag was rapidly 

solidified, generating fewer mineral species with a more mixed composition, though no amorphous 

phases. As legacy slags contain not only a variety of compositions, but have also undergone a variety 

of solidification rates, it should be expected that the performance of passive CO2 mineralization will 

vary widely. 

As with the rapidly cooled steelmaking slag, amorphous Ca2SiO4 showed a pronounced decrease 

in performance compared to polycrystalline ironmaking slag. This result suggests extreme caution for 

passive CO2 mineralization using legacy or contemporary slags that have been rapidly solidified. As 

most ground granulated blast furnace slag (GGBS) and slag used as aggregate has been rapidly 

solidified for reasons of chemical and mechanically stability [Juckes, 2002], the slag that exists as part 

of current buildings and infrastructure is most likely subject to the low reaction rates and efficiencies 

shown in Fig. 7-15 for legacy BF slag and Fig. 7-16 for ‘glassy’ slag. 

In order to robustly avoid the potential for net CO2 emission when applying passive mineralization 

to legacy slag, usage of low CO2 intensity energy is likely necessary. The legacy and synthetic slags 

are graphed together in Fig. 7-17 using PV+LiB as the energy source. Notably, extremely rapid 

reactions of some ironmaking slags and glassy slags is a net CO2 emitter. However, if slower reaction 

rates (e.g., ~days) are acceptable, then passive CO2 mineralization should be applicable to 

functionally any legacy slag. Usage of RE shifts the problem from the CO2 emissions of grinding, to 

the design and operation of equipment that can reliably generate sub-micrometer fines. 

 

 
Fig. 7-17. The net mineralization extent for legacy and synthetic slags that results when power is 

supplied by PV+LiB. Mineralization reactions occur at 5 vol% CO2, 30 ˚C, and RH=90%. 

 

7.3. Other Sources 
Additional sources of calcium and magnesium solids exist that may be appropriate for CO2 

mineralization. These sources are roughly separated into mining residues, demolition wastes 

(including cement kiln dust), and natural rocks. Mining residues have already undergone a fair 

amount of grinding and separation as part of mining operations and consist primarily of magnesium 

silicates. Demolition waste is dominated by concrete (i.e., cement-bound aggregate). A large portion 

of the cement raw materials and aggregate has come from ISM slag. Therefore, the mineralization 
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rate can be estimated by treating the cement binder as an additional mineral phase along with 

amorphous dicalcium silicate. The CO2 mineralization rate of natural rocks can be directly estimated 

from the data of Chapter 5. However, the true mineral composition and GSD of extant rocks, not 

considered here, must be accounted for prior to implementing such operations. There are other 

industrial sources of calcium or magnesium bearing solids (e.g., fly ash, red mud), but their quantities 

are so small as to be negligible in terms of reducing the effects of climate change [Power et al., 2013]. 

7.3.1. Mining residues 

The quantity of mining residues currently available for CO2 mineralization efforts measures in the 

gigatonnes [Bodénan et al., 2014]. The majority of residues are dominated by silicate minerals, and 

predominately magnesium-bearing silicates of the Olivine and Pyroxene groups [Assima et al., 2014; 

Cavallo, 2017; Wilson et al., 2009; Vogeli et al., 2011; Zarandi et al., 2017] but also the Plagioclase 

group [Ghacham et al., 2015; Munz et al, 2012]. Extensive work has gone into CO2 mineralization of 

mining residues, but the empirically slow kinetics [Assima et al., 2013a; Guyot et al., 2011; Kandji et 

al., 2017; Lechat et al., 2012] have pushed researchers to explore enhanced methods (e.g., chemical, 

mechanical, thermal treatment) [Fagerlund et al., 2009; Giannoulakis et al., 2014; Li and Hitch, 2018; 

Nduagu et al., 2012b] and tailoring processes to the minor amount of MgO and Mg(OH)2 present in 

mine wastes [Assima et al., 2013a; Harrison et al., 2012]. But, as was the case with slag-based CO2 

mineralization, such ‘enhancements’ make net CO2 emissions highly likely [Ncongwane et al., 2018; 

Nduagu et al., 2012a]. 

The empirical difficulties encountered by researchers can be attributed to the passivation effect 

of the product layer as discussed in Section 2.4.2. Efforts to rely on the rapidly reacting MgO or 

Mg(OH)2 content of mining wastes are destined for failure due to the effects of mineral locking 

(Chapter 6.4). In order to accelerate reactions, the passivation layer must be removed. The large CO2 

footprint of chemicals production, CO2 capture, and high temperatures makes ‘enhanced’ methods 

likely to become net CO2 emitters. Mechanical removal of the passivation layer (or grinding to an 

extent at which the passivation layer is not meaningful) are necessary to make mining wastes a viable 

CO2 mineralization feedstock. The central question becomes what rate of CO2 uptake is acceptable. 

Given the immediacy of the impacts from climate change and the potential for passing climatic 

tipping points, rapid CO2 drawdown is deemed necessary. The time to complete mineralization is 

plotted against the net CO2 mineralization extent (i.e., including energy from grinding) using Olivine 

(Mg2SiO4) as representative of mine tailings in Fig. 7-18. Figure 7-18a plots the data assuming a diesel 

generator and Fig. 7-18b assumes use of PV+LiB. The efficiency of grinding is assumed to be 1% for 

diameters of 1 µm and scaled linearly to 0.1% to diameters of 100 nm. Efficiency is held constant at 

0.1% for all diameters less than 100 nm. 
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Fig. 7-18. The net mineralization achieved as a function of the desired reaction time using a) diesel-

power and b) using PV+LiB. Mineralization reactions occur at 5 vol% CO2, 30 ˚C, and RH=90%. 

 

Figure 7-18 highlights the sensitivity of net CO2 mineralization when using mining residues. For 

the process to be robustly ‘net CO2 negative’ while using power supplied by fossil-fuel sources 

requires the willingness to wait years for significant mineralization extent. On the other hand, if the 

process is designed with purpose-built RE, then much more rapid net mineralization can be expected 

without losing efficiency. However, the impact of decreasing comminution efficiency at small grain 

sizes puts practical, but currently unquantifiable, limits on performance. Additionally, the rapid 

mineralization regimes generate copious amounts of very fine particulates, raising concerns over 

human health and environmental impacts. Likewise, the above estimates assume a pure Mg2SiO4 

source; however, most mine waste contains a non-negligible quantity of material that does not 

mineralize carbon dioxide (e.g., iron oxides, silica). Gangue species (i.e., compounds unreactive to 

CO2) are rarely reported in the literature on mineralization, but available data indicates mass 

contents between 18-33% are normal [Kandji et al., 2017; Vogeli et al., 2011]. Such gangue material 

increases the grinding energy per unit CO2 mineralized and reduces the overall diffusion rate. The 

effects of 25% alumina silicate (Al2SiO5) content on the net CO2 mineralization extent and rate are 

provided in Fig. 7-19. 
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Fig. 7-19. The impact of gangue material on mineralization performance of mining residues. 

Mineralization reactions occur at 5 vol% CO2, 30 ˚C, and RH=90%. 

 

A major practical issue with the results of Fig. 7-19 is the assumption of application of the materials 

in 5 vol% CO2 gas stream. This assumption was made for comparison to ISM slag and also because 

this dissertation focusses on reducing the emissions from ISM. However, the inherently low 

performance of mining wastes means that they are unlikely to be utilized by ISM or other point source 

emitters for CO2 mineralization. Moreover, mining wastes are rarely located close to such point 

sources, thereby incurring a CO2 penalty of transportation. Though electric vehicles are rapidly 

expanding in the market, and electric trucking seems near, the underlying energy source for most 

electric vehicles is still the local utility power, thereby undermining the concept of low CO2 

transportation unless purpose built low CO2 power is included. Given these practical constraints, it is 

more likely that mining wastes will simply be ground more extensively on-site and left for reaction 

with the atmosphere. The impact of the lower CO2 concentration (415 ppm) on reaction rate is 

displayed in Fig. 7-20. Figure 7-20 makes clear that even idealized systems using low CO2 power for 

grinding will only draw down CO2 at decent efficiencies over the course of years.  
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Fig. 7-20. The application of Mg2SiO4 ground via PV+LiB to CO2 mineralization from the ambient 

atmosphere, including the effects of gangue material. Mineralization reactions occur at 30 ˚C and a 

RH=90%. 

 

Enstatite (MgSiO3) and Anorthite (CaAl2Si2O8) are also common minerals encountered in mine 

tailings. MgSiO3 effectively halts CO2 mineralization at 15 nm and CaAl2Si2O8 mineralization ends at 

60 nm. As such, the mineralization extent for these compounds depends only on the degree of 

grinding and not (in the long term) on the exposure time allotted. Assuming these minerals are 

ground to the extent that the passivation layer depth equals the radius, the total generated 𝑆𝐴 and 

thus, energy expenditure can be calculated. If power is supplied by diesel, then each kilogram of 

MgSiO3 that is ground results in a net release of 2.838 kilograms of CO2. Likewise, each kilogram of 

CaAl2Si2O8 that is ground to complete reaction has the net effect of releasing 1.140 kilograms of 

carbon dioxide. This analysis is overly optimistic, as the generated particles are treated as 

monodisperse (cf. Fig.5-7b) and the comminution efficiency is kept at 1%. Usage of PV+LiB results in 

net CO2 reduction of 0.356 and 0.126 kgCO2/kg-mineral for MgSiO3 and CaAl2Si2O8, respectively. 

However, accounting for the reduction in comminution efficiency for particles below 1 µm in 

diameter returns the process to a net CO2 emitter of 0.360 and 0.132 kgCO2/kg-mineral for Enstatite 

and Anorthite, respectively. Consideration of the full PSD further increases CO2 release. 

These results strongly suggest that mine wastes should not be expected to rapidly draw down 

atmospheric carbon dioxide unless power is exclusively supplied by extremely low CO2 sources. Even 

with RE sources, some minerals are simply off-limits for application of gas-solid CO2 mineralization. 

For those minerals that show promise, industrial grinding equipment integrated with PV+LiB is a 

prerequisite. Battery-powered mining equipment is now available in the market, meaning there does 

not seem to be any technical barriers inhibiting implementation. As the process reacts with 

atmospheric CO2, there is no inherent mineralization rate required. This trait is advantageous given 

that the process depends on low CO2 power to ensure net CO2 mineralization. Conceptually, the 

process could be run semi-automatically, based purely on the availability of renewable energy.  

7.3.2. Demolition waste 

Demolition waste relevant to CO2 mineralization consists primarily of concrete. Concrete consists 

of cement and aggregate. The calcium-silicate-hydrate structure of cement is complex and not 

amenable to crystallographic definition. Even so, analysis of the long-term reactions of cement with 
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atmospheric CO2 have been performed [Pade and Guimaraes, 2007; Possan et al., 2017; Xi et al., 

2016]. Results indicate that CO2 diffusion through cement is Fickian, analogous to the slag minerals 

examined in Chapter 5. At a steady state of concrete production and building demolition, roughly 

half of direct CO2 emissions from concrete production (i.e., from the decomposition of CaCO3) are 

concurrently mineralized. General suggestions for improved CO2 mineralization are analogous to 

those herein: grinding of demolition waste will enhance the quantity and rate of CO2 mineralized. 

Unfortunately, none of the studies considered the CO2 emissions associated with grinding operations. 

This CO2 source cannot be accounted for here because the undefined structure of the calcium-

silicate-hydrate network prevents utilization of the methods of Tromans and Meech from Chapter 5. 

Even so, the rapid observed diffusion rate for concrete indicates that the degree of grinding necessary 

to achieve rapid uptake is small and thus the CO2 losses are negligible if RE is utilized. However, the 

historical use of amorphous slag as a cement additive and concrete aggregate may result in a 

dramatic slow down of CO2 mineralization when the amorphous material is all that remains to be 

carbonated. 

7.3.3. Natural rocks 

Natural rocks capable of taking part in CO2 mineralization technically include any compounds with 

magnesium or calcium content. Though the primary focus in the literature is on CO2 mineralization 

using magnesium silicates [Hangx and Spiers, 2009; Lackner et al., 1995], the analysis of mining 

industry residues indicates the potential pitfalls of such a selection. Thus, the discussion of natural 

rocks is limited to the concept of purposefully mining and grinding rocks that have no other value in 

the current market. This criterion leaves Wollastonite (CaSiO3) as the primary target for CO2 

mineralization (Fig. 7-17). Wollastonite is a much more attractive target in terms of rate and 

efficiency of CO2 mineralization as compared to Mg2SiO4, MgSiO3, and Al-bearing minerals. As is 

universally the case with passive CO2 mineralization, low CO2 energy supply is critical for making the 

process robustly net CO2 negative (compare Fig. 7-21a and 7-21b). Likewise, the amount of gangue 

material directly effects overall process efficiency (Fig. 7-21c). CaSiO3 ground using low CO2 energy 

may an attractive target for reducing point source emissions. Of course, locating a source of CaSiO3 

near the emission site will be necessary to maintain low CO2 emissions from transportation. Assuming 

such advantageous citing is not available, reaction of CaSiO3 under atmospheric CO2 concentrations 

remains rapid.  
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Fig. 7-21. The net mineralization of CaSiO3 achieved as a function of the desired reaction time using 

a) diesel-power, b) using PV+LiB, c) accounting for inclusion of gangue, and d) operating at 

atmospheric CO2 concentrations. Mineralization reactions occur at 30 ˚C and RH=90%. 
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Chapter-specific symbols and abbreviation list 
2DS: 2 ˚C Scenario of Paris Agreement 

BF: Blast furnace 

BOF: Basic Oxygen Furnace 

𝐶𝑀: Moment coefficient 

𝐶𝑂2,𝑂: CO2 emissions 

𝑐𝑝: Specific heat 

𝐷ℎ: Hydraulic diameter 

𝑑: Bore diameter of bearing 

𝐸𝑏: Energy due to friction of bearings 

𝐸𝑑: Energy to overcome drag  

𝐸ℎ: Energy difference of heating CaO and CaCO3 

𝐸𝑇: Total energy 

EAF: Electric Arc Furnace 

𝐹: Load on bearing 

𝑓: Final condition 

GSD: Grain size distribution 

𝐻: Height of centrifuge 

𝐼: Moment of inertia 

𝑖: Initial condition 

𝐼𝑀: Inter-mineral grain fracture 

ISM: Ironmaking and steelmaking 

𝑀𝐶: Moment of centrifuge 

𝑚: mass 

MYNA: In-container solidification with solid-state quenching 

PV+LiB: Solar photovoltaics with lithium ion battery storage 

PSD: Particle size distribution 

𝑟𝑐: External radius of the centrifuge 

RE: Renewable energy 

𝑅𝑒: Reynold’s number 

𝑟𝑆: Inner radius of shield 

𝑇𝑎: Taylor number 

𝑊𝑟: Work to rotate centrifuge and internal slag 

𝑋𝑉99: 99% volume-passing diameter 

 

𝜖𝐸: CO2 intensity of energy generation 

𝜔: Angular velocity  

Δ𝐻𝑐𝑜𝑘𝑒: Molar heating value of coke 

Δ𝐻𝑑𝑒𝑐
° : Enthalpy of decomposition 

𝜌: Density 

𝜇: Dynamic viscosity 

Δ𝑟: Gap between centrifuge and shield 

𝜇𝐵: Friction coefficient of bearing  
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Chapter 8: Impact towards climate change mitigation 
A plethora of technologies, processes, and methods exist for the capture, utilization, and storage 

of CO2 from both point sources and the atmosphere (cf. Chapter 1). Despite the range of options for 

fighting climate change, none have yet made an appreciable dent in pace of anthropogenic CO2 

emissions increase, much less towards a decrease in CO2 emissions. A net CO2 negative global society 

seems fanciful given the current trends; nevertheless, anthropogenic net CO2 emissions much match 

the combined CO2 sinks of nature and engineered systems by mid-century -with strong emissions 

reductions occurring immediately- for any chance to avoid the perils of an increasingly unlivable 

planet. From this globally-shared perspective, what is necessary in technologies to fight climate 

change are the following: 1) gigatonne-scale CO2 reduction, 2) rapid scale-up to saturation, 3) passive 

safety, 4) neutral-to-positive impact on the natural environment, and 5) robustness against an 

altering economic/political/natural environment. Points 1 and 2 are the physical necessities of solving 

the climate change problem. Points 3 and 4 are necessary given the scale of the climate change 

problem without producing un-intended consequences of the same scale as climate change. Points 

1 through 4 are solved in theory by conventional climate change mitigation methods (e.g., CCS), but 

points 1 and 2 have not come to pass due to point 5. All current climate change mitigation methods 

have relied on direct or indirect funding from the public sector to be implemented at scale. However, 

the spread of neoliberal economics has made the problem intractable in many of the major 

governments in the world, with short-term profits of corporations dumping CO2 carrying more import 

in the chambers of government than the long-term stability of the environment for the good of 

human civilization. 

Recognition of the current political failings is a prerequisite when designing a climate change 

mitigation technology or method. Dependence on a functioning government for appropriate levels 

of financial and regulatory support of a technology is no longer a sound assumption. Instead, a 

process must be able to rapidly produce gigatonne-scale CO2 reductions even without assistance in 

the form of a price on carbon or emissions limits. 
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Chapter highlights 
• Assuming no change in iron and steelmaking production, the centrifuge and MYNA processes 

operated using renewable energy to 2100 can cumulatively reduce CO2 emissions by ~43 (32-

54) and ~21 (16-27) Gt-CO2, respectively. 

• Legacy slag currently offers roughly ~8 (7-9) GtCO2 mineralization potential. 

• Legacy slag increases as the rate of diffusion of the centrifuge and MYNA processes decreases; 

legacy slag treatment using renewable energy to 2100 reaches ~16 (12-20) GtCO2 for the 

centrifuge and ~23 (18-29) GtCO2 for the MYNA process. 

• Combined with legacy slag treatment, total CO2 reduction to 2100 is on the order of 60 GtCO2 

for the centrifuge and roughly 45 GtCO2 for MYNA.  

• All processes generate a profit while reducing CO2 emissions by the resale or reuse of 

materials. 

• The centrifugal separation method generates high value FeO and (Ca,Mg)O which can be 

recycled to the furnace, this results in a profit of roughly $70/t-CO2 emissions reduction. 

• The MYNA process produces aggregate from slag, resulting in a profit of roughly $30/t-CO2 

emissions reduction. 

• CO2 mineralization of legacy slag produces aggregate, resulting in a profit of roughly $5/t-CO2. 

The reduced profit in comparison to the MYNA method is primarily due to the higher degree 

of grinding required. 

• Excluding the revenue from the sale or reuse of materials, the centrifugal, MYNA, and legacy 

slag methods still provide a lower cost for CO2 emissions reduction than CCS, modifications 

to existing ISM methods, or new ISM processes. 
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8.1. Scale and rate 
Though ultimately determined by economics and policy, the scale and rate of a climate change 

mitigation technology is limited in the extreme by the constraints of resources, energy, and space. 

The physical limit to the scale and rate of each process (centrifugal, MYNA, passive mineralization) 

and resource category (contemporary slag, legacy slag, industrial waste, natural rocks) is discussed 

herein. Potential combinations of technologies and resources is discussed at the end of this section. 

8.1.1. Centrifugal process 

Centrifugal separation and solidification requires molten slag and so is only applicable to newly-

generated slag. The reduction in emissions from the process is due to a looping of CaO and MgO in 

the process and the enhanced recovery of low-oxidation iron species. Calcium and magnesium oxide 

act as a temporary carrier for silica, alumina, and other impurities - pulling them from the ore and 

coke prior to being separated in the centrifuge, with the (Ca,Mg)O returning to the furnace for 

another round of duty. In the ideal scenario, the direct emission of CO2 from decomposition of 

(Ca,Mg)CO3 occurs only once in the lifetime of the ISM facility, with complete recycling thereafter. 

An energy load for heating of (Ca,Mg)O to the furnace temperature still remains, but the energy 

needed for (Ca,Mg)CO3 decomposition is removed. In an idealized scenario, after centrifugal 

separation, the hot, solid (Ca,Mg)O is returned to the furnace with minimal heat loss. However, the 

generation of pelletized flux consisting of mixes of ore and lime mean that the generated (Ca,Mg)O 

will likely return to ambient temperature prior to re-entering the furnace. A separate implementation 

of centrifugal separation is to mineralize the generated (Ca,Mg)O. While this is less efficient in terms 

of CO2 reduction, it is also less intrusive to current ISM operations, and so may be the preference of 

the ISM industry. If mineralization of the (Ca,Mg)O is implemented, then the CO2 reduction is 

stoichiometric with a small penalty for operating the centrifuge and for applying grinding. However, 

the high net mineralization efficiency of these compounds means that very little grinding is necessary, 

and thus the CO2 penalty is low. 

The Fe0 and FeO of slag is concentrated and purified from the melt prior to being returned to the 

furnace. This lowers the amount of reductant (i.e., coke) required for operation. The CO2 emissions 

reduction from this conversion of slag into scrap is equal to the CO2 chemically required to reduce 

iron ore (Fe2O3) to the said oxidation state and the coke usage to elevate the material to the 

appropriate temperature. 

Operation of the centrifugal system functionally reduces CO2 emissions immediately. The small 

CO2 debt of centrifuge fabrication is paid off within a few cycles of the centrifuge. Likewise, the CO2 

embodied in replacement of the centrifuge body due to thermochemical dissolution is close to zero. 

The energetic load of running the centrifuge is also of so little consequence, that consideration of the 

CO2 intensity of the energy source provides essentially no benefit. If (Ca,Mg)O is recycled to the 

furnace, the avoided emissions are instantaneous. If (Ca,Mg)O is used to mineralize CO2, the rapid 

rate of reaction for these materials means that reductions occur within the first day, even if diesel 

power is used for grinding. 

The requirement for molten slag limits the scale of CO2 reductions to the magnitude of slag 

produced. In the current ISM industry, application of centrifugal separation would directly reduce 

emissions by 0.262-0.382 GtCO2/y globally, equivalent to 9.4-13.7% of the total CO2 emissions of the 

industry. Recovery of low oxidation state iron compounds provides 0.077 GtCO2/y whereas the 

(Ca,Mg)O content provides 0.305 GtCO2/y reduction if recycled to the furnace and 0.262 GtCO2/y if 

used for CO2 mineralization. These values include the CO2 emissions from operations and the 
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embodied CO2 of constructing the centrifuges. The CO2 intensity of energy for operating the 

centrifuges was scaled based on the quantity of slag produced by country [WSA, 2018] and its specific 

CO2 intensity of energy production [IEA, 2016]. The operational CO2 emissions for grinding was based 

on achieving complete reaction within 1 hour, using diesel-powered grinders. 

It is unreasonable to assume that all ISM entities will immediately adopt centrifugal separation. 

To model the rate of uptake, it was assumed a single BF-BOF operator tested a 2 m3 per batch 

centrifuge, receiving slag from a continuous tap. Starting in 2019, design and construction of the 

centrifuge and necessary ancillary equipment was assumed to take one year, followed by one year 

of testing. Assuming successful implementation, two additional 2 m3 centrifuges were added each 

year until all slag at the integrated BF-BOF facility was handled by centrifuge. From this point, the 

technology was assumed to spread within the company in 4 m3 increments for each furnace per year. 

Additionally, the technology was assumed to spread to other ISM companies at 4 m3 per furnace per 

year beginning 5 years after the complete treatment of BF-BOF slag at the initial trial facility. The 

technology diffusion is plotted in Fig. 8-1; Figure 8-2 plots emissions reductions to a 2020 baseline. 

 

 
Fig. 8-1. The assumed diffusion of centrifugal separation across ISM. 

 

 
Fig. 8-2. The reduction in CO2 emissions from diffusion of centrifugal separation across ISM. 
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8.1.2. MYNA Process 

The MYNA process requires molten slag to operate, limiting the total scale of impact to that of 

future slag generation. The emission reductions are due to mineralization of CO2 using the calcium 

and magnesium content of slag. These elements are originally sourced from carbonates, so the 

process acts as a virtual loop between solid carbonates in the environment. However, the heating 

and decomposition of carbonates requires energy addition which is not recovered in the MYNA 

process. As such, even with ideal efficiencies, the MYNA process does not completely offset the CO2 

emissions from fluxing agents. Though it is expected that the MYNA process will increase the recovery 

of iron oxides (i.e., via alteration of mineralogy during solidification and the generation of easily 

separable phases), this result requires empirical validation across a range of slag mineralogies in 

order to be claimed when calculating the net CO2 reduction. 

The process was assumed to be implemented using the low CO2 concentration sinter and 

reheating flue gas streams. In order to prevent a build-up of slag on site, slag was assumed to be 

ground such that mineralization reaches completion within 1 hour. The calculated 99% volume 

passing diameters for BF, BOF, and EAF slag are 12.5, 13.5, and 15.7 µm, respectively. The process 

was assumed to be run using diesel power, such that ISM facilities could immediately implement the 

process using available equipment. This degree of grinding resulted in a net CO2 reduction efficiency 

of 88.7%, 92.3%, and 93.1% for BF, BOF, and EAF slag, respectively. An additional CO2 penalty exists 

for the initial production of the containers and the recurrent production of MgO refractory every 4 

years. This reduced the net efficiency by 0.06% for the initial construction, and 0.04% for each 

recurrent cycle. 

Global application of the MYNA process would reduce CO2 emissions by 0.203 and 0.226 GtCO/y 

for grinding powered by diesel and PV+LiB, respectively. This value accounts for the embodied CO2 

in container construction and recurrent MgO insulation production. This represents 7.3-8.1% of the 

CO2 emissions of ISM. 

As was the case the case with centrifugal separation, it is unreasonable to expect an instantaneous 

adoption of the MYNA process. Adoption was assumed to occur in 2020 after one year of design and 

construction at a large integrated BF-BOF facility. The initial size was considered as a single 5 m3 

container with a one year test period. An additional 5 m3 container was added once per year until all 

slag was treated by the MYNA method. From that point, the MYNA method was assumed to spread 

across the company and globally in 10 m3/y increments at each facility. A 5 year delay between full 

utilization at a single facility and the start of global uptake was assumed for the spread to other 

companies. The resulting diffusion of the MYNA process is plotted in Fig. 8-3 with the reduction in 

emissions related to a 2020 baseline provided in Fig. 8-4.  
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Fig. 8-3. The assumed diffusion of MYNA across ISM. 

 

 
Fig. 8-4. The reduction in CO2 emissions from diffusion of MYNA across ISM. 

 

8.1.3. Legacy slag 

From the perspective of implementing CO2 mineralization, legacy slag is distinct due to its 

unknown and variable mineralogy, crystallinity, and grain size distribution. These unknowns make 

utilization of legacy slag precarious if the energy source is not low-CO2. Moreover, much legacy slag 

is bound in buildings and infrastructure as aggregates or as part of the cement matrix. Therefore, 

there will be additional CO2 emissions in the transport of these materials to the ISM facility if flue gas 

streams are envisaged as the CO2 source. Given these complicating factors, grinding using purpose-

built PV+LiB and exposure to atmospheric CO2 concentrations were assumed. However, simple 

exposure of ground legacy slag to the ambient environment will likely not produce the desired CO2 

mineralization rates due to low relative humidity. Therefore, passive mineralization was achieved in 

an enclosed area, similar to a greenhouse. 

In order to operate in a robustly net negative CO2 manner, legacy slag was ground to a size that is 

fully mineralized after 1 year. It was assumed that no specific, consistent mineralogies and 

crystallinities of slags could be determined for a given slag pile. The composition was assumed to be 
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roughly similar to the industry average for pit-cooled BF, BOF, and EAF slags. For each slag type, the 

average of the performance for literature slag and synthetic slag was calculated at a reaction time of 

1 year under atmospheric CO2 concentrations. This resulted in an average 99% volume passing 

diameter of 3.60, 8.02, and 7.52 µm for BF, BOF, and EAF slags respectively. The resultant net CO2 

mineralization efficiency using diesel-powered grinders is 62.6%, 85.6%, and 82.2%, respectively. If 

PV+LiB powers the process, then the efficiency becomes 99.1%, 99.6%, and 99.5%, respectively. The 

total performance was then calculated by weighting each slag type against its global production 

quantity. Note that grinding of extraneous material (e.g., cement and other binders) is not included 

in the calculations; extraneous materials could be considered gangue, but the variety of extraneous 

materials and their potential for CO2 mineralization makes this difficult to estimate. 

It was estimated based on historical ironmaking and steelmaking production and general slag 

compositional data that post 1950 there has been 17.132 gigatonnes of BF slag, 2.308 gigatonnes of 

BOF and open hearth slag, and 0.736 gigatonnes of EAF slag produced. Using average slag 

compositions (with open hearth slags assumed roughly equivalent to BOF slags), there exists roughly 

a potential for negative emissions through CO2 mineralization of legacy slag of 8.2 GtCO2. Given the 

miniscule mineralization extent of minerals stored in pits or mounds [Lechat et al., 2016; Mayes et 

al., 2018; Nowamooz et al., 2018] and the integration of much slag as an aggregate or as GGBS, much 

of this potential likely remains unreacted. Accounting for the life cycle emissions of PV+LiB used to 

supply energy for grinding, utilization of this resource for passive CO2 mineralization would result in 

a net mineralization of 7.852 GtCO2. If diesel is used to power the grinding equipment, the total CO2 

mineralization drops to 5.097 GtCO2. If applied to reduce 10% of ISM emissions, this resource would 

last for 16-23 years, dependent on source energy CO2 intensity. 

The diffusion of passive CO2 mineralization of legacy slag requires less development and testing 

than the centrifugal or MYNA process, as the technology is simple grinding. The largest hurdle to 

process diffusion is the adoption of RE-powered, industrial scale grinding equipment. Though such 

equipment currently exists in the marketplace, it is not yet widely adopted. Displacement of current 

industrial in-pit excavators, crushers, and spreaders by battery powered models was assumed to 

require 5 years. During those 5 years, application of passive mineralization is achieved using diesel-

powered systems. Though direct application of legacy slag to exhaust gas is preferable, it is assumed 

that a large portion of slag may be restrictively far from ISM facilities. As such, CO2 mineralization is 

assumed to occur at atmospheric CO2 concentrations. The size distribution was selected such that 

mineralization reactions would be completed within 1 year assuming the slag is primarily pit-cooled. 

The slag mounds are assumed to be spread globally across the 180 major ISM facilities. Projects are 

added at 4 per year until all sites are operating. The processing rate is set to exhaust the slag in 20 

years, with operations occurring 240 days per year (5 days per week for 48 weeks per year) for 16 

hours per day (2, 8-hour shifts). The resulting diffusion of passive mineralization to legacy slag is 

plotted in Fig. 8-5 with the reduction in emissions related to a 2020 baseline provided in Fig. 8-6. 
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Fig. 8-5. The assumed diffusion of passive mineralization across ISM. 

 

 
Fig. 8-6. The reduction in CO2 emissions from diffusion of legacy slag-base CO2 mineralization. 

 

8.1.4. Other sources 

The analysis of other calcium- or magnesium-bearing minerals for CO2 mineralization pointed to 

the difficulty of transporting materials at low CO2 emissions from their location to CO2 point sources. 

As such, all other minerals are assumed to be ground and left to react with atmospheric carbon 

dioxide. Though the reactions are kinetically slowed by the reduction in CO2 concentration, they also 

no longer must react with CO2 at accelerated rates. So long as mineral piles are designed such that 

natural convection generates airflow (or piles are regularly overturned) and the relative humidity is 

kept high, CO2 mineralization reactions will continue. Though the global supply of Mg-silicate mining 

residues is large, and potentially exploitable deposits represent a CO2 sink greater than all 

anthropogenic emissions, the poor performance of the materials in passive CO2 mineralization makes 

diversion of energy and capital towards these minerals difficult to recommend. The fact that a net 

emission of CO2 occurs even when PV+LiB is used to supply energy for grinding MgSiO3 or CaAl2Si2O8 

clearly indicates the precarious nature of depending on Mg-silicate resources for CO2 mineralization. 

Though Mg2SiO4 performs better in hypothetical analyses, the ubiquitous nature of gangue natural 
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minerals means that the process may easily transition from reduction to emission without operators 

being aware of the change. 

Calcium silicate minerals may provide opportunity for significant emissions reductions directly 

from the atmosphere. However, as is the case with any mineral deposit, it will be necessary to 

account for the actual mineralogical composition, including gangue material and amorphous phases. 

Without a detailed accounting of the minerals present, reasonable assumptions about a given 

mineral stocks can lead to predictions ranging from net CO2 emission to highly efficient CO2 reduction. 

As such, no estimates are given for the global potential for other minerals to reduce carbon dioxide, 

as such estimates would be effectively meaningless. 

8.1.5. Aggregate effect 

The total CO2 reduction potential of each method and source is compiled in Table 8-1. The 

centrifugal and MYNA processes are sized to match slag production rate, while the legacy slag process 

operates via mineralization of atmospheric CO2 over the course of 1 year. Slag produced during the 

scale-up and development periods of the centrifugal or MYNA processes is transferred to the legacy 

slag pile. Notable is the lack of impact that energy source has on the net CO2 reduction of the 

centrifugal process. Equally notable is the major impact that energy source has on passive 

mineralization of legacy slags. It is clearly possible that a poorly-informed or designed passive CO2 

mineralization system targeting legacy ISM slags could generate large CO2 emissions. The use of low 

CO2 power functionally removes much of the sensitivity of the passive CO2 mineralization process. 

Figure 8-7 examines the mitigation impact of the centrifugal process in combination with passive CO2 

mineralization of legacy slags. In Fig. 8-8, the sensitivity of the centrifugal process to the reuse 

pathways of the products is examined. Figure 8-9 examines the mitigation impact of the MYNA 

process in combination with passive CO2 mineralization of legacy slags. In Fig. 8-10 the effect of using 

diesel to power the processes in place of low-CO2 power sources is graphed. Both pathways largely 

close the gap between current CO2 emissions in ISM and the reductions necessary to meet the B2DS 

condition from the projection done by the IEA to meet 1.75 ˚C by 2100 [IEA, 2017]. Combining these 

methods with novel ISM processes (e.g., BF top gas recycling) should allow time for the ISM industry 

to develop the next generation of ISM facilities that can achieve radically lower emissions (e.g., 

electrolytic steelmaking, ISM+CCS). 

Many failure points still exist in a system powered by RE. A lack of understanding of the mineralogy 

and crystallinity can result in unexpectedly low mineralization rates. Lack of control of the relative 

humidity can halt CO2 mineralization, even for reactive minerals. Improper calculation of the PSD can 

cause unintended energy over-runs or overly large particles. Most of these problems are solved by 

the centrifugal and MYNA methods by way of generating easily separable solids with less 

mineralogical complexity. However, for passive mineralization of legacy slags, there exists no simple 

way to prevent such issues. 

 

 

 

 

 

 

 

 



Chapter 8: Impact towards climate change mitigation 

 

347 
 

Table 8-1. The CO2 reduction for each method and source. 
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BF 145.56 145.62 138.91 138.97 139.20 156.49 4043 6595 

BOF 142.00 142.03 98.22 98.24 43.23 46.75 841 995 

EAF 47.38 47.39 40.42 40.43 21.04 22.54 212 263 

Total 334.95 335.04 277.55 277.64 203.47 225.78 5097 7582 

Total to 
2100 

(GtCO2) 

42.999 
(32.11-
53.89) 

43.011 
(32.12-
53.91) 

35.630 
(26.60-
44.66) 

35.642 
(26.61-
44.67) 

19.322 
(14.24-
24.43) 

21.417 
(15.77-
27.06) 

Centrifuge 
11.417 

(8.4-14.0) 

MYNA 
16.632 

(12.5-20.4) 

Centrifuge 
16.117 

(11.9-19.8) 

MYNA 
23.480 

(17.6-28.8) 

‡: total potential of current stocks 

 

 
Fig. 8-7. Reduction in ISM CO2 emissions due to slag centrifuging and CO2 mineralization using 

legacy slag. All power is provided by PV+LiB. 
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Fig. 8-8. Cumulative CO2 reduction from RE-powered centrifuging with legacy slag mineralization. 

 

 
Fig. 8-9. Cumulative CO2 reduction from RE powered MYNA and legacy slag mineralization. 

 

 
Fig. 8-10. Cumulative CO2 reduction from MYNA and legacy slag mineralization based on power. 
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8.2. Cost 
As noted in Chapter 1, the financial burden of technologically viable methods to fight climate 

change has been the primary factor preventing action. Moreover, as highlighted in Chapter 2, the 

ISM industry is exposed to international competition currently based primarily on the cost of 

production. As such, the proposed methods to reduce the CO2 footprint of ISM were evaluated from 

an economic standpoint. 

The CO2 reduction methods proposed in this dissertation were purposely designed not to affect 

the operation of the ISM process; in other words, all processes occur after molten slag has been 

removed from the furnace and separated from the metallic melt. Therefore, the proposed processes 

do not alter the baseline cost of iron and steel production. An additional design point of the proposed 

processes is the ability to apply them at various sizes without major design changes. This allows for 

gradual increase in application extent, and learning-by-doing in low financial risk settings. 

Estimation of the costs of the proposed processes is limited to the capital and operating expenses 

of the equipment. Other important costs (e.g., taxes, depreciation) were not calculated. Likewise, no 

assumptions of learning curves were made. All costs are reported in 2019 dollars. 

8.2.1. Centrifugal process 

Cost estimation for the equipment and operation of the centrifugal separation process is 

complicated by novelty of the method. The centrifuge system is simple, but unique: a metal body 

connected to a motor. There are no analogous, high temperature centrifuges found in the literature. 

Therefore, the cost of the centrifuge bodies was estimated by the cost of 2 m3 internal volume 

cylindrical pressure vessels [Garrett, 1989]. Centrifuge bodies were assumed to be replaced each year. 

The motor to run the centrifuge was based on traditional fossil fuel motors, though an electric motor 

is envisioned. The motor was assumed to be replaced every 5 years. The ancillary equipment (e.g., 

bearings) and equipment to remove the solidified slag were assumed to double the capital cost of 

the centrifuge and motor system; ancillary equipment was assumed to have a 10-year lifetime. Power 

was supplied by the grid, with a backup PV+LiB system with storage capacity for 2 days of operations 

[Lazard, 2018]. Because ISM facilities already employee workers for slag treatment, the centrifugal 

systems is not envisaged to require additional manpower in comparison to current operations. The 

equipment and assumptions used in the cost estimate is provided in Table 8-2 with a conceptual 

diagram provided in Fig. 8-11. The breakdown of costs and revenue streams is provided in Fig. 8-12. 

The cost was calculated to be $4.27/t-CO2 avoided (±30% accuracy implies a range of $3.28-

$5.55/t-CO2). Nearly 100% of the cost is due to the capital expenditure into the centrifuge system. 

The operational expenses arise from the energy for centrifuging. Substantial recovery of expenses is 

possible through the recycling of (Ca,Mg)O as flux, FeO as ore, and Fe0 as scrap. Accounting for this 

revenue, CO2 reduction becomes profitable at $71.10/t-CO2 avoided (±30% accuracy of cost estimate 

implies a profit range of $69.82-$72.09/t-CO2). The majority of these savings are from flux; the cost 

of fluxing agents was estimated as the cost of CaO in order to account for the costs of producing CaO 

from CaCO3 at ISM sites. If the cost of flux is estimated as that of crushed stone (i.e., assuming that 

considerable pretreatment of the recovered Ca/MgO will still be required), the profit becomes 

$22.34/t-CO2 avoided (±30% accuracy of cost estimate implies a profit range of $21.06-$23.32/t-CO2). 

In addition to mineral recovery, energy could be recovered during the deceleration of the 

centrifuge. This energy could be used to charge a battery, thereby reducing the total energy 

consumption of the process. Likewise, in areas where a price on carbon exists, the reduced emissions 

would reduce costs. However, the patchwork nature of carbon prices and their susceptibility to 



Chapter 8: Impact towards climate change mitigation 

 

350 
 

politics makes them a poor base on which to build a financial feasibility. A carbon price was not 

considered. 

 

 
Fig. 8-11. Conceptual diagram of centrifugal separation system. 

 

 
Fig. 8-12. Cost and revenue streams in the centrifuge process. 
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Table 8-2. The cost and revenue analysis for the centrifugal process based on the operation of 

centrifuges to treat 1.111 Mtonne/y of slag for 20 years. 

 Cost ($/unit) Quantity Comments 

Capital Expenses $61,892,806   

Centrifuge body $458,242 a,e 6 

2m3 internal volume. 
6.9 MPa pressure vessel. 
2.46 tonne total mass. 
Monel 400 used for cost 
analysis though not 
necessarily appropriate for 
actual usage. 
Replaced annually. 

Motor $38,926 a,e 6 

Priced using conventional 
motor, but an electric motor is 
envisioned. 
Replaced every 5 years. 

Ancillary equipment $497,169 6 

Set equal to total cost of 
centrifuge body and motor 
due to unknown design. 
Replaced every 10 years. 

PV+LiB backup $315/MWh b 1.84 MWh 
20-year life span. 
2-day energy supply. 

Process Expenses $368,617   

Energy for centrifuge $0.055/kWh c 
0.953 

kWh/m3 

Negligible effect of CO2 
intensity of energy supply 
allows for use of utility power. 

Unit cost $4.27/t-CO2  $3.28 - $5.55/t-CO2 

Revenue 
$388,044,219 - 
$1,099,244,416 

  

Scrap $265/t d 4531 t/y Fe0 from BF slag. 

Ore $70/t d 111,021 t/y FeO from BOF and EAF slag. 

Lime $123/t d 

318,781 t/y 

If recovered (Ca/Mg)O can be 
used without major 
pretreatment then lime is the 
assumed avoided cost. 
Otherwise, limestone is used 
to determine the avoided cost. 

Limestone $11.50/t d 

Crushed stone $11.50/t d 175,059 t/y Calcium silicates. 

Gravel $8.70/t d 548,925 t/y 
Alumina, silica, and mixed 
compounds. 

Unit revenue 
$26.61 -  

$75.37/t-CO2 
 

 

Unit profit 
$22.34 -  

$71.10/t-CO2 
 $21.06 - $23.32/t-CO2 

$69.82 - $72.09/t-CO2 

a: Garret, 1989; b: Lazard, 2018; c: IRENA, 2018 ; d: USGS, 2018; e: Inflation calculated using the 
Marshall and Swift Process Industry Index. 
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8.2.2. MYNA process 

Cost estimation for the equipment and operation of the MYNA process is complicated by the 

unique slow solidification equipment. The cost of the containers was estimated by the cost of flat, 

non-pressure tanks made of 316 SS and the cost of 85% magnesia insulation for the interior insulating 

bricks [Garrett, 1989]. The comminution and movement of slag through the facility was modeled 

using data from small-scale mining operations [Stebbins, 1987]. A conveyer within ductwork was 

used to estimate the cost of the mineralization ‘reactor’. At the end of the conveyor a front-end 

loader was assumed to be needed to transport reacted slag. As ISM facilities already employee 

workers for slag treatment efforts, no cost of additional labor was assumed. The equipment and 

assumptions used in the cost estimate are provided in Table 8-3 with a conceptual diagram provided 

in Fig. 8-13. The breakdown of costs and revenue streams is provided in Fig. 8-14. 

Operated for 20 years at a slag generation rate of 1.111 Mtonne/y, the cost of the MYNA process 

is $11.53/t-CO2 mineralized (±30% accuracy implies a range of $8.87-$15.00/t-CO2). Roughly 24% of 

the cost is due to initial capital expenditure which is dominated by the construction of a large duct to 

house the slag conveyor and flue gas for mineralization reactions. The primary operational expenses 

arise from the energy for grinding. Sale and reuse of the products from the MYNA process can 

substantially recover costs; namely, carbonated products can be sold as crushed stone, FeO can be 

reused as ore, and non-carbonated products can be sold as gravel. Accounting for this revenue, CO2 

reduction generates a profit of $32.59/t-CO2 avoided (±30% accuracy of cost estimate implies a profit 

range of $29.13-$35.25/t-CO2). The majority of these savings are from the crushed stone and ore. 

In jurisdictions with a carbon price additional revenue/savings would occur by reduced ISM CO2 

emissions. However, the vacillatory nature of carbon prices and the lack of a global regulatory body 

makes reliance on such revenue precarious. A carbon price was not considered. 

 

 
Fig. 8-13. Conceptual diagram of the MYNA system. 
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Table 8-3. The cost and revenue analysis for the MYNA process based on the treatment of 1.111 

Mtonne/y of slag for 20 years. 

 Cost ($/unit) Quantity Comments 

Capital Expenses $26,867,881   

Solidification 
container 

$47,397 a,f 

(shell: $23,404, internal 
refractory: $23,993) 

45 

9 containers needed at a time. 
Container lifetime of 4 years. 
External shell is 316 SS. 
Internal refractory priced as 
85% magnesia. 

Hopper $6,371 b,f 1 
Sized to match slag generation 
rate. 

Crusher $74,084 b,f 1 
Sized to match slag generation 
rate. 

Mill $408,992 b,f 2 
Sized to match slag generation 
rate. 

Conveyor $1,317/m b,f 100 m 91 cm wide conveyor. 

Ductwork $231,950/m a,f 100 m 
6.35 m diameter, 3.174 mm 
thickness, mild steel. 

Front-end loader $378,026 b 1 
For removal of mineralized 
slag at the end of the reaction 
conveyor. 

PV+LiB backup $315/MWh c 419 MWh 
20-year life span. 
2-day energy supply. 

Process Expenses $83,217,823   

Energy for hopper $0.63/h b,f   

Energy for crushing 
and grinding 

$0.055/kWh d 65 kWh/t 
Negligible effect of CO2 
intensity of energy supply 
allows for use of utility power. 

Energy for conveyor $7.88/h b,f   

Energy for front-end 
loader 

$21.41/h b,f   

Unit cost $11.53/t-CO2  $8.87 - $15.00/t-CO2 

Revenue $421,051,932   

Ore $70/t e 85,836 t/y FeO. 

Crushed stone $11.50/t e 1,275,234 t/y Carbonated products. 

Gravel $8.70/t e 50,876 t/y 
Alumina, silica, and mixed 
compounds. 

Unit revenue $44.12 /t-CO2  $29.13 - $35.25/t-CO2 

Unit profit $32.59 /t-CO2  $29.13 - $35.25/t-CO2 

a: Garret, 1989; b: Stebbins, 1987; c: Lazard, 2018; d: IRENA, 2018; e: USGS, 2018; f: Inflation 
calculated using the Marshall and Swift Process Industry Index. 
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Fig. 8-14. Cost and revenue streams in the MYNA process. 

 

8.2.3. Passive CO2 mineralization 

Cost estimation for the equipment and operation of passive mineralization of legacy slag was 

based primarily on the design of small mining operations [Stebbins, 1987]. The assumptions and 

equipment used in the cost estimate are provided in Table 8-4 with a conceptual diagram provided 

in Fig. 8-15. The breakdown of costs and revenue streams is provided in Fig. 8-16. 

The cost of passive mineralization of legacy slag is $26.47/t-CO2 mineralized (±30% accuracy 

implies a range of $20.36-$34.41/t-CO2). Only 4% of the cost is due to initial capital expenditure which 

is split rather evenly between a vinyl greenhouse for humidity control and equipment for moving and 

grinding slag. Operational expenses are dominated by energy generation for grinding. Grinding is 

assumed to occur only while energy is being generated by an on-site PV system. Sale of the products 

from passive mineralization can provide significant revenue. The mixed mineralogy and crystallinity 

of legacy slags means that it can likely only be reliably sold as a gravel substitute. Luckily, the 

mineralization process acts to trap potentially toxic metals that may be present in legacy slags 

[Hamilton et al., 2018]. Accounting for the revenue from resale, the CO2 mineralization of legacy slags 

generates a profit of $4.35/t-CO2; the ±30% accuracy of cost estimate implies that the process ranges 

from a cost of $3.59/t-CO2 to a profit of $10.46/t-CO2. A carbon price would naturally provide 

substantial increases in profit, but the poor track record of assured carbon prices led to its exclusion 

from this analysis. 
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Fig. 8-15. Conceptual diagram of the legacy slag system. 

 

 
Fig. 8-16. Cost and revenue streams in the passive mineralization of legacy slag. 
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Table 8-4. The cost and revenue of using an 84 Mtonne legacy slag pile for CO2 mineralization over 

the course of 20 years. 

 Cost ($/unit) Quantity Comments 

Capital Expenses $28,269,465   

Bulldozer $783,583 a,e 2 
Necessary to breakthrough 
hard outer crust from 
weathering reactions. 

Front-end loader $908.568 a,e 4 
For transporting slag from the 
pile to the grinding unit. 

Hopper $6,371 a,e 1 Sized to match grinding rate. 

Feed conveyor $532/m a,e 100 m Sized to match grinding rate. 

Mill $414,182 a,e 11  

Conveyor $532/m a,e 100 m Sized to match grinding rate. 

Front-end loader $908.568 a,e 4 
For transporting slag from the 
grinding unit to the 
greenhouse. 

Greenhouse $7.00/m2 b 2.11 km2 
To maintain proper relative 
humidity. 

Process Expenses $753,676,392   

Energy for bulldozer $139.42/h a,e   

Energy for front-end 
loaders 

$1,874.32/h a,e 
  

Energy for hopper $4.21/h a,e   

Energy for conveyors $13.34/h a,e   

Energy for grinding $0.055/kWh c 129 kWh/t 

PV system reported as LCOE. 
No battery system required 
due to matching grinding to 
energy production. 

Personnel $100/h 
10 workers/ 

shift 
2 shifts of 8 hours a day, 5 
days a week, 48 weeks a year. 

Unit cost $26.47/t-CO2  $20.36 - $34.41/t-CO2 

Revenue $910,570,458   

Gravel $8.70/t d 104,662,201 t 
Alumina, silica, and mixed 
compounds. 

Unit revenue $30.83/t-CO2   

Unit profit $4.35/t-CO2  $(3.59) - $10.46/t-CO2 

a: Stebbins, 1987; b: Laate, 2013; c: IRENA, 2018; d: USGS, 2018; e: Inflation calculated using the 
Marshall and Swift Process Industry Index. 

 

In Fig. 8-17 the sensitivity of the cost of treatment using the three proposed methods to the LCOE 

is plotted. As was the case for sensitivity to CO2 intensity of energy, the centrifuge process is 

insensitive to LCOE. The MYNA process is less sensitive to LCOE then passive mineralization of legacy 

slags. This arises from the large grain sizes and more reactive minerals that are generated during the 

in-container solidification of the MYNA process. 
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Fig. 8-17. The influence of LCOE on total process cost. 

 

In Fig. 8-18 the sensitivity of the profit to the LCOE is plotted. Unsurprisingly, the centrifuge 

process maintains a high profitability regardless of LCOE. The MYNA process is able to maintain 

profitability even at high energy costs, but the profit margin is less than the accuracy of the cost 

analysis. Passive mineralization of legacy slags becomes a net cost when the LCOE exceeds 

$0.066/kWh.  

 

 
Fig. 8-18. The influence of LCOE on profit. 

 

8.2.4. Comparison to extant CO2 reduction options 

The majority of research effort in reducing the CO2 emissions of ISM is focused on capture and 

storage of CO2 from the various flue gases and recycling of the BF topgas. Calculations of costs for 

retrofitting ISM facilities with CCS have yet to fully consider the potential pitfalls of flue gas 

heterogeneity, inclusion of species that may cause significant amine degradation, and the old and 

diverse nature of ISM equipment and processes. This means each retrofitting of CCS to ISM may be 

a ‘first of a kind’ plant (FOAK). Moreover, the ever-present weakness of CCS is the need for integration 

of sizing and timing of capture facilities with CO2 transport infrastructure and storage sites. Putting 
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these concerns aside, the cost of retrofitting ISM with CCS averages $72.38/t-CO2 [IEAGHG, 2018]. In 

the case of new builds, the average cost is $71.25/t-CO2. This lack of substantial price decline is 

indicative of the mature nature of CO2 capture technology. If waste heat from ISM is available the 

price of retrofits and new builds decline to $39.25/t-CO2 and $51.25/t-CO2, respectively. There is 

significant variation in cost estimates arising from the amount of CO2 captured, the concentration of 

CO2 in the gas stream, the geographic location of the plant, and whether plants are considered FOAK 

or ‘nth-of a kind’ (NOAK) [Biermann et al., 2018; Bui et al., 2018; Irlam, 2017; Leeson et. al, 2017]. 

Innovative ISM processes (some applied in conjunction with CCS) are projected to reduce CO2 

emissions at an average cost of $67.25/t-CO2, dropping to $61.63/t-CO2 if waste heat is available. The 

range of cost estimates are provided in Fig. 8-19 along with the cost of the systems proposed in this 

dissertation. 

 

 
Fig. 8-19. The cost of various CO2 reduction methods for ISM from the literature compared with 

those of this dissertation. 

 

In the 1990’s and 2000’s a number of studies evaluated relatively passive CO2 mineralization 

schemes using natural mineral and industrial wastes such as ironmaking and steelmaking slag 

[Huijgen, 2005; Huntzinger et al., 2009; Lackner et al., 1995; Lackner et al., 1997; Rawlins, 2008; Sipila 

et al., 2008; Zevenhoven et al., 2009]. This work tended to focus on geologically plentiful magnesium 

silicates and made insufficient efforts to determine the mineralogy and crystallinity of ISM slags. 

These decisions led to the conclusion that gas-solid CO2 mineralization reactions were infeasibly slow, 

and thus pushed the research community to aqueous carbonation, chemical enhancement, high-

temperature, and high-pressure processes. However, such ‘enhanced’ methods fail to robustly 

produce net CO2 reductions when a LCA is properly performed. Therefore, cost estimates for these 

‘enhanced’ systems are deemed meaningless and not reported here. Considering only non-chemical 
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processes without ‘thermal pretreatment’ or ‘mechanical activation’, and excluding the cost of CO2 

capture and transportation, the only detailed cost estimate for slag-based CO2 mineralization is 

$119.84/t-CO2 in 2019 dollars [Huijgen, 2005]. Of this cost, $34.24/t-CO2 was directly associated with 

grinding energy and equipment, while the remaining costs were due to increasing reaction 

temperatures and pressures, heat exchangers, blowers, and other ancillary equipment. The assumed 

cost of electricity amounts to greater than $0.09/kWh in 2019 dollars. Adjusting for the price of 

current and near-future utility energy ($0.055/kWh), the cost of grinding would become $26.64/t-

CO2. Moreover, the study did not consider the mineralogy and crystallinity of the slag, resulting in 

the low conversion efficiency of 69%. It is notable that this reaction percent is predicted by the 

current dissertation based on slag type and desired reaction rate. If conversion was allowed to occur 

in 1 year instead of 1 hour, the conversion efficiency would increase to ~83% and the grinding costs 

would reduce to $19.89/t-CO2 in 2019 dollars. This value is quite close to the cost of passive 

mineralization of legacy slag calculated in this dissertation ($20.36-$34.41/t-CO2). 

The profitable and scalable nature of the proposed centrifuge, MYNA, and passive mineralization 

methods are unique in the climate change mitigation field. These methods can be applied to the 

financial benefit of the iron and steelmaking industry while also reducing anthropogenic CO2 

emissions. The hope is that this pairing of financial and environmental benefits will lead to rapid 

adoption and potentially a new industry of profitable CO2 reduction and removal technologies.  
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Chapter-specific symbols and abbreviation list 
BF: Blast furnace 

BOF: Basic oxygen furnace 

CCS: CO2 capture and storage 

EAF: Electric arc furnace 

ISM: Ironmaking and steelmaking 

LCOE: Levelized cost of electricity 

MYNA: In-container solidification with solid-state quenching 

PSD: Particle size distribution 

PV+LiB: Solar photovoltaic with lithium ion battery storage 

RE: Renewable energy 
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Chapter 9: Conclusions 

9.1. Novel findings and significance 
The motivation for this research was to provide technically feasible, rapidly adoptable, 

economically viable methods to reduce CO2 emissions in the iron and steelmaking industry. To do so 

required development of cutting-edge analytical tools, extensive gathering of available data, and 

tedious experimentation to determine fundamental properties. However, the resulting processes 

and equipment are simple and rely on existing technologies. They also derive incentive not from 

political policy, but rather from self-motivated economics. 

9.1.1. Molten state property prediction 

The ability to predict the properties of molten slags at significantly higher accuracies and over a 

wider compositional space than conventional methods was demonstrated using deep neural 

networks. Due to the high risk of molten systems and the large capital investments of iron and 

steelmaking, the improved prediction of molten properties is especially beneficial. Experiments in 

the molten slag system are notoriously difficult, time consuming, and expensive. Moreover, the large 

number of chemical components in slag causes a combinatorial explosion which puts fundamental 

limits on the usefulness of experimentation. Deep neural networks allow the metallurgical industry 

to predict the properties of novel slag chemistries at the accuracy limit of the available data. 

Moreover, deep neural networks explicitly provide information on the degree of certainty of a given 

prediction relative to the database as a whole, thereby allowing for informed decisions about what 

experiments should be performed. Outside of iron and steelmaking, deep neural network predictions 

may find use in glassmaking, coal furnaces, and planetary modeling. 

9.1.2. First accurate prediction of nucleation lag time 

The physical mechanisms underlying the nucleation lag time remains an open debate in the 

literature with no predictions that fit all empirical data. The accurate prediction of nucleation lag time 

by a deep neural network represents the first step in understanding this phenomenon in detail. 

Bootstrapping the prediction with the viscosity reduced the prediction accuracy, while bootstrapping 

with the liquidus temperature increased the accuracy. As deep neural networks are simply a mapping 

of the underlying data, this result provide solid evidence that the viscosity is spuriously correlated 

with the nucleation lag time, but not a meaningful mechanistic lever the process. This back and forth 

between conventional theories and deep neural networks provides a blue print both for 

understanding hitherto intractable physical phenomenon and for untangling the internal workings of 

deep neural networks.  

In addition to the scientific value of this result, highly accurate estimates of the nucleation lag time 

allows for a plethora of design and engineering activities that have, as of yet, been impossible. Three 

such examples appeared herein: centrifugal separation, calculation of the critical cooling rate, and 

prediction of the grain sizes that develop from slow solidification. Knowledge of the nucleation lag 

time is fundamentally for any process or field that deals with the liquid-to-solid phase change. 

9.1.3. Novel centrifugal process 

A simulation of centrifugal separation of mixed molten slag into pure phases demonstrated the 

promise in such a method in terms of CO2 reduction. Supported by the estimates from deep neural 

networks, the simulation indicated that the current experimental centrifugal systems have yet to 

reach the true potential of the method. Due to constitutional supercooling, the nucleation lag time, 

and the rapid nature of centrifugal separation, high purity layers are generated and subsequently 
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solidify. This provides the potential to create a closed recycling of CaO and MgO in the iron and 

steelmaking processes, wherein silica, alumina and other impurities do not remain bound to calcium 

and magnesium, but rather are shuttled to a distinct, aggregate phase. Likewise, the centrifugal 

method provides the opportunity to recover the metallic and low oxidation state iron from slags, 

further lowering the CO2 intensity of producing iron and steel. 

9.1.4. Novel slow solidification method 

A slag handling methodology at complete odds with conventional practices was developed. 

Namely, molten slag is slowly solidified in containers in order to generate large mineral grains which 

can be more easily separated. This separation of materials within slag was demonstrated to greatly 

increase the efficiency of subsequent slag treatment (i.e., quenching and CO2 mineralization). 

Moreover, the method was shown to reduce the complexity of minerals that ultimately arise in slag, 

resulting in more rapid CO2 mineralization.  

9.1.5. Mineral-specific grinding energy calculation 

The surface energies and critical stress intensities of the major minerals found in slag were 

calculated from considerations of crystal structure. This data greatly improves the accuracy of 

grinding energy predictions, allowing for nuanced system design and optimization. This data can be 

applied to the mining industry as well to help determine best practices and areas for improvement. 

9.1.6. Quenching-based liberation 

A novel comminution method of quenching high temperature, solid slag was generated. The 

method was shown to reduce grinding energy by up to 40% in a single quenching stage. Concurrently, 

the nature of the underlying mechanisms allows for increased liberation of the fractured materials. 

9.1.7. Empirical determination of CO2 diffusivity of minerals and glasses 

The CO2 diffusion coefficient for 21 crystalline minerals and 13 glasses taking part in gas-solid CO2 

mineralization was empirically determined. This covers the majority of minerals found in ironmaking 

and steelmaking slags, along with minerals commonly touted as CO2 mineralization feedstocks. The 

results show a high variability between minerals in terms of diffusivity, resulting in very different 

operating parameters for CO2 mineralization. 

9.1.8. CO2 mineralization performance indices for minerals 

Combination of the data on the energy intensity of grinding and on empirical CO2 diffusion 

constants was combined to generate performance indices for minerals used in CO2 mineralization. In 

general, only calcium silicates, calcium oxide, and magnesium oxide are suitable for industrial CO2 

mineralization processes. Aluminum, iron, and magnesium drastically reduce the overall reaction 

rate of calcium and magnesium bearing compounds. Efforts to increase the reaction rate inherently 

require energy which thereby reduces the net CO2 mineralization due to associated emissions. These 

indices suggest that the substantial research into mineralization of magnesium silicates is misplaced. 

9.1.9. Probabilistic prediction of mineral locking in 3D 

A hitherto unappreciated phenomenon of mineral locking was proposed and modeled in three 

dimensions. The analysis provides quantitative proof that target species of less than 20% of the slag 

or mineral volume are subject to severe blocking from the reaction environment by neighboring 

grains. This information suggests that many of the CO2 research projects are destined to failure due 

to the unnoticed effects of mineral locking. 

9.1.10. Modified shrinking core model  

The classic Shrinking Core Model was modified to account for the full particle size distribution of 

a sample, demonstrating the substantial errors of monodisperse approximations. The model was 
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further modified to account for particle shape, surface roughness, and fractal effects. Equivalent 

corrections were made for calculation of mineral locking and effective diffusivity. These improved 

analytical methods can be applied to any field or industry that deals with gas-solid reactions. 

9.1.11. Gigatonne-scale reduction of CO2 emissions 

The potential for three technologies to reduce the CO2 emissions of iron and steelmaking were 

analyzed. Centrifugal separation and the MYNA process (in-container solidification with solid-state 

quenching) were shown to have the potential to reduce current global CO2 emissions by hundreds of 

megatonnes a year. Application of passive CO2 mineralization to legacy slags was demonstrated to 

be technically possible but potentially treacherous if fossil fuels were used to power grinding. 

Utilization of renewable energy, or other low CO2 power sources, makes mineralization of CO2 using 

legacy slags robustly net negative. Assuming a middle of the road increase in ISM over the 21st century, 

the centrifuging of slag combined with mineralization using legacy slags would result in a cumulative 

emissions reduction of 51.8-59.1 GtCO2 by 2100. Alternatively, the MYNA process combined with 

mineralization using legacy slags could cumulatively reduce emissions by 36.0-44.9 GtCO2 by 2100. 

9.1.12. Caution regarding mining wastes 

The rates of CO2 uptake by mining wastes were shown to be too kinetically slow to risk gas-solid 

CO2 mineralization in ambient conditions; this fact remains even when power is supplied by 

renewable energy. These results are important in guiding efforts of the negative emissions 

community which currently is focused primarily on Mg-silicates as a CO2 mineralization feedstock. 

Though many alternative reaction pathways are being developed (e.g., aqueous, mixed with soil, etc.), 

all pathways involve extensive grinding; the results of this dissertation supply important information 

on the impact of grinding net CO2 emissions. 

9.1.13. Potential for enhanced weathering of certain minerals 

In contrast to Mg-silicate rocks, high purity calcium silicate geologies may prove an attractive 

target for passive CO2 mineralization. However, care is needed to control the relative humidity of the 

ambient atmosphere. Development of passive mineralization methods and equipment should begin 

with the iron and steelmaking industry using available technology and on-site resources. This 

knowledge base may be beneficial in developing technologies that allow for CO2 mineralization using 

Ca-silicate mineral resources. 

 

9.2. Open problems and future work 
The various technologies and methods upon which this dissertation was built each have 

substantial room for further development and improvement. The simulation of molten slag 

centrifugal separation should be updated to account for a full heat balance; namely, heat loss to the 

container and environment, the latent heat of solidification, and heating from internal viscous friction. 

Additionally, the effects of pressure and shear on the nucleation and growth of solids in the slag 

should be accounted for in the centrifugal simulation. The assumed inherent cluster size should be 

evaluated by running the centrifuge simulation to match available experimental data. Once the 

physical mechanisms and associated assumptions have been thoroughly verified, the general shape 

and dimensions of the centrifuge should be optimized for material recovery. Such optimization will 

be complicated by the multiple physical mechanisms at play: travel distance, heat balance, 

centrifugal force, and likely shear. The considerable variation between steelmaking slags indicates 

that the process may be sensitive to minor compositional changes. Therefore, optimization will also 

need to focus on making a process that is robust against the minor alterations in composition that 
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occur in slag. It seems unlikely that energy will be a limiting factor to maintain net CO2 mineralization, 

making the analysis purely about optimizing separation. The physical handling of molten and 

solidified slag will obviously require engineering design to bring the system to reality. 

The MYNA process contains several subsystems that require further development. Conceptually, 

the slow solidification system is well supported by operational evidence and theory. However, the 

composition of minerals that precipitate under slow solidification remains an open question. The 

mineral composition was estimated based on empirical evidence from the literature and 

thermodynamic analysis. However, thermodynamic methods are limited in the compositional 

complexity which they can analyze, making these results somewhat tenuous. Likewise, empirical 

results rarely provide the detailed reporting necessary to develop deep neural network solutions. As 

such, estimation of the mineral composition of slowly solidified slag will likely have to proceed by 

empirical investigation. 

The solid state quenching portion of the MYNA process is well founded on experimental and 

theoretical evidence. Realizing the system is within the capabilities of current iron and steelmaking 

facilities. However, the potential production of a liquid waste stream and the loss of a considerable 

amount of thermal energy deserves further evaluation. Given the slow solidification process 

generates mineral grain sizes on the order of a few hundred micrometers, the energetic requirements 

for grinding the slag for the purpose of separating the disparate compounds is small. Analysis may 

show that heat recovery from the high temperature slag -post slow solidification- followed by 

crushing for separation is more energetically favorable. This would have the added benefit of 

eliminating potential liquid waste streams from the process. 

The covered conveyor/greenhouse systems used for CO2 mineralization are simple and can be 

realized using extant technology and know-how. Of importance though, is matching the federate of 

ground slag to the exhaust gas flow rate such that the exiting flue gas has been effectively scrubbed 

of carbon dioxide. Such design must account for the mineralogical makeup, particle size distribution, 

grain size distribution, and the gas-solids interaction geometry. For legacy slag, the CO2 source is 

assumed to be atmospheric, so low-energy methods to enhance gas-solids contact must be 

developed. For all systems, control of the relative humidity is of critical importance. Hitherto, the 

relative humidity has been controlled by water pans; however, such a set-up is sensitive to 

fluctuations in temperature and gas flow rates. Humidity control based on wetted solids (e.g., 

common salts) is a promising method to passively maintain humidity across the likely temperature 

ranges. 

The above-mentioned areas for further development all seem within the realm of standard 

engineering design; in fact, this trait of using extant technologies was fundamental to the design of 

the systems. However, the foundation of this dissertation is reducing CO2 emissions at a scale and on 

a timeline commensurate with reducing the worst effects of climate change. Quantitatively, that 

necessitates gigatonnes of CO2 emissions reductions and negative emissions in the coming decades. 

Therefore, the largest open problem, and the course of future work, is to scale-up and spread these 

processes as quickly as possible. As evidenced by the underwhelming adoption of CCS technologies 

over the past decades, providing a technical solution is not sufficient to prompt wide-scale adoption. 

The processes put forward in this dissertation were purposefully designed to be simple, flexible, 

reliable, independent, and profitable. The next step is to prove these characteristics hold up in real 

world applications. An additional area of future focus is to extend the methods of this dissertation to 

other solid wastes (e.g., demolition waste) and promising natural minerals. Connected to the 
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mineralization of solids is the production of building and infrastructure materials which will grow in 

demand as the effects of climate change intensify. Thus, the utilization of the products of the 

processes described in this dissertation towards protection of the natural and built environment is 

an area that deserves specific study in the future. 
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