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Chapter 1

Introduction

1.1 Motivation

Predictions for 2021 say that mobile data traffic will increase sevenfold, growing twice as

fast as wired traffic. This will see mobile data traffic represent 17% of the total network

traffic by 2021 [52]. The continued increase in mobile data traffic makes it imperative

that the deployed network architectures implement seamless mobility support.

Mobility in networks has been a fundamental part of network research. Although

supporting mobility schemes seems intuitively easy, implementing practical solutions that

fit within a given network can be quite complex. For the early IPv4 architecture, one of

many solutions can be seen in [48]. This particular solution is interesting as it touches

on the issue of addressing in networks in a period when actual mobile terminals were

uncommon. In 1982, Jerome H. Saltzer emphasized that correctly defining and naming

network objects could enable mobility [45]. In the paper, the author proposed the naming

of four network objects. These objects where services, nodes, attachment points and

paths. These names can be leveraged through bindings that permit one to go from a

service to a path, with intermediate steps including a node and a point of attachment.

A key point in Saltzer’s description is that a service may run simultaneously on many

nodes and may need to migrate to another. In that migration, it may be necessary for
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the service to not lose its identity. A similar logic is applied to nodes. According to the

paper, nodes might have connections to multiple network attachment points and may also

need to migrate to another network attachment point. In that migration, the node may

also need to preserve its identity as a node. Finally the paper mentioned that a pair of

attachment points may be linked by multiple paths. Similarly, these paths may need be

changed without consequences for the identity of the attachment points.

Saltzer’s paper was considered a fundamental work for naming network objects and

in 1993 was introduced as RFC 1498 by the Internet Engineering Task Force (IETF)

to the Internet Society (ISOC) [46]. The definitions used in this work have maintained

their relevance in computer network research, however it is clear that the concept has

not reached a commonly converged implementation. The IETF in [58], 18 years after the

publication of Saltzer’s work, lists 18 different implementations for mobility enhancement

in IP networks. In [16], a summary of the Locator/Identifier class of mobility solutions

for IP networks is shown, with 3 different implementations for mobility enhancement

being introduced. In the paper, the authors recognize that part of the issue related to IP

network and mobility is the overloading of IP address semantics. In other words it is an

issue that is directly tied to network naming and addressing.

One possible reason that IP networks have had such a complicated history with mo-

bility may be due to engineering trade-offs that were taken, with the best of intentions

in mind, but that have become a stumbling block for implementing complete solutions.

One key piece of evidence is the migration from IPv4 addresses using a classful network

design to using Classless Inter-Domain Routing (CIDR). Although CIDR was successfully

integrated to IPv4 networks, it only delayed the urgency of problems related to routing

state and address depletion. The IETF in [17] states that CIDR, although extremely suc-

cessful, is considered a short-term solution because the CIDR integration does not modify

the Internet routing or addressing fundamentals. This implies that the issues that neces-

sitated CIDR have not been solved. It is also not very hard to imagine that a complete

solution may not have appeared specifically because the routing and naming architecture
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of IP networks has not been modified.

As the Internet, and by extension the IPv4 and IPv6 network architecture, has ex-

panded and is being used world-wide for all manner of academic, government, military and

social purposes, network reliability has become more important. Under these conditions,

making fundamental changes to the network architecture, such as modifying the network

naming schemes, becomes justifiably unacceptable without a considerable amount of ev-

idence and a very strict and clear road-map for roll-out. For such cases, a very different

approach becomes necessary. One approach is the development of a clean slate network

architecture. A clean slate network architecture is a restructuring from the ground up

of the network, its objects and components. Such an attempt can offer the flexibility to

modify fundamental aspects of a network architecture and test them without affecting

the usage of current networks. An attempt of this type can provide the technology or

the insight that could at long last completely solve the issues one is seeing in the initial

network due to not being constrained to having backward compatibility [42].

Designing a network architecture is not an easy task. Apart from the numerous tech-

nical challenges, attention is increasingly placed on the economic, social and cultural chal-

lenges that can derail or promote any attempt. Fortunately, in recent years researchers,

economists and historians have started publishing accounts and promoting newer con-

cepts for building networks that include the history of IP network architectures such

as [19] and a more general overview of what one key IP network architecture researcher

believes network architecture design should be [8], the history of other computer network

implementations, like the French Minitel [32] and the Soviet attempt to make a nation-

wide network [40], as well as complete rethinking of computer network architectures such

as in [10]. This is added to the enormous number of software developers and usable code

that is available due to the effort of advocates of Free and Open Source Software (FOSS)

movements [51]. It is our belief that under the current circumstances, with all the re-

sources available, researching network naming schemes, particularly for mobility could

benefit from a clean slate network architecture approach.
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The list for clean slate network architecture has been growing since at least the be-

ginning of the year 2000 [39], permitting researchers to attempt a lot of ideas that were

unfeasible on the IP network architecture. Among the clean slate network architectures,

there is one architecture above others that has captivated the imagination of a generation

of researchers. Starting with the name Content-Centric Networking (CCN) [23], the idea

of making network data the most important object was met with a lot of interest. The

resulting body of research has been collected under the name Information-Centric Net-

working (ICN) and has produced a great number of implementations that have taken the

initial idea down very different paths. The basic idea was that by naming only the data

a lot of IP network architecture issues would be greatly decreased, among them mobility

related issues. The promise of completely solving mobility related issues seems to not

have been solved the way everyone expected as can be seen in survey [15], where mobility

issues have been conveniently renamed “Consistent Routing”.

In this environment, it is worth researching network naming. Due to there being a large

number of unsuccessful mobility enhancement network additions in the known literature,

it also seems equally prudent to take a look at how mobility is defined and how mobility

related information is transmitted from a much wider perspective. One area that is highly

overlooked is how mobility information is transmitted in language. Due to mobility being

directly related to localization, it is important to first present the current understanding of

the codification of place specification in languages. With a deeper understanding of how

mobility, location and network naming are related, one can leverage from the available

network architecture implementations to reevaluate our understanding of these topics.

Within the ICN implementations, the Named Data Networking (NDN) implementa-

tion took an interesting step when it came to naming and Protocol Data Unit (PDU)

forwarding by utilizing names from an unmanaged, unbounded namespace for only nam-

ing data. In addition to this single endless namespace, its core paper proclaims the

advantages of such a scheme, as it supposedly completely does away with addresses [57].

The NDN implementation has two simulators versions detailed in [2] and [33] as well as
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a fully working GNU/Linux compatible stack implementation detailed in [11]. All this

software is licensed under the GPLv3 [1], permitting access to the inner workings of the

implementations.

The liberty to freely use the single NDN namespace for all imaginable purposes and to

be able to change the NDN code base, provides an amazing opportunity to test network

naming models in an attempt to create a network architecture that has inherent mobility

support.

1.2 Justification

Mobility has become one of the most fundamental part of networking. As of March

2019, the total number of mobile broadband subscriptions has surpassed 5.7 billion. It

is predicted that by the end of 2024, close to 95% of all subscriptions will be for mobile

broadband with practically all subscriptions being for smartphones for a total of 8.4 bil-

lion mobile broadband subscriptions [14]. With these estimates, it becomes absolutely

necessary for our networks to be able to support this impressive growth of mobile con-

nections along with the known explosion of network flows that come from data enabled

devices.

It is known that current IP network architectures have issues with mobility. It is

also known that there is no consensus for mobility enhancements in even one of the most

developed and researched clean slate network architectures. This knowledge is sufficient to

justify us taking a step back to verify if our definitions and our understanding of network

mobility, network location and network naming is correct.

1.3 Objectives

Our objective is to understand network naming and how it relates to supporting mobility

in network architectures in order to be able to improve network naming. Efforts will be
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made to create a method to verify if a naming scheme in a network can be improved.

Then the ns-3 simulator [43] and the NDN simulator, ndnSIM, that is completely imple-

mented within ns-3 [2], is leveraged to test whether our verification method can improve

network mobility support by implementing the necessary structure to successfully pass

our verification.

1.4 Document overview

This document explores if there can be a convergence of network naming strategies. Chap-

ter 2 explains the theoretical framework used throughout this document. Section 2.4 uti-

lizes Section 2.1 and Section 2.2 to develop a questionnaire to verify if a network naming

scheme can be improved. Within this chapter, in Section 2.5, the basic required knowledge

of Information-Centric Networking (ICN) is also introduced. Chapter 3 utilizes all the

information from the previous chapter to evaluate the network naming schemes of various

network architectures. Chapter 4 utilizes the information from the previous two chapters

to construct a new network architecture based on ICN that has an improved network

naming structure capable of supporting producer and push producer mobility. Chapter

5 details the framework used to evaluate the constructed network architecture. Chap-

ter 6 describes the results of the constructed network architecture for mobile producer

with mobile consumer and mobile push producer with mobile consumer scenarios. Finally

chapter 7 will describe the lessons learned researching mobility, location and computer

network naming.



Chapter 2

Theoretical Framework

The most important concepts required to explain our design decisions are explained in

this chapter. Section 2.1 goes into detail about the importance of place specification

in language and describes the linguistic primitives that will be of use throughout this

document. Section 2.2 describes in detail the properties of language that enable place

specification as well as some of the strategies used. This information will also be crucial

when discussing naming and place specification in networks. The definitions for both

these sections will be used throughout this document. Section 2.3 will go into detail

about the current model used to consider the naming of network components.

The ideas of place specification from Section 2.1 will be tied to Saltzer’s model to be

able to understand where and how place specification takes place in a network structure

in Section 2.4.

Section 2.5 will introduce the common Information-Centric Networking (ICN) struc-

tures and PDUs which will be later utilized in the construction of the network architecture

with our improved network naming scheme.
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2.1 How space is described in language

For any species that has a home base or has a foraging strategy, knowledge and reasoning

about the space they live in is extremely important. Due to its importance in a species’

survival, researchers have hypothesized that having spatial reasoning should be part of an

ancient and modular system supported by a species’ central nervous system. In the case

of humans, researchers have found some evidence that supports this hypothesis. However,

Steven C. Levinson and his colleagues, who are linguists, have found that researched hu-

man languages differ much more than expected in how they share and transmit spatial

information. They have found that different languages use fundamentally different coor-

dinate systems and utilize different principles for constructing their coordinate systems.

Although there is an inherent underlying support in the biological composition of humans

to permit spatial cognition, Levinson’s work puts forward the idea that spatial cognition

is greatly supported by language and how it is defined in the language.

To scientifically and reliably compare space cognition in human languages, Levinson

and his collaborators had to create a set of primitives to leverage for the framework to

test their theories. The primitives were then leveraged in the description of Levinson’s

frames of reference. Levinson’s intrinsic, relative and absolute frames of reference are the

only three universally available frames of reference currently proved to exist in cognition

and human language. After the description of the primitives in Section 2.1.1, The frames

of reference are described in Section 2.2.2.1, Section 2.2.2.2 and Section 2.2.2.3 along with

how these are used in specifying the location of objects.

2.1.1 Primitives

1. System of labeled angles: Language specific labeled arcs specified by coordinates

around an origin. Some examples are front, left and north.

2. Coordinates:
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(a) Coordinates are polar: On a defined plane, each point is determined from a

reference point by a distance and from a reference direction by an angle. A

single set of terms may require more than one coordinate system.

(b) An established primary coordinate system C1 on a origin X1 can be mapped to

another origin X2, by any combination of the transformations below to obtain

a secondary coordinate system C2.

• Translation

• Rotation

• Reflection

3. Points:

• F , is a figure with a center point at a volumetric center FC

• G, is a ground with volumetric center GC and a surrounding region r

• V , is an observer’s viewpoint

• X1, is the origin of the primary coordinate system, with X2 being the origin of

the secondary coordinate system

• A, is an anchor point to a defined set of coordinates

• L, is a designated landmark

4. Anchoring system: Locks the labeled angles in 1 into the coordinate system in 2.

• A, is an anchor point within a G or V . In systems using landmarks A = L.

• S, is the slope of a fixed bearing system. The system has infinite parallel lines

throughout the environment

2.2 Solutions in language for place specification

All researched languages have been found to haveWhere-questions [?], strongly suggesting

an inherent notion of place and an inherent requirement to handle place specification.
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Figure 2.1: Strategies for locating referents for Where-questions

Another important uniformity found in languages is the distinction between figure (F )

and ground (G). F being the object to be located and G being the reference domain

in which F will be located. In all languages, Where-questions tend to evoke answers in

which the location of F is specified as in some relation to a G. This G becomes the search

domain in where ‘near’, ‘far’, ‘between’ and other similar notions of location are defined.

Most languages implicitly use the surface of the Earth as the ground G of the largest

scope, even though such a definition is generally unnecessary in daily communication.

Having found these shared traits in languages, Levinson and his collaborators cataloged

the distinct strategies used for locating referents. The resulting locative classes are shown

in Figure 2.1, and are divided into classes which utilize coordinate systems and those

that do not. Section 2.2.1 and Section 2.2.2 focus on describing the locative classes that

are relevant to naming structures in a computer network. A complete description of the

locative classes can be found in [26, Chapter 3].

2.2.1 Solutions not involving frames of reference

2.2.1.1 Topology

Topology studies geometrical properties that persist in a constant state under transfor-

mation or ‘deformation’. What is particularly interesting in language is that in [?] the

authors argue that spatial reasoning stages exist in child development, with children ini-

tially only grasping topological notions for spatial relations. The authors list proximity,

order, enclosure and continuity as topological primitives. Examples for these spatial re-

lations in English include the use of words such as ‘near’, ‘at’, ‘between’ or ‘in’. Much
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later, children understand Euclidean notions that include distances and angles. It is in

the final stage that children are able to grasp projective geometrical notions.

Topological prepositions are available in all frames of reference described in Section

2.1. Due to their availability, these prepositions have a complex relation with the frames of

reference. These frames of reference are defined by coordinate systems. On the other hand,

topological relators do not express coordinate or angle information. What is fascinating to

linguists is that although everything seems to be measurable in our daily perceived space,

the encoding of topological information is always available in all languages and that the

encoding method can greatly vary from one language to another. The fact that topological

information is always available makes it critical to understand topological spaces and

topological reasoning, particularly to name and locate things [26, Chapter 3.3.3].

2.2.1.2 Toponymy

This is a simple solution to location specification as one can simply say X is at the place

named Y . However, most societies do not employ widespread generative systems for

placenames, and no natural languages make systematic use of coordinates. The reasons

for this are thought to be varied, but it is generally thought that the number of placenames

that would need to be created along with the overhead in learning all the necessary

placenames to function within a society discourages the implementation of such a system.

Another demerit of a placename heavy system is that these names themselves do not

provide a way of finding the location. In order to find a placename, the user must maintain

a mental map of placename locations that must have been constructed utilizing the user’s

language [26, Chapter 3.3.1].
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2.2.2 Solutions involving frames of reference in the horizontal

plane

The main issue that languages have to solve in regard to space cognition is how to define

angles on the horizontal plane in order to facilitate the creation of reliable search domains

projected off an object. Each of the three identified frames of reference provide a possible

answer. The use of one particular frame of reference does not impede the usage of another

frame of reference. There are languages and moments when one frame of reference is more

useful than the others. At the same time, it may not be possible to easily translate from

one frame of reference to another, but with the use of additional information, such a frame

of reference translation is generally possible.

2.2.2.1 Intrinsic

In the intrinsic frame of reference, an intrinsic spatial relator R is a binary spatial relation.

The relation has arguments F and G, where R typically labels some sector of G. The

volumetric center of G always defined by the origin X of the coordinate system C. The

definition of the intrinsic relation R(F,G), signifies that F is in a search domain that

extends from G, via an angle or line projected from the center of G, through an anchor

point A that extends for a determined distance. F and G have no limitations as to the

objects that can be used. F can also be a part of G. The relation R is inflexible as it

does not support transitive or converse inferences.

The intrinsic system is a search domain projected from a named facet of a landmark

object. The main way that these facets are differentiated and named is by finding asym-

metries or differences among the facets. There are three mayor ways to assign those

asymmetries:

1. Using a fixed armature that is gravitationally oriented when superimposed on a

chosen ground gives us a ‘top’, ‘bottom’ and ‘sides’.

2. Using the internal axial geometry of the ground object to assign major and minor
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axes, supplementing these axes with an analysis of volumetric properties, a way of

segmenting objects into parts, and a classification of protrusions.

3. Using notions of canonical orientation, functional orientation, functions of parts and

direction of motion.

However, it is very important to note that designation of facets does not follow an ‘inher-

ent’ methodology, meaning that they are all culturally imposed and assigned.

2.2.2.2 Relative

In the relative frame of reference, a relative relator R expresses a ternary spatial relation.

The relation has arguments V , F andG. F andG have no limitations. V must be centered

on an observer with V being different than G. V is the center of the primary coordinate

system. A secondary coordinate system with center G can be used simultaneously. When

used, the secondary coordinate systems on G can be mapped from the primary origin on

V by utilizing rotation, translation and reflection.

The relative system imports the viewer’s intrinsically defined bodily axes and maps

them onto the ground object, creating angles in the process. There are at least three

ways that this can be done. The viewer’s egocentric axes can be translated as is onto

the ground object. The other two options translate the egocentric axes under rotation or

reflection. Due to this requirement, it is clear that the relative system strongly codes for

the viewpoint of the user.

The system becomes quickly complicated as the user must keep both coordinate sys-

tems in mind, but there are many advantages to using such a system. First of all not

all useful landmark objects will offer clearly distinguishable facets using only intrinsic

criteria. Second, relative systems support logical inferences permitting users to come to

conclusions such as if A is right of B, and B is to the right of C, then A is to the right

of C. Lastly, this system connects directly to visual experience, since in one picture or a

memory, one immediately has all the necessary information to able to describe the picture
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or the memory using relative terms.

The relative frame of reference is limited by the viewpoint V utilized. In order for

another user to come to the same description, they would have to adopt the initial user’s

viewpoint. This is an interesting point as the relative frame of reference also allows the

description of motion events and these are realized by normally holding the viewpoint

constant.

2.2.2.3 Absolute

In the absolute frame of reference, an absolute relator R expresses a binary relation

between F and G. The relation affirms that F can be found in a search domain at the

fixed locus R from G. G is almost always the center of the coordinate system’s origin X.

The system is composed of an endless sequence of parallel lines that define a conceptual

slope S across G. G may be any object. F may be a part of G.

The absolute system uses a fixed locus or ‘slope’ to define a direction from a ground

object. These systems give us a bearing, which may have be a landmark within a territory,

but are abstracted so that the resulting ‘slope’ can be used in any situation. This has

the advantage that the system functions without the need of viewpoints. The lack of

viewpoints yield elegant spatial descriptions. Not only do you obtain the ability to make

logical inferences, as when using the relative frame of reference, but you also can know

that your inferences are valid for everyone using this frame of reference.

Motion descriptions come extremely natural in these systems as direction can be de-

scribed without the need of places, landmarks or grounds. Two moments in time are

sufficient to fix an absolute angle of motion and similarly alignments can be specified

without locations since any linear figure passing through two points would give a bearing.
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2.2.3 Solutions when motion is involved

Motion events can be located as wholes, meaning that one can use all the resources

available for describing a static location. On the other hand, the direction of a motion

event can be explained without the need of coordinate systems or frames of reference.

This can be easily achieved by mentioning two points along a given trajectory, with the

source, the goal or a particular waypoint of the motion being the most common utilized

points. Although it is possible for the direction of motion to be described without the

use of frames of reference, most languages frequently employ all three frames of reference

presented to describe motion. Motion is without a doubt more complex than location

because it involves the temporal dimension. Integrating time automatically includes the

change of location, the manner, the medium being used and the instrument enabling the

motion. All this information is coded into languages, but there is no one method that

encompasses all the possible codifications [26, Chapter 3.5].

2.3 How naming is modeled in computer networks

The basic model of network naming was introduced by Jerome H. Saltzer in his paper

which appeared in 1982 [45] and later became RFC 1498 in 1993 [46]. In this paper

the author applies the successful principles utilized in naming for operating systems to

networks. Saltzer is able to adhere to Shoch’s initial definitions for names, addresses and

routes [47] to note that there are at least four types of objects that he believes need to

be named in a data communication network: services, nodes, network attachment points

and paths. The author touches on the point that these objects can be described from the

point of view of the changes in the bindings between these objects.

In his work, Saltzer makes two interesting affirmations for these objects. First, the

author points out that an object’s name must be constant when related to some property

in an established scope. Secondly, the author’s requirements that the objects referenced

to by a service, node or network attachment name be able to be transfered within their
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scope without losing their identity supports the idea of inherent mobility support. To

accomplish this, the names given to services, nodes, network attachments points or routes

are not as important as maintaining and updating the list of their bindings, also commonly

referred to as mappings.

In order to discover these bindings between the objects, Saltzer maintains that there

have to be three conceptually unmistakable binding services within the network. The

services Saltzer names are the Service name resolution, Node name location and Route

service. Each one of these services permits the mapping of one named object to another.

Respectively this mapping is from service to node, from node to network attachment and

the network attachment that leads from where one is to where one wishes to go.

The use of distinct binding services is of particular interest. This seems to imply that

each identified object has distinct names at the service, node and network attach point

level. That seems to imply separate namespaces. Another implication is that service

names seem to be location independent and that the mapping from service names to node

names tells us where the service is located.

In the book [10], John Day, comments about Saltzer’s process to send a Protocol

Data Unit (PDU). Day mentions that Saltzer seems to know that there is a distinction

between node names and point of attachment, but he doesn’t specify it in the process he

wrote referring to send a PDU. Day attributes this oversight to the fact that multiple links

between adjacent nodes were extremely rare at the time Saltzer was writing. Noticing this

more general case for networks, Day proposes an amendment to Saltzer’s work, stating

that one must first choose the next hop to get to the desired destination and then obtain

all the point of attachment names that are associated to the chosen next hop. The revised

process to discover bindings in order to send a PDU can be thought of as follows:

1. Find the desired service.

2. Find the node name on which the required service operates.

3. Find the next node name that will bring you one hop closer to the desired node
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name.

4. Find mappings of all point of attachment names for chosen node name.

5. Choose a point of attachment through which to send a PDU.

With the modifications to the process, Day also suggests modifying the names for the

binding services and their descriptions to those shown below:

1. Directory: maps service names to node names where the requested service is being

executed.

2. Routes: returns a sequence of node names that permit PDUs to go from the current

network location a a desired network location.

3. Paths: returns a list of point of attachment points that can reach the node name

desired.

The resulting structure from Saltzer’s and Day’s statements are visualized in figure

2.2. The resulting model highlights some key aspects of network naming. There are

Figure 2.2: Saltzer’s network naming structure and mappings with Day’s amendments

three main objects to name; services, nodes and points of attachment. These objects
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are in three separate layers with corresponding separate namespaces. The scope of the

point of attachment namespace is smaller than the node name namespace. The node

name namespace in turn in smaller than the scope of the service name namespace. At

the same time, these names are only used within the respective layer, meaning that the

names must only be unique within the layer’s defined scope. The model shows that

routes are sequence of node names, thus the routing to a particular service should be

done on a sequence on node names. This seems to imply that routing for a service name

is confined to the namespace belonging to the layer below. Due to the logical construction

of the structure and it’s simplicity, one can imagine that following this naming structure

would have implications in more specialized networking functions in which names play a

primordial role, such as multi-homing, mobility and multicast.

It has to be stated that this paper is at best a suggestion for a naming structure as it

does not go into how to go about actually build the namespaces or layers that it proposes.

There is no model to guide us in this effort. This particular lack of a guide probably

made it difficult to implement this type of network naming structure. In Section 2.5,

it will become apparent that a network architecture can function without following this

naming structure. Following such a network naming structure has trade-offs, but it is not

clear what type of trade-offs are absolutely necessary.

2.4 Use of linguistic properties in network naming

schemes

Section 2.1 established that human languages have universal properties that make them

well suited to place specification. There are three specific properties addressed in this

document.

The first property is that place specification is always expressed as a spatial relator.

Section 2.2.2 mentioned Levinson’s frames of reference and how they can be constructed.
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One particular interesting fact is that all frames of reference start by establishing the

figure (F ) primitive, what one is looking for, and then the speaker establishes a ground

(G), which is a surrounding area in which the F can be found. The spatial relator is

usually denoted as R. Although the definition of G varies in every frame of reference it

is always possible to define a G thanks to topological prepositions. Before touching on

topology, it is important to note that place specification always entails the definition of

a binary relation between a F and a G. In human languages, the G of highest scope is

usually implicitly defined as the surface of the Earth.

As mentioned in 2.2.1.1, topological prepositions are always available. In language,

topological prepositions help describe spatial relations of proximity, order, enclosure and

continuity of objects in a given space. If one can define a figure F , then via topological

prepositions, using semantic notions like ‘near’, ‘at’, ‘between’ or ‘in’, one can easily

narrow down the G in which one wishes to operate.

The final property to focus on is the temporal dimension. As discussed in more

detail in Section 2.2.3, motion is more complex than static location because it necessarily

involves the temporal dimension. Integrating time automatically permits the inclusion of

information about the change of location, how the location changed, the medium being

used to create that change and the instrument enabling the motion. All that information

is not always needed, but in order to be able to track certain types of motion, some form

of time related information is absolutely needed.

The availability of these properties implies that even simpler human made languages,

such as the set of questions and answers used in computer network place specification,

could also have these traits. Since humans can communicate location information among

members of the species in a highly sophisticated manner, it seems possible to leverage

the work and findings of Levinson and his collaborators to evaluate forwarding strategies

in ICN. The evaluation holds merit because what forwarding strategies attempt to do is

to guide the PDUs, in other words how to best reach the location for a network name

after calculating where it is located. Assuming that the place specification strategies
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used in human languages can be adapted for forwarding strategies, it would be extremely

important for properties found in human languages to be available in the namespaces

utilized in computer networks.

This reasoning motivated us to elaborate a simple questionnaire to determine if the

properties of human languages appear in the names used in a computer network. Section

2.2.1.1 described how Levinson and his collaborators found that topological properties

permeate all codifications of place specification in languages. When dealing with comput-

ers networks the scope of the questions is limited to a metric space. Metric spaces have the

advantage that they satisfy the conditions for topological spaces, allowing us topological

reasoning, while giving us numerical values to deterministically define conditions related

to ‘near’ and ‘far’. A metric space is formally defined as an ordered pair (M,d) where M

is a set and d is a metric on M . In other words a function

d : MxM → R

such that for any x, y, z ∈ M , the following holds:

1. d(x, y) ≥ 0

2. d(x, y) = 0 ⇐⇒ x = y

3. d(x, y) = d(y, x)

4. d(x, z) ≤ d(x, y) + d(y, z)

Function d is commonly referred to as a distance function.

For a network object with name n that needs to be found, the questionnaire is as

follows:

Question 1.

Is the name n part of a metric space MN , N ∈ N?
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Question 2.

Can every n ∈ MN be located in a single defined ground G with G being a metric space

MN−x, x ∈ N?

Question 3.

Is n’s location updated over time?

This simple questionnaire is derived from the fact that in place specification in lan-

guages there are always topological descriptors available. This is extremely important for

naming since it is known that human languages heavily leverage these descriptors in place

specification.

Question 1 asks if a name n being used in a network naming scheme can be placed

in a particular set of names and if these can be categorized in such a way that they can

be organized and ordered by a distance function. The ability to do these actions permits

forming a notion of ‘near’ between two names of the same space.

Question 2 deals with the scope of the ground G used by a name n. Section 2.2

discussed the implicit use of the Earth’s surface as the ground G with the largest scope

in human languages. From the same section it is also known that in human languages,

place specification relies on establishing a binary relation between a defined figure F and

a defined ground G, even if G is only implied by context. This means that the name n

referred to in question 1 is the F in the binary relation. This also implies that in network

naming structures, a G always exists. An interesting implication is that if it is known

that the relation between a F and a G is binary, a recursive place specification can be

performed such that the G1 of a F1 can also be seen as the the F2 of a G2, where G2 has

a different scope when compared to G1. This implies that F1 could also be located in

G2. What question 2 aims to determine is whether all n used can be located in in some

G, regardless of the number of necessary steps to obtain that mapping. The requirement

for G to be part of a metric space is to be able to form a notion of ‘near ’ to be able to

narrow the search within G for a particular F .
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Question 3 is derived from our knowledge of place specification in languages when

motion is involved, as described in Section 2.2.3. Although there are no definite methods

to codify motion in languages, the locations gn of a name n must be somehow maintained

and updated over time.

Our questionnaire is of no use unless one can concretely define what it is that one are

attempting to find. In other words, one needs to define the figure F . Without defining

figure F , it is impossible to contemplate the definition of a shared ground G. In order to

help define what F is, one can utilize Saltzer’s model as was described in 2.3.

In Saltzer’s model the components are placed in layers, with the service layer being on

top of the node layer and this one in turn on top of the point of attachment layer. Using

the definition of place specification, one can then easily say that a particular service name,

our figure F , is located on a particular node name. What our research has highlighted

is that the node name would be part of a ground G, a search area. Using the same

methodology, a node name could be said to be located at a particular point of attachment

name, cementing the idea that the point of attachment name is the ground G for the

node name. When discussing the reasoning of question 2 it was mentioned that it didn’t

seem to matter how many spatial relators were necessary to get from the defined figure

F to the ground G. Under this assumption, one could think that it would make sense to

completely skip the node layer and link the service name to the ultimate ground G as a

point of attachment name. In these cases, the idea of scope has to be used to determine

if such a mapping is acceptable.

Scope forces one to think about how to communicate between sections in the scope.

From the way that Saltzer defines the layers, the point of the attachment turns out to be

much like a point-to-point link. This would mean that making the ultimate ground G be

part of the point of attachment name would be too narrow a scope. On the other hand,

the scope of the node layer is much larger, permitting the connection between any two

services on the layer above. It is on this type of layer that question 2 seems to best fit.

In Saltzer’s model, the services being used are not thought of as being part of some
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group. This easily permits the service names to not have any structure. However, with

any big enough number of services, there might be the need to know whether a set of

services belong together. In these cases, question 1 becomes helpful, as defining a distance

permits the categorization of certain types of services to easily know which are related.

The notion of time is not part of Saltzer’s model. Although Saltzer mentions that

bindings are useful so that when a network component moves, Saltzer and Day do not

go into detail about how these bindings should be maintained. Section 2.2.3 showed

that mobility requires a look at the temporal dimension. Question 3 is thus not directly

realized in Saltzer’s model.

Utilizing the Saltzer’s model and the emphasized information obtained from under-

standing place specification in human languages, one can hypothesize that a computer net-

work architecture which answers the three questions formulated above affirmatively when

the architecture’s naming scheme is investigated, would be able to maintain a higher

level of connectivity for nodes. This becomes possible because it would bring network

naming schemes closer to what human languages are already being capable of realizing.

The benefits of such a naming scheme would be seen in lower delay and higher goodput,

particularly in mobile environments. These benefits are feasible because a routing scheme

leveraging these naming properties would be aided by the calculation of distances and the

continuous locating of network objects.

The use of frames of reference (Section 2.2.2) makes it seem that for network naming,

an absolute frame of reference might be the best. It would be beneficial for every node

in a network graph to be able to interpret the absolute directions of PDUs, without

having to know much about the neighboring devices. In the absolute frame of reference,

one can define only one ‘slope’and permit all notions of direction to extend from this

idea. Fortunately, an overview of Internet generators [31] [54] [44] and a list of famous

network graph collections [37] show a distinct tendency to create various trees joined by

mesh networks. For such a case, one can always apply an absolute frame of reference

that points to the root of the trees. As was detailed in Section 2.1 the main use of a
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particular frame of reference does not limit the use of other frames of reference when they

are required. What may happen is that one requires more information to translate from

the absolute frame of reference to the other frame of reference required.

2.5 Information-Centric Networking Architecture

ICNs were created in a desire to move from host-centric networking to information-centric

networking. These networks function by labeling information. This naming of information

means that every piece of information that can be requested has a label which will be

referred to in this paper as an ICN name. Communication is driven by consumers who

request information utilizing an Interest PDU with the desired ICN name. The basic

Interest PDU is shown in Figure 2.3. Note that the PDU has a field Nonce in order to

distinguish two PDUs with the same ICN name. The PDU also holds a Type field, as

it is required for some of the enhancements that utilize the Interest PDU for operations

other than retrieval. Nodes who participate in this network, named Content Routers

Figure 2.3: Interest PDU

(CRs), forward the Interest PDU until the corresponding data to the ICN name is found.

The information is returned in a Data PDU which uses the ICN name. The basic Data

PDU is shown in Figure 2.4. To carry out Interest and Data PDU forwarding, each CR

Figure 2.4: Data PDU

maintains three data structures. The Pending Interest Table (PIT), shown in Figure 2.5,

keeps the mapping between ICN names from Interest PDUs and their ingress interfaces.
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The entries in the PIT are those which have not yet been satisfied. The Forwarding

Information Base (FIB), shown in Figure 2.6, keeps the mapping between ICN names and

egress interfaces. These entries are leveraged by algorithms, named forwarding strategies,

to determine where to forward Interest PDUs by their ICN names. The CS, shown in

Figure 2.7, is a information cache used to keep copy of information from Data PDU that

has already been retrieved. The information in a CS can be retrieved by ICN name.

Figure 2.5: Pending Interest Table (PIT)

Figure 2.6: Forward Information Base (FIB)

Figure 2.7: Content Store (CS)

The flow of Interest PDUs is shown in 2.8. The flow of Data PDUs is shown in 2.9.

When an Interest PDU arrives at a CR, the CR checks the CS for data matching the

ICN name used in the Interest PDU. If a match exists, the CR returns the information

in a Data PDU on the interface from which the Interest PDU arrived. Otherwise, the

ICN name is looked up in the PIT and if a matching entry exists, the incoming interface

identifier is aggregated to the PIT entry. A forwarding strategy is then utilized to forward

the Interest PDU. The Interest PDU continues to be forwarded until an ICN application

or a CS has the desired information and returns it in a Data PDU or when the Interest

PDU time-to-live (TTL) is surpassed and is discarded. When a Data PDU arrives, the

contained ICN name is used within the CR to find the related PIT entry. The Data



26

Figure 2.8: Forwarding process for Interest PDUs at an ICN node

Figure 2.9: Forwarding process for Data PDUs at an ICN node
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PDU is then forwarded to all interfaces listed in the PIT entry. Once the Data PDU is

forwarded, the PIT entry is removed and the information in the Data PDU is stored in

the CS for future used. The maintenance and cooperation of CSs in an ICN is one of the

key elements to obtain a high user Quality of Experience (QoE). How CSs cooperate is a

topic that continues to present interesting solutions [?] [?].

Another key element to obtain a high user QoE in ICN is the selection of an ap-

propriate forwarding strategy. Forwarding strategies determine where received Interest

PDUs should be transmitted. Usually the forwarding strategy is linked with the FIB,

but this varies depending on the ICN implementation. Since forwarding strategies are

usually based on the mapping of ICN names to possible transmission locations, Section

2.5.1 and Section 4.4 is dedicated to describing these strategies in more detail. There are

numerous differences among the ICN implementations. However, most implementations

tend to stick to the generic flow described in [23].

The most important ICN architecture proposals and research topics have been sum-

marized in [15].

2.5.1 Forwarding strategies

Due to the initial simplicity of ICN, each implementation offers a large selection of for-

warding strategies which map a given ICN name to an interface. All other identifiers are

completely by-passed. The definition for an interface is vague in ICN architectures. A

lot of the implementations assume a core network layout, leveraging the assumption that

multiple users, via the aggregation of PIT entries by ICN name and interface, will want

the same data [57] [23]. Thus one can assume that ICN architectures are referring to an

entity through which one can communicate to a distinct set of neighboring nodes on the

network when they talk about interfaces. The main forwarding strategy and enhance-

ments that are of interest in this document are described in the following sections. A

summary of ICN forwarding research topics can be found in [24].
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2.5.1.1 Flooding

Interfaces in ICN receive local identifiers. This makes it possible to know from which

interfaces Interest PDUs ingressed into the system and through what interfaces the PDU

was forwarded. In Flooding, this information is used build a simple forwarding strategy

that forwards Interest PDUs through every single interface available, except the ingress

interface. Since the algorithm does not need to keep track of anything other than the

ingress interface for a given ICN name, the processing at a CR is extremely low. Consec-

utive nodes repeat the same process until a Data PDU is received or some set threshold

is surpassed. The drawback of this forwarding strategy is that it continuously floods

neighboring nodes with Interest PDUs.

2.5.1.2 Smart Flooding (SF)

In Smart Flooding (SF), described in detail in [55], interfaces are given one of three states,

green if it is known that information can be retrieved using the interface, yellow if it is

uncertain that the interface can retrieve information and red if it is clear that information

cannot be retrieved using that interface. When an ingress Interest PDU gets passed to the

FIB, the PDU is forwarded through the highest ranked green interface available. After

a predetermined amount of time, if the PIT entry for the related ICN name continues

to be unsatisfied, the previously high ranked green interface is demoted and transmission

using lower ranked green interfaces are tested. As long as the PIT entry is unsatisfied,

the process continues, in descending order, through all green, yellow and red interfaces

available. When a PIT entry exhausts the FIB entries available for the ICN name, then

a special Interest PDU, called a Non-Acknowledgement (NACK) PDU, is transmitted.

Neighboring nodes whose ingress interface receive this NACK PDU are automatically set

to red state for the related ICN name. Should the NACK PDU set all FIB entries for the

ICN name to the red state, then the NACK PDU is again forwarded. On the other hand,

when the ICN named data is found and sent in a Data PDU, the nodes who receive this
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PDU automatically promote the related ingress interface to the green state.

2.5.2 MAP-Me enhancements (MM)

Due to the FIB mapping ICN names to interfaces, when a producer is mobile, the neigh-

boring node that used to connect to the producer may continue sending PDUs out the

interface to which the producer is no longer connected. As only consumers can retransmit

Interest PDUs, depending on how these are handled, significant delay is expected [4].

To overcome this disadvantage, the authors in [3] create an update protocol to support

producer mobility events by dynamically updating the ICN FIB. When a producer changes

point of attachment, it sends a modified Interest PDU, named MAP-Me-IU. The MAP-

Me-IU includes the ICN name that the producer is offering, along with a sequence number.

This method ensures that the newest MAP-Me-IU is utilized to update the FIB. Since

the MAP-Me-IU leverages an Interest PDU, when the PDU is received by a CR it can

be forwarded in the same way as a normal Interest PDU. This permits the MAP-Me-IU

to be forwarded via all interfaces from which Data PDUs related to the ICN name have

been received. After forwarding the MAP-Me-IU, the interface on which the MAP-Me-IU

was received is used to update the CR’s FIB. The ingress interface for the ICN name is

enabled if the sequence number on the MAP-Me-IU is newer than previously see MAP-Me

IU at the CR. A significant drawback of this protocol is that to correctly function, the

network must have a separate global routing protocol that can create and update the FIB

of network CRs.



Chapter 3

Network Naming and Addressing

The previous Section 2.3 described Saltzer’s naming structure for networks, the objects

that apparently need to be named and some of the interesting implications that looking

at this model makes clear. It was also mentioned the fact that Saltzer’s structure was

at best a suggestion. This chapter maps Saltzer’s resulting structure to real functioning

network architectures and sees what kind of insights can be obtained.

Using the developed model and questionnaire, Saltzer’s structure will first be mapped

to the Institute of Electrical and Electronics Engineers’ (IEEE) 802 Extended Unique

Identifier (EUI) 48 and 64 identifiers in Section 3.1. Seeing how most of the global public

Internet infrastructure is based on IP network architectures, Saltzer’s structure is mapped

to that architecture in Section 3.2 and 3.3. In Section 3.4 Saltzer’s results are mapped

to the ICN architecture described in Section 2.5. The evaluation of the network naming

schemes with the questionnaire developed is described in 2.4.

3.1 Naming in IEEE 802

In the widely used IEEE 802 standards, which encompass the Ethernet and WiFi net-

work technologies, globally unique identifiers are generally used for network interfaces in

a burned-in-address manner. The IEEE Registration Authority (RA) controls the assign-
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ment of 48 bit EUI-48 or 64 bit EUI-64. EUI-48 and EUI-64 are globally unique and are

intended to be bound to a hardware device instance or object that requires identification.

The initial 24 bits of both EUI-48 and EUI-64 are assigned numbers to organizations

or companies for identification purposes. In the case of organizations, the 24 bits are

called the Organizationally Unique Identifier (OUI). In the case of companies, the 24

bits are called the Company ID (CID). In both cases, the identifiers come from the same

namespace. EUI-48 and EUI-64 are generally represented by pairs of hexadecimal numbers

separated by colons [20].

Utilizing Saltzer’s structure (refer to Figure 2.2) one can come to the conclusion that

IEEE 802 identifiers are being used as part of the Point of attachment layer to name net-

work interfaces. If this is true, then one has to wonder why the IEEE 802 namespace is so

big. Even when taking out the initial 24 bits for organization and company identification,

this leaves us, in the case of the EUI-48, with 24 bits for network interfaces, which is over

16 million names.

The point of attachment layer where this namespace is being used has the smallest

scope. Looking at common IEEE 802 network setups, such as Ethernet switches, the

number of ports commonly range between 8 and 48 devices directly connected to the

Ethernet network device. If the point of attachment layer namespace for IEEE 802 were

managed by the interconnecting network device, like say the switch, there would be no

need for a namespace bigger than the number of ports the physically available on the

device. This is because neighboring physically connected devices could not exceed the

physically available ports. In the case of wireless networks, where physical connections

are relatively easier, even if one exaggerated, 16 million devices in a mesh network would

be a senseless configuration for a network.

Since the IEEE RA sells EUI-48 and EUI-64 to organizations, the consumers who

end up using the organization’s devices have no way to make their assigned EUI-48 and

EUI-64 into metric spaces without ignoring the assigned number. There is no logical way

to aggregate the identifiers, to summarize them into a shorter equally precise identifier to
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save space, and routing is useless because the scope of the point of attachment layer only

reaches the next physical network hop.

It is clear, taking a look at Saltzer’s structure, that the IEEE 802 namespace is not the

size that it is because of networking requirements. A network device managed namespace

anywhere in the range of 4 to 2048 names would suffice. The fact that IEEE 802 names

are usually burned-in-addresses, in other words are physically written into the network

interfaces so that they can’t be changed easily, makes it easy to assume that what is

desired is to globally identify the network device. This requirement is not network related

and has already been widely exploited to track users [49] [9].

The method used to name objects in IEEE 802 is not, from any perspective, incorrect.

However, if taking advantage of the questionnaire and the knowledge of place specification,

the naming scheme for MAC addresses is strange. If one is to ask the question, “Where

is a MAC address?”, as mentioned in 2.4, one can notice that there is no defined ground

G. At the same time, the current structure of MAC addresses doesn’t give any method to

know the distance between two addresses. This means that MAC addresses do not satisfy

the conditions to be considered a metric space.

Making MAC addresses into a metric space becomes even harder when you realize

that the addresses are managed globally but that they have no meaning among them-

selves. Taking into account that MAC addresses are generally used for one network hop

operations, it is strange that these addresses are considered globally unique.

One must note that it is only in very rare cases that services are placed on directly

on MAC addresses. In the cases where such structures are used, mostly in hard real-time

systems that need heavy cooperation between specific devices, the simplicity of MAC

addresses permits the creation of a toponymy. However, due to the MAC addresses being

burned into the devices, there is very little flexibility to create a bigger network without

having to add some other sort of naming structure. A list of such networks that use MAC

addresses for these purposes can be found in [27].
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3.2 Naming in IPv4 network architectures

When one thinks of IPv4 networks, one generally thinks of the 32-bit namespace, usually

represented in dotted octet decimal notation, commonly known as IP addresses. How-

ever, IPv4 networks also depend on a 16-bit namespace for ports and has incorporated

the Domain Name System (DNS) in order to not have to directly deal with the 32-bit

namespace [25].

The history of the way the IP address namespace was defined is of extreme importance.

Initially, the namespace was unmanaged and unbounded, with the only name blocks

available were what would be later known as the Class A networks [7]. These class A

networks permitted 28 networks to be created, leaving 24-bits for use by the owner of one

of these networks. Seeing the initial growth of the network, in 1981 a naming scheme

called classful network was implemented and documented in RFC 791. An IP address

was assigned a class depending on the number of bits that defined the network. The

remaining bits representing the number of hosts in the network [21]. The initial classes

created were Class A, which contained all names in which the most significant bit is zero,

using the next 7 bits to designate the network. This accommodates 128 networks each

with 16777216 names. Class B had the two most significant bits set to 1 and 0, using the

next 14 bits to represent the network. This created 16384 networks with each network

having 65536 names. The final class, Class C had the 3 high order bits to 1, 1 and 0

and used the next 21 bits to designate the networks for a total of 2097152 networks with

each network having 256 names. The new blocks of names were handed out in the order

requested by organizations. This meant that you could get continuous blocks of names

that could be assigned to geographical locations on different sides of the planet.

As the public Internet using IPv4 grew in size, it became increasingly obvious that a

more fine-grained sort of namespace management was required. From the beginning of

the class assignations, it became obvious that giving certain organizations over 16 million

names was an inefficient use of the namespace. Better control of the namespace was



34

provided by the integration of Classless Inter-Domain Routing (CIDR) [41] [18] and the

ability to automatically give IP addresses to users via the Dynamic Host Configuration

Protocol (DHCP) [13].

When considering how IP addresses are assigned, usually DHCP hands over an IP

address per MAC address. This creates a one to one mapping from the IP address to the

MAC address. It is now common for a lot of the devices, particularly mobile ones, to have

various types of interfaces that may or may not have a MAC address but at least have

some sort of identifier. In any case whenever a new interface is used, a new IP address is

required. This would seem to suggest that IP addresses are basically being used as point

of attachment names.

The IP network architecture does not have service names in it’s specification. Instead,

there is the definition of sockets which identifies an end-point of communication. Processes

running in the operating system would use sockets to be able to use the IP network to

communicate to other nodes. The biggest issue here is that sockets are defined by an

IP address and a completely local name, a number between 1 and 65535, named a port.

To be able to connect to a socket that is on another node, one would require knowing

the IP address and the port that the process is using. Within the IP specification, there

are registered sockets which have particular pre-determined services, like port 22 for SSH

servers and port 80 for HTTP based servers, but these are conventions. One can run an

SSH server on any port, thus can be using any of the 65535 sockets available and the user

would have no idea. The only way to find out if the SSH server is even available is to try to

connect to all the sockets. In the higher level protocols, User Datagram Protocol (UDP)

and Transmission Control Protocol (TCP), which use ports are defined by socket pairs,

which concatenate the IP address and the port number of the sender and the receiver.

Mapping what was described about the IP network architecture to Saltzer’s structure

results in Figure 3.1.

The creation of the the Domain Name System (DNS), formalized in RFC 1035 [34]

took a step forward in trying to complete naming in the IPv4 network architecture, pro-
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Figure 3.1: Mapping Saltzer’s concepts to the IP network architecture

viding, among other things, a domain name to many IP address mapping. However, since

connections are still being maintained via socket pairs, it means that at the network archi-

tecture level, there is still a one-to-one mapping between domain name, IP address and the

point of attachment name. If the IP changes, every binding must change simultaneously,

making it inevitable that you will lose the connection.

The questionnaire developed in Section 2.4 is answered for the IPv4 network archi-

tecture. When in the IPv4 network architecture, the first big question is what one wants

to find. Remembering the information in Section 2.4, this means defining the figure F .

This is already complicated in the IPv4 network architecture because it means finding a

service, which is on a locally named port. This means that the port can’t be searched

until an IP address is found.

IP addresses are part of a 32-bit namespace to name interfaces. IP address blocks

are managed by Regional Internet Registries which are then handed to Internet Service

Providers (ISPs). ISPs use DHCP servers to hand out IP addresses to their clients.

Although there is an implicit hierarchy, due to the way that IP address blocks have been

managed, there is no assurance that two IP addresses that look similar are actually close

within the graph that could be created using IP addresses. IP addresses are usually



36

shown in the 4 octet notation, again emphasizing their hierarchy, but due to the the use

of CIDR, it is not easy to create a clean definition of a distance between two IP addresses.

The use of DNS names could have given the us the service name required, but the issue

continue to be that DNS names map to IP addresses that map to a machine’s interface.

This means that the structure of the IP addresses, is both the key and the bottle neck in

the architecture. IP address is the F . It doesn’t have a distance function and the way it

is tied to the other components in the network make it hard to create a viable distance

function for the namespace. This means that for the network architecture, question 1 is

negative.

As previously described, IP addresses are generally mapped to physical identifiers,

such as MAC addresses. Under the definition of place specification, if an IP address is F ,

this would make the MAC address the ground G. As seen from the discussion on MAC

addresses in Section 3.1, in the current IEEE 802 naming scheme, it is hard to develop a

metric space. This implies that question 2 is also negative.

Unless the IPv4 network is employing Mobile IP infrastructure [22], the IPv4 network

architecture does not track IP addresses throughout the network. DHCP servers do

maintain a lease of the IP addresses, but these are considered for internal use only. The

information about changes of IP addresses are not maintained for the network further

hindering their use to locate nodes. There has been a lot of research into locating IP

addresses into our physical realm via geolocation algorithms such as [56]. This location

capability is unfortunately misguided. One thing is to know where on the planet a IP

address is being used and another is to know where in the IP address graph a node is

attached. It could well be that these two location are in fact mapped in a one to one

fashion. However, in the current IPv4 network architecture this mapping cannot be used.

Without being able to have information about where in the graph a node is located,

it is useless to know where on the planet the node is located because this information

cannot be used in routing. Remember that routing, according to the Saltzer structure,

is done directly on the node names. In any case, if the IPv4 network uses Mobile IP
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infrastructure question 3 can be answered positively. Without the use of Mobile IP, the

question is answered negatively.

3 negatively.

3.3 Naming in IPv6 network architectures

Apart from the size of the namespace for IPv6, which is enlarged to 128 bits, there is not

much difference in how naming in an IPv6 network differs from how naming is realized

in an IPv4 network. This means that the conclusions from Section 3.2 regarding IPv4

network architectures functions apply for IPv6 network architectures. One cannot rule

out that future amendments of the IP network architectures may require a more thorough

investigation into this particular topic and may yield different conclusions.

3.4 Naming in ICN architectures

The ICN name space is unbounded, unmanaged and currently has no real limitations

in length or structure. The ICN names don’t really identify applications of any sort,

they identify specific unique information. Confusingly, ICN names are also heavily used

in deciding through which interfaces Interest and Data PDUs are transmitted through.

Using the descriptions of Section 2.3, since ICN names are used as location independent

identifiers for what the requester wants, this can be thought of as a service name. The

interface name is a local identifier. The point of attachment layer is left to network

interface technologies, such as the IEEE 802 naming standard. In most ICN specifications,

even the point of attachment name is made unnecessary as point-to-point connections are

thought to become the most common among ICN CRs. The point of attachment name

is included in the mapping as these are usually burned into the network interfaces and

could be of use should the basic ICN architecture be modified.

Taking these points into account, one can map Saltzer’s concepts to the ICN architec-



38

ture as shown in the Figure 3.2. Please note that to explain the concept, MAC addresses

are used as the point of attachment name in the figure because most computer users

have experience with these names. There is no limitation in ICN to the network interface

technologies that can be used.

Figure 3.2: Mapping Saltzer’s concepts to the ICN architectures

When Saltzer’s binding services are mapped to the ICN architecture, the results are

curious. In this document ICN names are viewed as service names. If that is the case, as

shown in Figure 3.2, the node name space does not exist in the architecture. This would

make the Directory binding service non-existent. On the other hand, forwarding, which

is essentially finding the next hop in the network and also the definition of the Route

binding service can be initially thought of belonging to the the FIB. However, when Data

packets are returning, the route back is constructed by the PIT. In both cases, the FIB

and PIT search for ICN names and return interfaces, which are local ports that connect

to the point of attachment layer. This would make the FIB and PIT be Path binding

services, the FIB only for Interest packets and the PIT only for Data packets. If the

interpretation of the ICN architecture components is correct, the ICN architecture only

has a Path binding service.

Since point of attachment names have the smallest scope, there is no easy inherent
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way to maintain track of where nodes have moved. This might explain why loss-less

mobility and specifically provider side mobility is complicated in ICN architectures. The

addition of node names would undoubtedly complicate the whole ICN architecture but

would probably make it easy to maintain the bindings for mobile nodes be they users or

providers. The introduction of node names might also be easier and cleaner than some of

the proposals for mobile node tracking like [50].

Another result from applying Saltzer’s concepts to the ICN architecture has very little

to do with the resulting figure and more to do with the namespace chosen for ICN names.

If routing is done with only this information on a unmanaged, unbounded namespace

with no limitations, the ICN FIB would grow exceedingly fast. From Saltzer’s concepts,

it is clear that the layer must be managed so that the ICN names can be aggregatable in

some form. If these aggregatable managed ICN names were to be used, the FIB would

not increase in size dramatically over time. A drawback would be that the name space

would not be as limitless as it is currently being defined.

The questionnaire developed in Section 2.4 is answered for the forwarding strategies

presented in Section 2.5.1. From the main ICN explanation in Section 2.5 it is known

that there is no naming structure for ICN names and that there is no defined distance be-

tween two particular names. Hence all forwarding strategies that use ICN names without

modifications, question 1 is a negative. This applies for Flooding, Smart Flooding (SF)

and Smart Flooding with MAP-Me enhancements (SF MM).

Section 2.5 also states that in the ICN architecture, the mapping of ICN names, the

figure F of the place specification relation, is done to interfaces, the ground G. These

interfaces are normally labeled to identify them. Even if the naming of interfaces used

numbers, which would satisfy the metric space definition, the scope of the naming would

be local to a particular node. This means that for all forwarding strategies that use the

ICN name to interface mapping without modifications, question 2 is a negative. This

applies to Flooding, SF and SF MM.

SF has the NACK PDU to avoid attempts to forward PDUs via interfaces through
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which there is historical information that suggests that a particular ICN name will not be

found. Since NACK PDUs update the FIB over time, there is an update of the location

of ICN names over time in SF. For SF, question 3 is therefore positive. SF MM attempts

to speed up the update of ICN name to interface mapping by ensuring certain interfaces

have a green state for future Interest PDUs. In the update, only the prefix of all the

ICN names provided by the producer are updated, pointing all matching ICN names to

one given interface, possibly undoing the work done by the SF’s NACK PDUs. Due to

this conflicting update question 3 is only partially satisfied. For Flooding, the system

promotes itself as the simplest possible system, so it doesn’t save any information over

time, answering question 3 negatively.

The ICN naming scheme presented is not the only interpretation of ICN naming

available. In [38], another interpretation of Saltzer’s work for the ICN naming structure

is presented. This interpretation does not include Day’s modifications and the work does

not go into any detail about the binary relator for place specification or the properties

required for names for ICN to be able to leverage the names in a useful manner.



Chapter 4

Named Node Network Architecture

(3NA)

The 3NA was proposed to handle seamless mobility by leveraging the use of network

component names. The foundation of the 3NA architecture is the ICN architecture as

described in [36] and [23]. Mobility is an inherent part of the 3NA architecture and is not

treated as a service. Utilizing mechanism PDUs, all 3NA nodes are designed to have the

same network components and capabilities. This was done to make network expansion

relatively easy. The ICN namespace is not overloaded, but is slightly modified in Section

4.7 to deal with push producer scenarios. Two new managed namespaces are included in

the network architecture. These namespaces provide support for mobility. Section 4.1 will

detail the namespaces used in 3NA. Section 4.2 describes the modifications and additions

made to the ICN structures. All the mechanisms and data transmission PDUs introduced

in 3NA are detailed in Section 4.3. As 3NA is a ICN inspired network architecture,

the forwarding strategies that have been implemented are described in Section 4.4. How

3NA integrates mobility is explained in Section 4.5. Due to number of mechanism PDUs

involved in mobility, a simple example of mobility is offered in Section 4.5. The knowledge

acquired in Section 2.3 and Section 2.4 is then applied to 3NA in order to determine

improvements to support other mobility use-cases. The details of the improvements are
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described in Section 4.7.

4.1 Namespaces

Section 3.4 showed that two fundamental namespace were lacking in ICN architectures,

the namespace that names nodes and the namespace that names points of attachment.

These namespaces were added to 3NA.

Nodes that belong to the 3NA network are uniquely labeled from the first additional

namespace. 3N name is the label given to names from this namespace. The 3N namespace

has a single multi-level structure which aims to be a metrizable topological space [6] [5].

Assignation of names from this namespace is heavily managed by the network by the use

of mechanism PDUs (see Section 4.3.1). The management ensures that the namespace can

maintain topological properties even if the nodes in the network increase. The topological

properties will be discussed in greater detail in Section 4.7. The strict assignation of 3N

names also permits the names to be aggregated within the structures that require the

naming information. As was expressed in [?], such strict rule based naming shows promise

in improving PDU forwarding. The uniqueness of 3N names is limited to the size of the

network being built.

The Point of Attachments (PoAs) used by a node to engage with the desired network

are labeld from the second additional namespace called the PoA namespace. The names-

pace is composed of names usually used to identify interfaces. The uniqueness of PoA

names is limited to the nodes that co-exist on a shared communication medium. EUI-48

and EUI-64, are examples of names that are included in this namespace.

The ICN namespace that labels information within an ICN network was left unmod-

ified. For this document, the NDN architecture’s format described in [36] is followed for

the names. The common label for names belonging to the ICN namespace are ICN names.



43

Figure 4.1: 3NA namespaces and mappings

4.1.1 Namespace mappings

As was described in Section 2.3, the bindings between namespaces is important. The

bindings for the 3NA and the usage of 3N names are shown in Figure 4.1. There is a one

to many mapping of 3N names to PoA names via the NNST. One 3N name maps to the

newest 3N name used in the network via the NNPT. The initial network naming scheme

avoids creating a direct map between ICN names and 3N names. Ingress interfaces along

with 3N names are aggregated in the 3NA PIT after seeing Interest PDUs from 3NA

enabled applications. This results in a one ICN name to many interface and 3N name

mapping. The FIB was extended to permit the storing of 3N names, but the functionality

was not used, meaning that there is only a one ICN name to many interface mapping.

This is unmodified from the common ICN architecture naming scheme.

Additional information about the structures mentioned here can be found in Section

4.2.

4.1.2 Naming in 3NA

The questionnaire detailed in Section 2.4 is answered for 3NA’s initial proposal [1] [2].

As was briefly described in 4.1, 3NA goes out of its way to not map ICN names to 3N

names. This was an intentional choice as at the time the purpose was to convince more

people that including a namespace for the nodes was worth the effort. As the questionnaire

was developed, this initial effort seemed to be problematic, since the lack of mapping made
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question 2 be negative. However, the node name space was initially thought to maintain a

metrizable topological name space it is possible to give an intermediate rating to question

2.

The ICN namespace in the original 3NA proposal was not modified. As in the normal

ICN architecture, this meant that ICN names could be considered services, and thus the

figure F to look for in the network. Just as in the ICN architecture, the mapping for ICN

names was limited to interfaces. The ICN names themselves didn’t follow any naming

scheme, making question 1 also negative.

The inclusion of the Node Name Pair Table (NNPT, see Section 4.2), permitted the

mapping of 3N names to 3N names. Under the ideas detailed in Section 2.2.2, such a

mapping within the same search domain is possible for place specification, particularly

if the mappings are maintained over time. As will be explained in Section 4.3.1, the

mechanism PDUs ensure that the mappings are maintained, leading to the questionnaire’s

question 3 to be answered positively.

3NA does not originally modify the ICN names, so using the information from Section

2.4, it is known that question 1 has the same result as the ICN architecture. 3NA in it’s

current state attempts to keep the names given to nodes in a strict topological manner,

meaning that 2 could be positive due to the 3N names having that structure. However,

without the mapping from ICN names to 3N names, the answer to question 2 cannot be

positive. The question is given a △, or intermediate response to this question. Due to all

the mechanism PDUs being used, in particular the INF PDU, the network is keeping track

of 3N names over time. This means that the network would answer question 3 positively.

4.2 Structures

The PIT and FIB which are common components of the ICN architecture were modified

for 3NA. These were extended to keep 3N name information as is shown in Figure 4.2 for

the 3NA PIT and Figure 4.3 for the 3NA FIB. The modification of the 3NA PIT allows
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the additional aggregation of 3N name information. The 3N names are stored alongside

the ingressed interface for the Interest PDU. This modification allows communication to

nodes with 3N names by encapsulating ICN PDUs in DO PDUs. Although not initially

utilized, the 3NA FIB was also modified to allow the storing of 3N names.

3NA also has two additional structures that handle the additional Node Name names-

pace and the Point of Attachment namespace.

Figure 4.2: 3NA PIT

Figure 4.3: 3NA FIB

The first additional structure was the Node Name Signature Table (NNST). The bind-

ing of 3N names to many PoA names is maintained in this structure. Neighboring nodes

can be directly contacted using the information in this structure. A diagram of the NNST

can be seen in Figure 4.4. The second additional structure was the Node Name Pair Ta-

Figure 4.4: 3NA NNST

ble (NNPT). The binding of an old 3N name to a new 3N name is maintained in this

structure. This mapping is utilized in verifying whether a particular node with a specific

3N name has seen movement within the network. The NNPT was created to deal with

network flows with long Round Trip Times (RTTs). A diagram of the NNPT can be seen

in 4.5.

The main use for Interest PDUs, Data PDUs and interfaces within 3NA structures

are not changed in order to maintain interoperability with common ICN architecture
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Figure 4.5: 3NA NNPT

implementations. The way CSs are used in 3NA does not differ from the way they

are utilized in the common ICN architecture [1]. All nodes that can operate in 3NA

have the structures detailed in this section. Due to 3NA nodes maintaining the same

columns of information as in a normal ICN implementation, 3NA capable nodes can

handle communications with nodes only capable of transmitting with Interest and Data

PDUs.

4.3 PDUs

With the addition of new namespaces and structures, it was necessary to create new

PDUs to leverage the newly available network information. PDUs were separated into

data transmission PDUs and mechanism PDUs. The purpose was to completely separate

the PDUs that transmit information between applications in the network (data trans-

mission PDUs), from the PDUs that directly modify the operation of the network layer

(mechanism PDUs). All the PDUs function with timers to determine the nodes protocol

machine state. This design attempts to minimize PDU exchanges [53].

4.3.1 Mechanism PDUs

In 3NA, the network layer can be modified by interacting nodes to optimize operations

between them. Mechanism PDUs are the way that these modifications can be realized.

During this research the requirements for network layer modification were related to the

3N names in use by the network. Of particular interest were the procedures for enrollment,

dis-enrollment and re-enrollment of nodes into the 3NA network. As a design principal,

there was a need to be able to have simple debugging for the procedures, which is why
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Table 4.1: Mechanism PDUs defined in the 3N Architecture

PDU Description

INF
This PDU is utilized to inform neighboring nodes

about 3N name changes
EN Begins the enrollment of a node into a 3NA network
OEN Enrolling nodes are offered 3N names in this PDU

AEN
Enrolling nodes acknowledge the acceptance of an offered

3N name using this PDU

REN
A re-enrolling node uses this PDU to connect to a 3NA
network. The node must already have a valid 3N name

DEN Nodes wishing to dis-enroll from a 3NA network utilize this PDU

ADEN
Dis-enrolling nodes receive this PDU from ONNs to

acknowledge their dis-enrollment

the created mechanism PDUs, described in Table 4.1, have singular uses. Since these

mechanism PDUs are related to 3N names, all the PDUs enable actions on the NNST

and NNPT. As it is not easy to picture the usage of the mechanism PDUs with only their

description, later examples are based on the network graph shown in Figure 4.6.

(1.2) (1)

(1.0) (1.1)

(1.0.0)

Content Router
Producer 

Wireless capable
Content Router

X 

Mobile device
Consumer 

Wireless capable
Content Router

Y 

Content Router
Z 

Figure 4.6: Example 3NA network
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All data transmission in 3NA is enabled by 3N names. The usage of 3N names implies

being able to obtain a 3N name. Nodes wishing to use a 3N names must solicit one from

the network. This process is called enrollment. A node can be part of 3NA without a 3N

name, but in those cases the node will be treated like an ordinary ICN capable node.

Utilizing an EN PDU, any node that has a PoA name and is connected to a physical

medium that leads to a 3NA network, can obtain a 3N name. The enrolling node, the

node that transmits an EN PDU, is called a Soliciting Node (SN). As it is possible for a

node to have many PoAs on many physical mediums, the specification for the EN PDU

requires the PDU to be sent containing all the SN’s available PoA names.

When an EN PDU is received by a Offering Node (ONN), a verification is executed

on the ONN’s NNST for the PoA name present in the EN PDU. ONNs are capable of

functioning without having a 3N name. However, in order to generate a 3N name when

receiving a EN PDU, the ONN must have enrolled to the network at some point in time.

The generation of the 3N name at the ONN attempts to maintain the properties desired

by the network for the 3N namespace. The generated 3N name is created along with a

lease. The 3N name along with the lease information is transmitted back to the SN in

an OEN PDU as an offer. When the OEN PDU is received by the SN, if no issue is

found with the 3N name or the lease, the SN can use the 3N name for any future data

transmission. In response to the successful use of the 3N name in a OEN PDU, the ONN

receives a AEN PDU from the SN, acknowledging the SN’s successful enrollment. The

arrival of a correct AEN PDU signals to the ONN that the whole enrollment procedure

has been successfully finalized. The ONN must then update its corresponding NNST

entries to reflect the new information.

Steps 1 to 3 in Figure 4.7 show an enrollment example.

In 3NA, changing the point of attachment to the network is handled by two different

procedures. Assuming that a successful enrollment has taken place, the first procedure

is a dis-enrollment. Once dis-enrolled and having selected the next point of attachment

to use, the re-enrollment procedure can commence. Nodes that want to change point of
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Figure 4.7: Example of Enrollment and Dis-enrollment in 3NA

attachment are called Mobile Nodes (MNN).

Dis-enrollment is begun by having the MNN send a DEN PDU with the currently

used 3N name to the ONN that initially offered the MNN the 3N name. If PDU buffering

is enabled, all nodes that receive the DEN PDU can buffer PDUs that are destined to

MNN’s 3N name. This buffering is done in an attempt to deliver PDUs that the MNN

might be waiting for after its re-enrollment to the 3NA network. This option can be used

to minimize overall response delay and application goodput. The ONN that receives the

DEN PDU can also choose to forward the DEN PDU to its own parents in the network

graph. The 3N namespace’s topological properties help to easily determine parents. The

ONN also acknowledges the dis-enrollment by transmitting an ADEN PDU to the MNN.

With the ADEN PDU, the MNN is aware that all network procedures have successfully

finalized and the change of point of attachment or re-enrollment can be initiated.

Steps A to C in Figure 4.7 show an example of dis-enrollment example.

To commence re-enrollment, the MNN attaches its 3N name and its available PoA

names to a REN PDU which it transmits to the newly selected ONN. This 3N name is

called the Old 3N name (O3N). The ONN receives the REN PDU and checks its NNST

for matches to the information contained in the REN PDU. An OEN PDU with a new

3N name, called the new 3N name (N3N), is generated on the ONN if no match is found.

This OEN PDU is then transmitted to the MNN. When the MNN receives the OEN PDU,

much like in enrollment, the MNN starts using the N3N. The O3N is maintained by the
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MNN until its original lease is expired. The MNN, like in enrollment, acknowledges the

offer in an AEN PDU. The ONN receives the AEN PDU, integrating the 3N name to PoA

mappings in the NNST. Different from the EN PDU process, the AEN PDU after a REN

PDU triggers the creation of an NNPT entry, linking the O3N to the N3N. The ONN also

creates a INF PDU containing the same information as the newly created NNPT entry to

transmit all the way to the topological parent of the O3N. On each node that receives the

INF PDU using each node’s NNST to get the the ONN that generated the O3N, a NNPT

entry is created, linking the O3N to the N3N. If the node has previously received a DEN

PDU for O3N, the PDU buffer is retrieved and all PDUs are rewritten and redirected to

the N3N. Once the INF PDU reaches the previous ONN and parent of the O3N, the ONN

deletes the O3N related NNST entry, completing the re-enrollment.

Any node with an updated NNPT that sees PDUs using O3N as a destination, will

redirect the PDUs to N3N. The redirection of PDUs using the latest available information

can lower the number of PDUs sent to erroneous destinations.

Figure 4.8 shows a re-enrollment example.

Figure 4.8: 3NA Re-enrollment flow
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4.3.2 Data Transmission PDUs

Table 4.2: Data Transmission PDUs defined in the 3N Architecture

PDU Description
SO Uses 3N name to indicate source node
DO Uses 3N name to indicate destination node
DU Uses 3N names to indicate both source and destination node

Data transmission is seen as a completely separate network action in the 3NA, needing

a specifically designed set of PDUs which are described in Table 4.2. The use of data

transmission PDUs improves forwarding by leveraging the 3N namespace. The design

of 3NA PDUs enables the interoperability of normal ICN nodes with 3NA nodes. The

successful enrollment to a 3NA enabled network, or having received a SO PDU with 3N

name information from another node enables the use of 3NA data transmission PDUs.

SO PDUs can only be generated by 3NA enrolled nodes, as the PDU’s creation requires a

3N name. However, any 3NA node, whether or not it has enrolled, can forward SO PDUs

or DO PDUs. In particular DO PDUs can be generated by non-enrolled 3NA nodes if

they have seen SO PDUs, as the 3N name information is aggregated in the 3NA PIT.

Upon receiving a SO PDU, a 3NA capable node checks if an Interest PDU or a Data

PDU is encapsulated. On finding an Interest PDU, the PIT is searched for a corresponding

PIT entry for the PDUs ICN name. If no entry is found, a new entry is created and the

SO PDU’s information is aggregated. If an entry is found then the SO PDU’s information

is aggregated. In 3NA, the information aggregated is the ingress interface and the SO

PDU’s 3N name. When using a simple ICN forwarding strategy, the FIB is queried to

find the next interface through which to forward the PDU.

On the other hand, if a Data PDU is encapsulated, the SO PDU can only be forwarded

utilizing the information available in the 3NA PIT related to the ICN name in the Data

PDU. If the retrieved information contains 3N names, these names are extracted and

the NNPT is checked for updates to the original aggregated 3N names. Here, the 3NA

capable node can choose to generate DO PDUs to satisfy pending Interests by leveraging
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the NNST to forward the resulting PDU. After forwarding all the DO PDUs, should any

interface in the PIT entry not be satisfied, the original SO PDU is forwarded to these

interfaces.

If the 3NA PIT’s entry only contains interface related information, then the standard

ICN Data PDU forwarding procedure is followed.

When SO PDUs are received by 3NA capable nodes, the SO PDU’s 3N name can be

used to create DO PDUs. If the NNST and NNPT are maintained over time, the DO

PDUs will arrive to the destination 3N name.

A detailed diagram of the SO PDU flow for ICN PDUs is shown in 4.9.
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Figure 4.9: SO PDU flow for ICN PDUs

When a DO PDU reaches a 3NA capable node, if it contains an encapsulated Interest
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PDU, the DO PDU’s 3N name is verified against the NNPT for possible updates. Should

updates exist, the DO PDU’s 3N name is replaced and the NNST is queried to forward

to the new destination. The Interest PDU generates a 3NA PIT entry for its ICN name

to avoid future unnecessary propagations. On finding an encapsulated Data PDU, the

3NA PIT entries are checked. If 3N names are aggregated to the corresponding 3NA PIT

entry, those 3N names are verified against the NNPT for updated 3N names. The resulting

3N names are utilized to generate DO PDUs which are then forwarded by consulting the

NNST. The original DO PDU is forwarded utilizing information from the NNST related to

the DO PDU’s 3N name, even if there is no related PIT information. Once the forwarding

has completed, the standard Data PDU’s ICN name check against the CS is executed and

the information is saved if it doesn’t exist. A detailed diagram of the DO PDU flow for

ICN PDUs is shown in 4.10.

When utilizing only SO and DO PDUs, if both consumer and producer are mobile,

then both applications need to begin their communications using SO PDUs. The receiving

side would then return the encapsulated ICN PDUs using DO PDUs with the 3N names

contained in the SO PDUs. However, with any 3N name change both parties would need

to wait for 3N name updates that would arrive in the next SO PDU. Particularly if the

movement speed is fast, there might be a delay in receiving the latest 3N name in use. In

order to reduce this delay, the 3N name changes have to be propagated quicker, allowing

for PDU redirection to be utilized. In many network architectures, PDUs that contain

both source and destination information are common. This type of data transmission

PDU for the 3NA is created and called DU. A detailed diagram of the DU PDU flow for

ICN PDUs is shown in 4.11.

The DU PDU is especially useful when one application wishes to notify the other

application that the communication is mobile. Since the DU PDU could be generated

by nodes with 3N names, DU PDU generation is limited to the mobile points of the

communication for this document.

The use of SO PDUs from the consumer to get DO PDUs is named 3NC communica-
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tion. The use of SO PDUs from the producer to make consumers use DO PDUs is named

3NP communication. When both consumers and producers end up using DU PDUs, then

it is called 3ND communication.

4.4 Forwarding strategies

3NA relies on SF to forward Interest PDUs. Compared to a pure ICN, the 3NA gives

all nodes participating in the network a 3N name, permitting the aggregation of those

3N names within the PIT. When a Data PDU is sent, a 3NA node will search the 3NA

PIT entry trigger for aggregated 3N names. Before the 3N name is used in the delivery

of a Data PDU, a check in the NNPT is performed to make sure that the 3N name being

used is the newest available 3N name. The NNST is then used to Figure out which path

to for the forwarding process by comparing the destination 3N name with the PoA to

3N mapping maintained in the structure. This search results in a PoA name and an

associated interface that would best fit the requirements. The use of 3N names in the

Data PDU means that in 3NA, one is routing directly on the 3N names and can leverage

the mathematical properties of the namespace. The resulting forwarding strategy is called

Smart Forwarding with 3N names.

4.5 Mobility

The descriptions of the mechanism PDUs in Section 4.3.1 and of the data transmission

PDUs in Section 4.3.2, leave clear that mobility in 3NA depends on the mobile nodes

enrolling, de-enrolling and re-enrolling to obtain and update their 3N names. Without

correctly finalizing the mechanism PDU procedures, the network cannot guarantee mo-

bility.

The procedures for 3NA network integration are designed using timers, following the

protocol design of Delta-t [53]. If the timeout of the 3 main mechanisms are set in
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an adequate fashion, it is not complicated for communication to suffer a complete loss.

This permits 3NA mobility to be initiated and finalized by the mobile nodes themselves.

Permitting the mobile nodes signal to the network their movement is extremely important

since it allows the network to react to node movement only when it is necessary. It also

puts the burden on the mobile node to signal the necessary information for its seamless

mobility, as it is only the mobile node that knows what the user intends to do.

Once the network integration procedures are successful, the updated namespace map-

pings provide the network connections with indirection. When data transmission PDUs

with destination 3N names are seen in a DO or a DU by a node, the NNPT, described in

Section 4.2, is verified to check whether the PDU’s destination has to be modified. Due

to the header of the data transmission PDUs being completely decoupled from the ICN

PDUs, should the 3NA related information be modified, there will be no effect on the

ICN related information. Once modified, the PDU has a higher probability of reaching

the intended location. This is because PDUs, even those en route, will not need to get all

the way to the initial ONN before being redirected to the correct location by intermediate

nodes with updated NNPT information.

One key feature of 3NA is that mobility is not considered a service within the network

architecture. The signaling provided by the INF mechanism PDU is only considered for

network flows with long Round Trip Times (RTTs), but mobility can work just as well

without out. Mobility comes from naming the nodes in a orderly and managed fashion.

The mechanism PDUs that enable enrollment, dis-enrollment and re-enrollment can be

handled by any node that is part of 3NA, because a network is a distributed system that

requires the cooperation of all nodes that wish to be part of the network. This means

that there is no specialized server to implement in a 3NA network.

A brief example of the flow of mechanism and data PDUs when mobility takes place

is described in Section 4.6.
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4.6 Mechanism and data transmission example

This explanation refers to Figure 4.6. At the beginning of the scenario, X has 3N name

(1.0), Y has (1.1) and Z has (1). The NNST tables of all nodes contain the neighboring

node’s PoA to 3N name mappings.

When in range of ONN X’s wireless connection, the mobile device can enroll and

be offered the 3N name (1.0.0). After the mobile device receives the offer for (1.0.0),

the node can encapsulate all ICN PDUs in SO PDUs from that point onwards. Under

normal circumstances when the mobile device sends a SO PDU with the 3N name (1.0.0)

containing a Interest PDU, the PDU would be transmitted to node X using the 3N name

(1.0). Upon X receiving the SO PDU, the node would aggregate the ingress interface

and the 3N name (1.0.0) in its PIT after creating an entry related to the Interest PDU’s

ICN name. The Interest PDU’s ICN name would be searched in the CS and FIB. As no

information is available in the CS or FIB, the PDU would eventually be forwarded to node

(1). A similar process would occur in every node until the PDU reaches the producer.

On the node with 3N name (1.0.0) on which the producer is executing, information

obtained from the SO PDU, can be used to create an DO PDU. The producer can also

create a DU PDU, if it wants to include its own 3N name (1.2) information. In either

case, the resulting Data PDU for the request in the Interest PDU is encapsulated in

the utilized 3NA data transmission PDU. The PIT-based ICN PDU forwarding specified

in [23] is followed for 3NA. The moment when this procedure is not followed is when the

mobile device changes its network point of attachment.

When the mobile device decides, for whatever reason, to change its point of attachment

to the wired network by selecting ONN node Y, the dis-enroll procedure is initialized by the

mobile device. If DEN mechanism PDUs in the dis-enroll procedure are being used with

the PDU buffer creation option turned on, a PDU buffer is created for the mobile device’s

3N name, (1.0.0), on ONN node X. As node Z with 3N name (1) is the parent of node

Y with 3N name (1.0), the DEN mechanism PDU is forwarded to node Z where a PDU
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buffer for (1.0.0) is also installed. Upon confirmation of a successful dis-enroll from ONN

node X, the re-enroll procedure is initiated on ONN node Y. An offer for (1.1.0) is received

by the mobile device. An INF PDU is sent to ONN node X from ONN node Y utilizing

the paths connected to node Z once the re-enrollment procedure is completed. When the

nodes see and INF PDU, their NNPTs are updated, leaving a mapping from (1.0.0) to

(1.1.0) and at the same time emptying possible buffers created by DEN mechanism PDUs.

If for whatever reason, the producer does not become aware of the 3N name update

of the mobile device, the producer may continue using the old 3N name (1.0.0). Since

PIT-based forwarding is still available on all nodes, the producer could even opt to not

send the related Data PDUs encapsulated in 3NA data transmission PDUs. For this case,

the 3N names aggregated in the PIT of intermediate nodes would be used to deliver the

Data PDU to the mobile node. In any case, the node that receives the PDU will verify

the 3N name to be used against the NNPT. Since the NNPT was updated, the PDU

destination would be rewritten and redirected to the mobile device utilizing 3N name

(1.1.0). This quick redirection would minimize delay, PDU loss and increase application

goodput. Although the use of intermediate NNPT tables would maintain the delivery

of PDUs, it is expected that the producer would at some point obtain an Interest PDU

encapsulated in a SO or DU PDU containing the mobile device’s new 3N name. When

the producer obtains this information, the process detailed above would begin once again

until another re-enrollment related event occurred.

4.7 Improvements derived from the developed ques-

tionnaire

Section 3.4 has shown that question 1 and question 2 from Section 2.4 are answered neg-

atively in the case of the original ICN architecture. Therefore modifications are proposed

that permit an ICN architecture to answer to question 1 positively as detailed in Section
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4.7.1. The previous modifications can be leveraged to answer question 1 positively, by

integrating these to 3NA to be able to answer positively to question 2. The details of

the integration with 3NA are detailed in Section 4.7.2. Table 4.3 summarizes the ques-

tionnaire results for all the forwarding strategies and networks utilized in this article.

Table 4.3: Questionnaire evaluation results for ICN forwarding strategies

Strategy Question 1 Question 2 Question 3
Flooding × × ×

SF × × ⃝
SF MM × × △

SF MM PR ⃝ × ⃝
SF 3NC × △ ⃝
SF 3NP × △ ⃝
SF 3ND × △ ⃝

SF MM PR 3N ⃝ ⃝ ⃝
⃝ = Satisfied, △ = Partially satisfied, × = Unsatisfied

4.7.1 Smart Flooding with MAP-Me and Part Routing (SF MM

PR)

Aggregation of ICN names is extremely important for PIT and FIB memory usage. For

ICN names to be highly aggregatable, the names are suggested to have a hierarchical

format. Knowing this, one can strengthen the ICN naming rules to create a tree structure.

∅ would be the root of the tree and the beginning point for the construction of any ICN

name. Each edge would add a ‘/’ to the final name when traversed. This article does not

limit the valid strings for vertices in the ICN name graph. A complete ICN name graph

is shown in Figure 4.12. It is known from graph theory that one can define in graphs a

distance d(u, v), with u and v being graph vertices and the distance being defined as the

minimum number of edges needed to be traversed to get from vertex u to v. Defining a

distance, as was explained in Section 2.4, permits the definition of a metric space over

the graph to which u and v belong.
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Figure 4.12: A graph for ICN names

Figure 4.12 shows that ICN names can be easily mapped to a graph with the above

procedure. However, as was also mentioned in Section 2.4, the information mapped to an

ICN name would be divided into chunks in order to transmit the information across the

network. This means that the ICN name search, although important, is not as important

as finding the chunks to which an ICN name responds to. Adding a numbered label to

the chunks to identify them is a simple procedure. These identified and related chunks

of data to an ICN name are called Parts. Having labeled Parts with sequential numbers

permits the assignation of the one-dimensional Euclidean distance on the space. This

permits the definition of ‘≥’ and ‘<’. These definitions can be later utilized to aggregate

the Parts present in a CS by defining intervals.

MAP-Me enhancements can easily make use of this new information. The MAP-

Me-IU, before being transmitted by the producer, would create a new field to add the

next ICN name Part pj which would be transmitted to the wired network. The use of

the MAP-Me-IU with this information would pass the ingress interface to a green state

for only the Parts that satisfied ≥ pj. This modification of MAP-Me-UI is called Part

Routing (PR). SF MM PR is the abbreviated forwarding strategy when Smart-Flooding,

MAP-Me enhancements and Part Routing are used together. The use of this forwarding

strategy would respond to question 1 and 3 positively.
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4.7.2 Smart Flooding with MAP-Me, Part Routing and 3N

names (SF MM PR 3N)

3NA, as defined in Section 4.1.1, does not map ICN names to 3N names. Utilizing the

3NA as is, would also return a negative answer for question 2. However, 3NA also at-

tempts to have the names used by node when enrolling into the network meet topological

requirements. Although having every ICN name have a defined ground could be a labo-

rious task, leveraging 3NA to define a ground is a positive step forwards. Figure 4.13

displays an interpretation of the graph to describe 3N name construction. In the graph,

each vertex is labeled with a number. A ‘.’ is added to the final name each time an edge

is traversed. Using the same logic as the tree graph built in Section 4.7.1, one can define

the graph distance metric. This allows the 3N namespace to be considered a metric space.

Figure 4.13: A graph for 3N names

Mapping every ICN name to a 3N name could become an endless task. One can reduce

the burden by taking advantage of the changes to the ICN namespace in Section 4.7.1.

Using this approach, ICN names can be aggregated by the ‘/’ name construction and by

the use of Part intervals. Part intervals would then be mapped to 3N names in order to

ease the number of Parts that would have to be managed in the PIT and FIB.

The same as in Section 4.7.1, the MAP-Me-IU can be used to update FIB information.

In this scenario, the MAP-ME-IU would additionally map a ICN Part interval directly to

a 3N name.

One very important difference in 3N name utilization has to be considered. To satisfy
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question 2, 3N names must belong to a single namespace to which all ICN name can be

mapped. Due to the constant changing of 3N names for mobile devices, the implication is

that ICN names should map to 3N names that have a large lifespan within the network.

In the particular case of push producers, it is better for the MAP-Me-IU PDU to use the

3N name not of the producer but of the node to which the producer is connected. In

this article, the discussion is centered around this type of 3N name usage for MAP-Me-IU

PDUs. The definition of place specification described in Section 2.2 is satisfied when

mapping a Parts interval to a 3N name. Due to 3N names being able to be described in a

tree graph, the 3N namespace can also be considered a metric space. With the mapping

established, question 2 can be answered positively.

Of particular interest is that as long as mobile nodes use all the mechanism PDUs

correctly, then PDUs utilizing 3N names have a higher chance of arriving at their desired

destinations. This is an advantage of using 3N names, particularly when forwarding Data

PDUs. This is because the transmission of Data PDUs when using 3N names is not

limited to the ingress interface data available in the PIT. 3NA also keeps the NNPT up

to date, which can be used to redirect PDUs to their final destinations.

SF MM PR 3N is the abbreviation used when Smart-Flooding, MAP-Me enhance-

ment and Part Routing are used with ICN names being mapped to 3N names. The

mapping is maintained with the update mechanisms available in 3NA and leveraged in all

3NA structures. Under this configuration, the forwarding strategy can answer the whole

questionnaire positively.



Chapter 5

Evaluation

The results of the network naming evaluations in chapter 3 gave insight into what im-

provements could be made to the network architectures to improve network naming.

Additionally, to be able to evaluate both sets of forwarding strategies, it was necessary to

create a framework. The framework offered a simple portable way of measuring the in-

tended performance metrics while letting the focus of the research be on network naming.

It is also important to remember that in order to cover the many use cases for commu-

nication in the improved ICN based network architecture, the communication methods

available in 3NA also need to be tested.

Section 5.1 describes the scenario along with the parameters that were common during

our research. Section 5.2 discusses the evaluation of 3NA data transmission PDUs for

mobile producers and mobile producers with mobile consumers. A discussion of the

performance metrics for this evaluation is written within the section. Section 5.3 describes

the evaluation of 3NA for the push producer scenario and the performance metrics utilized.

5.1 Mobility framework

A lot of work has been done to attempt to model network graphs that represent current

networks [31] [54] [44]. One particular interesting attempt is to collect current network
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data by using common network tools to decipher the underlying network graph, resulting

in a collection of representative network graphs to use in simulations [37]. At the lower

scale of networks, such as edge cases, the models and the collections of network graphs

is much smaller and more diverse. Since what required testing in this document was

mostly the naming aspect of networks, no previously made scenario offered the benefits

and flexibility required to test the ideas presented. It became necessary to build a mobility

framework that could be reused in the simulator framework while being flexible enough

for us to be able to compare results without a lot of effort.

The results are the mobility frameworks which were described in [1] and [2].

To assess the impact of using a correct naming structure can have on network mobility,

nnnSIM [30], an implementation of 3NA, which is installed as a module in the ns-3

network simulator framework [35] was leveraged. This mobility framework consists of a

single Autonomous System (AS) Graph of a Network (GN) named the Intra-AS scenario.

This scenario includes 7 wireless access points (WAPs). The wireless access points are

connected in a hierarchy creating a graph that is shown in Figure 5.1. The WAPs are

located 215 meters apart on points that create the perimeter of a regular hexagon. Each

WAP has its own SSID and utilizes the ns-3 framework’s default WiFi implementation1.

ICN CRs are connected via wired connections.

Note that 3NA capabilities derived from using 3N names are only enabled when the

consumer node uses these capabilities. The network nodes obtain 3N names from the

central WAP. When the network utilizes 3NA functions, all 3NA related buffering of

PDUs, particularly during node name changes, network enrollment, dis-enrollment and re-

enrollment, are turned off to be able to compare forwarding strategies. When a consumer

does not use 3NA functionalities, the wired network nodes act as regular ICN CRs. All the

network parameters used in the simulations are summarized in Table 5.1. For simplicity,

there is only one consumer and one producer in the scenario. Both the consumer and

the producer have a single interface to connect to the WAPs. These nodes have no other

1The default setting used are for ns-3.29
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Figure 5.1: Network graph of the mobility framework

interfaces. The producer and consumer cannot cache ICN information as they have no

CSs.

A simplified handover procedure for mobile nodes was chosen. When a node travels

Table 5.1: Common parameters for the mobility framework

Parameter Value
Interest retransmission timeout 50ms

Number of Interest retransmission attempts 4
PIT Entry Timeout 1s

Capacity of the Content Stores 10 million objects
Consumer start time 20s after producer

Lease time for 3N names 300s
Timeout for 3N Buffers 165s

Link delay (wired) 5ms
Bandwidth / Link capacity (wired) 100Mbps
Producer and consumer velocities 1.4, 2.8, 5.6, 7, 8.4, 11.2, 12.6, 14.0 m/s

Video bit rate 2500kbit/s
Generation rate for Interest PDUs 306 PDUs/s

Link properties
(wireless)

Nakagami Propagation
Constant Speed Propagation

Three Log Distance Propagation
Simulation time 1000s
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100 meters, it checks the RSSI signal strength of the neighboring WAPs. The nodes

automatically migrate to the WAP with the best signal at that point in time. When

using 3NA, migration means executing signaling procedures before and after changing

WAP. The whole handover process performs appropriately during the simulation. The

signaling procedures, managed by 3NA mechanism PDUs update the NNST, NNPT and

3N related buffers [1].

Within the simulation, mobile nodes always exhibit a constant velocity. The nodes’

flow creates a hexagon. The hexagon is regular with each side being 230 meters. The

resulting perimeter is shown in Figure 5.1. The cyclical movement of the nodes, permit

the comparison of speed using the different forwarding strategies.

In 2016 the second largest data streaming rate for video on the Internet was 2400kbit/s.

Due to PDU overhead, the rate of PDUs was increased to 2500kbit/s. This value was

used within the framework for the experiments.

5.1.1 Performance analysis

3NA’s overall mobility performance is analyzed from the from the perspective of the con-

sumer. For the mobile producer with mobile consumer, the performance metrics evaluated

are described below.

• Consumer’s mean delay: Quality of Experience (QoE) generally requires a low

overall delay for streamed content.

• Consumer’s mean goodput: Goodput, if correctly defined, is able to summarize

network aspects into one value [12]. For applications that require a constant level of

input for a high QoE, such as video streaming, goodput performance is an interesting

metric because it permits one to know whether the consumer has enough information

to correctly display the information within a given time frame. For the mobility

framework, the goodput percentage is compared to the ideal goodput. The formula
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shown in equation 5.1 is used to calculate this metric.

Goodput =

RX’s received # of
in sequence PDUs× Capacity of PDU payload

Interval of time
(5.1)

• Network timed out Interests to satisfied Consumer Interests ratio: Interest

timeout in ICN means that the network can track a consumer’s request by using

the PIT to remove Interest request that cannot be satisfied after a specified timeout

period. If a forwarding strategy has a low network Interest time outs to satisfied

consumer Interests, it means that a generated Interest is generally locating the

requested Data. This also implies that the consumer does not put a considerable

burden on the whole network by forwarding the Interest via unnecessary interfaces.

5.2 Mobile producer with mobile consumer

3NA offers three different data transmission PDUs. Counting the two ICN methods

described in Section 2.5.1, 3NA has five different ways to establish communication between

two network applications. The communication methods which are of interest for the

mobile producer with mobile consumer scenario are detailed below.

• Flooding: Flooding is the ICN forwarding strategy described in Section 2.5.1.1.

• Smart-Flooding (SF): Implemented in ndnSIM [2], the ICN model for the ns-

3 simulator, this stateful forwarding strategy has been widely used in the ICN

literature. The strategy was also detailed in Section 2.5.1.2.

• Consumer using SOs (SF 3NC): In this communication method the consumer

uses SO PDUs. This allows the producer to return the solicited information in DO

PDUs. Smart Flooding is used for the initial search for the producer.

• Producer using SOs (SF 3NP): In this communication method, the producer

returns any solicited information in SO PDUs. When a consumer obtains the pro-
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ducer’s 3N name from the SO PDU, along with a correct Data PDU, the consumer

can then begin to send Interest PDUs in DO PDUs. Smart Flooding is also used

for the initial search for the producer.

• Producer and consumer using DUs (SF 3ND): In this communication method,

consumers use SO PDUs when transmitting Interest PDUs. This transmits the

consumer’s 3N name to the producer. The producer, also having a 3N name, can

then transmit the corresponding Data PDU in a DU PDU with the producer’s 3N

name. Once an initial DU PDU carrying a correct Data PDU has been received by

the consumer, the consumer can opt to begin using DU PDUs for future Interest

PDUs. Smart Flooding is again used for the initial search for the producer.

This scenario focuses on having the producer and consumer mobile within the mobility

framework described in Section 5.1.

5.3 Mobile push producer with mobile consumer

For this scenario, the producer node is an 3NA enabled edge pushing content node. This

means that the producer has a 3N name and continuously pushes it’s content to the WAP

to which it is connected. The producer does not respond to any requests for content

from the network. The use of a 3N name enables us to push content without having to

modify NDN’s Interest/Data PDU protocol flow as established in [57]. In this scenario,

the consumer moves as described in Section 5.1.

The four communication methods of interest are shown below:

• Flooding: Flooding is the ICN forwarding strategy described in Section 2.5.1.1.

• Smart-Flooding (SF): Section 2.5.1.2 details this stateful forwarding strategy.

2.5.1.2.



70

• Smart Flooding with MAP-Me and Part Routing (SF MM PR): Section

4.7.1 details this forwarding strategy which gives names to ICN name Parts within

a metric space.

• Smart Flooding with MAP-Me, Part Routing and 3N names (SF MM

PR 3N): This is the forwarding strategy detailed in Section 4.7.2 which gives names

to ICN name Parts within a metric space and then maps the Parts intervals to 3N

names.



Chapter 6

Results

Utilizing the mobility framework described in Section 5.1, we focus on producer mobility

when the consumer is mobile as described in Section 5.2. The results for this experiment

is found in Section 6.1. Section 6.2 utilizes the parameters from Section 5.3 for the

experiments and discusses the results. For all scenarios the Flooding forwarding strategy

is separated from the other forwarding strategies in order to have a clear picture of the

absolute worst case scenario.

6.1 Mobile producer with mobile consumer

The mean network delay for Flooding is shown in Figure 6.1. The average delay is under

30 seconds which is extremely poor performance. The delay doesn’t seem to go past 31

seconds, event at the highest node speed, which is interesting, but conveys the uselessness

of finding a mobile produce utilizing only flooding. The mean goodput compared to the

ideal goodput of 2500kbit/s for Flooding is shown in Figure 6.2. The graphs has it’s

best goodput at 8.7% but doesn’t at any point in the experiment pass this value. The

final graph related to Flooding is the ratio of network timed out Interests vs satisfied

consumer Interests and is shown in Figure 6.3. The results are somewhat expected as in

the framework there are only 6 possible paths to take from the center. It is interesting
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to note that the network timed out Interest vs satisfied consumer Interest ratio has it’s

lowest value just above 5 : 1 when the nodes are moving at 4.2m/s. It is clear from the

results that the Flooding strategy is not suited to connected to a mobile producer within

the same network sector.

10

15

20

25

30

1.4 2.8 4.2 5.6 7.0 8.4 9.8 11.2 12.6 14.0

Speed [m/s]

A
v
g
 D

e
la

y
 [
s
]

Strategies
Flooding

Figure 6.1: Mean network delay for mobile consumer and producer using Flooding for-
warding strategy

The mean network delay for SF, SF MM, SF 3NC, SF 3NP and SF 3ND are shown

in Figure 6.4. These results are mixed. The delay for all forwarding strategies is below

1.5 seconds and is stable for all forwarding strategies regardless of the mobile node speed.

The worst performing forwarding strategy is SF 3NC, followed by SF, SF 3NP, SF MM

and finally SF 3ND. SF 3ND outperforms the SF MM by over 0.3 seconds.

The mean goodput compared to the ideal goodput of 2500kbit/s for the four forward-

ing strategies are shown in Figure 6.5. The results are extremely stable, obtaining similar

mean goodput regardless of the mobile node speed. The most interesting result of this

experiment is that SF, SF MM, SF 3NC and SF 3NP has a goodput that is below 30%

of the ideal, while SF 3ND is above 80%. The order, from worse to best goodput is SF,
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Figure 6.2: Mean goodput percentage of ideal for mobile consumer and producer using
Flooding forwarding strategy
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Figure 6.3: Timed out Interests to satisfied consumer Interests ratio for mobile consumer
and producer using Flooding forwarding strategy
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SF MM, SF 3NC, SF 3NP and SF 3ND. Although there is a clear difference between

the forwarding strategies other than SF 3ND, the difference is minimal. SF 3ND clearly

outperforms all the other forwarding strategies by a large margin.

The ratio of network timed out Interests vs satisfied consumer Interests for the five

forwarding strategies are shown in Figure 6.6. Here SF 3ND outperforms all the other

forwarding strategies by obtaining a stable ratio that is close to 0.1. SF 3NP, is not very

far behind but clearly has a slightly higher network timed out ratio than SF 3ND. SF MM

has a ratio that is always above 2 which increases as the mobile node speed gets higher

to over 3. This forwarding strategy is the only one that sees a worsening of the ratio as

the mobile nodes increase speed. SF 3NC and SF obtain ratios above 4, but stay below

4.6, also showing a slight tendency to worsen as mobile node speed increases.
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Figure 6.4: Mean network delay for consumer for mobile consumer and producer using
forwarding strategies
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6.1.1 Discussion

The information that the consumer is requesting is initially always at the producer. Leav-

ing aside retransmitted PDUs and the cache system present in ICN architectures, this

means that for all intents and purposes, the requested ICN name, our figure F , is at the

node, our ground G. This is true for the producer and is also true for the consumer,

whose application, that has no name in the ICN architecture, is also at a fixed node.

For the communication methods that do not use 3N names, although the G may be the

node, the only identifiable network component is the network interface. This interface is

completely local. The problem here is that, although the interface on the node doesn’t

change because the node only has one interface, the connecting interface to reach the

node’s interface changes whenever the node moves. Both the consumer and the producer

are moving at the same speed, meaning that both the consumer and the producer’s inter-

face connection to the wired network is always changing at the same rate. Without any

other way to redirect PDUs when the producer or the consumer changes the interface to

which their interface connects, a PDU is trapped in the initially created FIB/PIT chain,

ensuring that a lot of PDUs will never reach their intended targets. From a place spec-

ification perspective, what is happening is that the interface, the G, being picked when

heading to the consumer or the producer is always slightly outdated.

In the ICN architecture, the MapMe implementation, described in Section 2.5.2, was

created specifically to update the intermediate interfaces so that the route to the producer

would not be so outdated. This fits in very well with the idea proposed in question 3.

As the results in the previous section show, there is in fact a reduction in delay, and the

network timed-out Interest to consumer satisfied Interest ratio. More importantly, there

is a slight increase in overall throughout, signaling that consumer Interests seem to be

reaching the producer and returning to the consumer in a more efficient manner than

with Flooding of SF. The use of MapMe also decreases the mean network delay and the

network timed-out Interests to consumer satisfied Interest ratio when compared to SF.
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What is interesting, is that the improvement is not higher in our simulations.

The 3N name based communication methods are extremely interesting. SF 3NC, which

attempts to ensure the reachability of the consumer outperforms SF and even SF MM.

This implies that in ICN, there is some benefit to tracking consumers for performance

purposes. There is an understanding that this may be seen as a trade-off, particularly

when anonymity is desired. The results for delay also point to there being an unintended

cost in increased delay as information might have to travel longer, particularly when

taking into account the actions of the DEN and INF mechanism PDUs from Section 4.3.1.

SF 3NP further improves the goodput, and drastically improves the network timed-out

Interests to consumer satisfied Interest ratio with only minor gains to mean delay when

compared to SF. Again the improvement in goodput is not big, bordering 30% of the ideal

goodput, but this result seems to imply that arriving at the mobile producer positively

affects overall overall goodput and delay.

This makes sense when one remembers that any information that is sent to attempt

to satisfy an Interest will be cached within the wired network. However, if the producer

is never reached, then there is no information to be cached or information sent.

SF 3ND far outperforms all the forwarding strategies, having the best performance

of all forwarding strategies tested, regardless of node speeds. What is happening in

this particular scenario is that ICN names are not being used to find the consumer or

the producer, except for the first initial contact. The Interest request is still used and

should the network have that particular ICN name related information available it can

quickly respond to the petition. However, the search for the producer and the consumer

is utilizing the the 3N namespace, a namespace that can be made to fit the definition

of a metric space (Section 4.7.2) and the search for a ICN name and a consumer can be

simplified to what 3N name is the node using. When using SF 3ND for scenarios with

mobile consumers and producers, the questionnaire in fact can be answered positively for

question 1, 2 and 3 because we are completely avoiding the use of the ICN namespace.

Remember that the frames of reference proposed by Levinson (Section 2.2.2) do not limit
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the definition of F and G to be in different namespaces, making this sort of technicality

extremely interesting.

6.2 Mobile push producer with mobile consumer

The mean network delay for Flooding is shown in Figure 6.7. The average delay is

always under 0.5 seconds, which, taking into consideration how Flooding works, does not

seem extremely bad. When one looks at the goodput, it becomes clear that Flooding is

not working as well as it could be. The mean goodput compared to the ideal goodput

of 2500kbit/s for Flooding is shown in Figure 6.8. The graphs has it’s best goodput

at 59% of the ideal with all other results at a lower rate. What is of interest is that

at highest speed tests, Flooding still obtained results above 53% of the ideal. The final

graph related to Flooding is the ratio of network timed out Interests vs satisfied consumer

Interests and is shown in figure 6.9. It should come as no surprise that in order to get

one satisfied PDU, the forwarding mechanisms introduces more than 5 timeouts. Since

Flooding has no memory of where it previously decided, it uses all 6 branches of the

mobility scenario’s hexagon to attempt to search for the producer. Although a goodput

of more than 50% may be acceptable, having all branches of our mobility framework

occupied is unacceptable. Flooding demonstrates that a network naming scheme that

doesn’t follow the questionnaire from 2.4 is completely possible with some trade-offs,

such as higher overall bandwidth usage and a high ratio for timeouts.

The mean network delay for SF, SF MM, SF MM PR and SF MM PR 3N are shown

in Figure 6.10. For these results, there is a clear difference between making a network

naming scheme answer positively to question 1. Although the difference between SF and

SF MM (question 1 = ×) and SF MM PR and SF MM PR 3N (question 1 = ⃝), is

not large before the nodes start moving below 5.6m/s, the delay increases by more than

double afterwards. SF MM PR 3N outperforms all other strategies. The difference in

delay between SF and SF MM is negligible until the nodes start moving faster. The



79

0.350

0.375

0.400

0.425

0.450

1.4 2.8 4.2 5.6 7.0 8.4 9.8 11.2 12.6 14.0

Speed [m/s]

A
v
g
 D

e
la

y
 [
s
]

Strategies
Flooding

Figure 6.7: Mean network delay for consumer for mobile consumer and push producer
using Flooding forwarding strategy
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Figure 6.9: Timed out Interests to satisfied consumer Interests ratio for mobile consumer
and push producer using Flooding forwarding strategy

maximum tested speed of 14m/s shows a remarkable difference in delay of about 300%..

It is interesting to note that the delay for all forwarding strategies is always lower than

0.38s.

The mean goodput compared to the ideal goodput of 2500kbit for the four forwarding

strategies are shown in Figure 6.11. Once again a clear difference in making a network

naming scheme answer positively to question e1 is observed. SF MM PR 3N is always

more than 3% away from the next best forwarding strategy, which is SF MM PR. For

both SF MM PR 3N and SF MM PR, the goodput is maintained above 85% of the ideal,

regardless of the moving speed of the nodes. For both SF and SF MM, the goodput starts

above 82% at 1.4m/s and fluctuates, then quickly decreases to below 83% of the ideal

goodput when the nodes start moving faster than 8.4m/s.

The ratio of network timed out Interests vs satisfied consumer Interests for the four

forwarding strategies are shown in Figure 6.12. There is once again a large difference

between making a network naming scheme answer positively to question 1. SF MM PR
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3N has the lowest ratio of timed out Interests vs satisfied consumer Interests which is

relatively stable a close to zero, regardless of the node movement speed. SF MM PR is

extremely close to SF MM PR 3N and is relative stable with a ratio under 0.1. SF and

SF MM both start with a low ratio, only slightly worse than SF MM PR and SF MM PR

3N, but it continues to worsen as the node speed increases. SF and SF MM starts with a

ratio slightly lower than 0.1, reaching a ratio above 0.6 with SF MM being at every point

worse than SF MM.
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Figure 6.10: Mean network delay for consumer for mobile consumer and push producer
using forwarding strategies

6.2.1 Discussion

For the push producer scenario, as was explained in Section 4.7.1 and Section 4.7.2, the

issue with a push producer is that the relevant information related to one particular ICN

name is dispersed throughout the network. Thus one is no longer searching for a single

ICN name, one is searching for the Parts related to an ICN name. This changes the focus
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Figure 6.11: Mean goodput percentage of ideal for mobile consumer and push producer
using forwarding strategies
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of the questionnaire to the Parts.

In our scenario, the push producer is only pushing to the edges, ensuring that in 83%

of the cases, the consumer is not connected to the edge that has the Part of the ICN

name that is required. As part of the scenario setup, the information being requested

is ensured to be somewhere within the network. This means that if all branches of the

hexagon graph are searched, the requested information can be found.

This last point is very important because it explains why Flooding has a goodput that

is above 50% regardless of node speed. This is not a great result, but it shows what a

simple forwarding strategy can do if the information is know to be within the area that

is flooded. However, the cost in delay and the network timed-out Interests to consumer

satisfied Interests ratio, which is always above 4.8, is still very high. This is even more

true when one remembers that these results are produced by a single consumer node.

SF does better than Flooding, because when it does find part of the information, it

focuses all the PDUs to that given interface (G) until that interface, which is a node on

the edge of the graph of the network, doesn’t have the Part that SF is looking for. Due to

timeouts, SF is forced again to flood the network. This strategy works well at first, but

as the speed of the producer increases, and at the same time the amount of continuous

Parts that are in a edge node decrease, SF sees a decrease in goodput and an increase in

network timed-out Interests to consumer satisfied Interests ratio.

SF MM performs worse than SF because SF MM ties the ICN name to the interfaces

that lead to the push producer node. If the push producer was pushing the exact Part that

the consumer was requesting when the MapMe enhancement updated the interfaces, the

results would probably be better than when using SF. In this scenario, the push producer

is given 20 seconds to push content before the consumer starts requesting information in

order to ensure that the information push is always in front of the information request.

However, it is known that figure F is the ICN name related Parts, so forcing the network

to send the information to the push producer is misguided. This results in a worse overall

goodput and a higher network timed-out Interests to consumer satisfied Interests ratio
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than SF.

SF MM PR, detailed in Section 4.7.1, fixes the issue with SF MM by being able to

answer the question of where a Part is located. Although the Part is mapped to an

interface, because there is no motion, the results show a considerable increase in goodput.

The lack of motion for where the Part originally was doesn’t mean that the information

is not cached. In the graph of the network, binding a Part to an interface is not much

different to binding the Part to a node because the graph has only one path from the

central node to every WAP. This is a feature of the graph of the chosen network which

will also come into consideration when discussing the SF MM PR 3N results.

SF MM PR 3N out performs SF, SF MM and SF MM PR 3N, regardless of node

speed. SF MM PR 3N mirrors the results of SF MM PR, which is due to the location of

a Part not being influenced by binding the G to a 3N name, like in SF MM PR 3N, or to

an interface, like in SF MM PR. This is due to the nature of the graph of the network in

the scenario that has a single set of paths for both names SF MM PR 3N achieves a clear

an extra > 4% increase in goodput which is realized by the use of the underlying metric

space of 3N names and the mechanism PDUs that keep the NNPT updated, allowing

PDUs to be returned to the consumer, regardless of motion. A similar increase was seen

in goodput performance when using SF 3NC compared to SF in Section 6.1.

From the evaluation results, it is clear that a forwarding strategy which answers pos-

itively to question 1 has a significant improvement in the delay, goodput and Interest

timeout to satisfied consumer Interest ratio. Specifically, SF MM PR and SF MM PR 3N

outperform SF and SF MM in all the considered metrics. It is also interesting that SF

outperforms SF MM regarding delay, goodput and Interest timeout to satisfied consumer

Interest ratio in the push producer scenario. Although SF MM seems to answer ques-

tion 3 positively in our questionnaire, it is not answering the place specification for the

right figure F . Another observed improvement is for a forwarding strategy which answers

positively to question 2. Although SF MM PR has the same tendency as SF MM PR

3N, SF MM PR 3N outperforms all the other forwarding strategies, having the overall
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lowest delay, best goodput and lowest Interest timeout to satisfied consumer Interest ratio

regardless of node movement speed.



Chapter 7

Conclusions and recommendations

Network naming is a theme that is generally overlooked in network research. The cur-

rent body of work in ICN attempts to do away with naming altogether. The network

architecture on which society relies, the IP network architecture, has not changed the

fundamental naming structure since its inception.

Utilizing the research by Levinson from the field of linguistics it has been shown that

place specification has a formal definition that requires that one formally define what one

is looking for, the figure F , and the search domain G for where one expects to find that

figure. The names that are given to these object should, in the worst of cases, map to

topological notions in order to be able to organize and categorize the objects in a graph.

If that is done and a method to keep updates of this relator of F and G over time, then

support for tracking of objects over time can be realized.

The information is condensed into a questionnaire with 3 questions. The questions

are extremely simple but the implications and the interpretations are nuanced. An in-

terpretation of this questionnaire was applied to the ICN architecture and to our own

3N architecture, to both demonstrate the architectures’ weaknesses and strengths. The

questionnaire was then utilized to enable the 3N architecture to answer to support all the

requirements to answer to the questionnaire in a positive manner.

Both the ICN architecture and the 3N architecture were completely implemented the
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in open source discrete event simulator ns-3 and a framework for mobile producers with

mobile consumers as well as mobile push producers with mobile consumers was produced

and released to the networking community.

Our results have shown that networking naming can have a huge effect in goodput,

delay and network time-outs. In the mobile producer with mobile consumer scenario,

the use of the knowledge of place specification and metric spaces, permits the best 3N

architecture forwarding strategy to outperform ICN forwarding strategies by over 400%

in goodput regardless of the node movement speed. In the mobile push producer scenario,

the same knowledge permits the best 3N architecture forwarding strategy to outperform

ICN forwarding strategies by 115%, at the highest node movement speed. In both cases,

the delay and network timed-out Interest to consumer satisfied Interests ratio is the lowest

utilizing the best 3N architecture forwarding strategy that leverages the knowledge of place

specification and metric spaces.

The simple ideas presented in this document and the detailed explanations given about

how place specification is defined and how to implement it in a given network architecture

can be of extreme benefit to improving current network architectures, or starting from a

more beneficial position should a clean slate network architecture approach be taken.
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