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Abstract

With complementary metal-oxide semiconductor (CMOS) technology shrinking and

power supply voltage dropping greatly, the reliability issue has become much more

critical than ever before. In general, reliability failures include systematic issues such

as process/voltage/temperature (PVT) variations and aging effects (e.g. hot carrier

injection (HCI) and bias temperature instability (BTI)), and random failures such as

soft errors caused by radiations. Among these reliability failures, radiation-induced

soft errors are becoming one of the most critical concerns in state-of-the-art very

large-scale integration (VLSI) designs. Soft error is a temporary error caused by

collisions of radiation particles like alpha particles and high energetic neutrons on a

circuit. When radiation particles strike a sensitive node of a circuit, electron-hole

pairs are generated and then are swept across the diffusion junction to be collected to

the diffusion of a PMOS or NMOS. If the collected charge exceeds the critical charge,

the data of a PMOS transistor will be temporarily changed from low to high while the

data of an NMOS transistor is changed from high to low. As process technology con-

tinues scaling down, the critical charge of internal nodes is reduced due to the reduced

capacitance, which results in the increased soft error rate (SER) in modern integrated

circuits (ICs), and the influence of charge sharing would cause multiple-node-upsets

(MNUs). Furthermore, soft errors are generally caused in-field, and due to the tem-

porary property, they can be recovered automatically if given some additional time or

through reset operations. However, the unpredictable occurrence of soft errors might

lead to severe system failures in critical designs such as medical devices, aircraft and

high-performance supercomputers. Consequently, radiation-induced soft error hard-

ened design techniques have become essential to guarantee systems’ reliability.
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In literature, several design techniques such as hardware redundancy methods

(e.g. triple-modular-redundancy (TMR)), error-correcting code (ECC)-based mem-

ory, soft error aware physical designs, soft error tolerant designs, and error-detection-

based methods have been proposed to guarantee the reliability of ICs. Since most of

existing works are based on hardware redundancy for error recovery or error toler-

ance, the corresponding soft error resilience usually comes at the price of increased

area, power, and/or delay penalties, which becomes the challenge for next generation

energy-efficient MNU-tolerant designs. In addition, soft errors occurring in a latch

can lead to an upset at the latch output, which may propagate through the succeed-

ing combinational logic and is captured by the next-stage storage element; however,

this issue was often neglected in previous works. Therefore, it is desired to develop

architecture level reliable radiation-hardened latch designs.

In this dissertation, three soft error hardened latch designs are proposed for archi-

tecture level reliability and energy efficiency improvement. The first one is a low-cost

soft error hardened latch (SHC) design using a novel Schmitt-trigger-based C-element

(STC), which features small area overhead and low power consumption for single

node upset (SNU) tolerance. Unlike state-of-the-art soft error tolerant latches that

are usually based on hardware redundancy or transistor upsizing, the proposed latch

is implemented through double-sampling and node-checking by using the STC design

for soft error tolerance improvement.

The second latch design is a power-efficient single node upset hardened latch with

in-situ error detection capability (EDSL) by incorporating SNU self-recovery ability

with in-situ error detection capability for reliability improvement against soft error.

Not only can the proposed EDSL recover from any incurred single event upset, it

can provide in-situ error detection capability when the latch output is upset. EDSL

design consists of the error tolerant part and the error detector part which can detect

the transition caused by any soft error on the output.

The third one is an output transition detector-based radiation-hardened latch

(TDRHL) for power efficiency and reliability improvement of critical designs against

both single- and multiple-node upsets. The proposed TDRHL design contains a

baseline latch, an error recovery assistant logic (ERAL) and an output transition
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detector (QTD), in which the error recovery assistant logic is optimized from the ex-

isting single-event-induced-double-node-upset-tolerant latch (SEID) for performance

improvement and power reduction, and the output transition detector is proposed

to provide architecture level recovering capability. TDRHL can 1) recover from any

SNUs and DNUs to its correct state, and 2) generate a warning signal for architecture

level recovery only when the latch output is flipped. It should be noted that TDRHL

is the only latch that can recover from any SNUs and DNUs, and provide architecture

level resiliency. Moreover, the PDP results clearly illustrate the power efficiency of

TDRHL.

In this dissertation, three radiation-induced soft error hardened latch designs are

proposed for reliability and energy-efficiency improvements, which can be viewed as

i) SNU hardened design, ii) SNU hardened and detection-based design, and iii) MNU

hardened and detection-based design, respectively. As process technology continues

scaling down, radiation-induced soft errors are becoming one of the most critical

concerns in state-of-the-art IC designs. Due to the transient property of soft er-

rors, architecture level radiation-hardened design techniques should be developed to

guarantee systems’ reliability. Therefore, the presented works embodied in this dis-

sertation can be further studied involving the improvement of the proposed latch

designs for architecture level protection of critical systems. On the other hand, dur-

ing the development of this dissertation, it is observed that more and more research

works on the next generation non-volatile memories (NVMs) such as phase change

memory (PCM) and spin transfer torque RAM (STT-RAM) have been proposed re-

cently, which is believed to gain more and more attention in the coming intelligent

era. Therefore, another direction of the future research direction involves develop-

ing architecture level soft-error tolerant NVMs for reliability improvement of future

memory systems. The works described in Chapter 4 and 5 of this dissertation will be

the starting point by extending the latch design techniques to memory cores.
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Chapter 1

Introduction

As semiconductor technology continues scaling down, the reliability issues on in-

tegrated circuits (ICs) have become much more critical than ever before. Unlike

traditional hard errors caused by permanent physical damage which cannot be re-

covered in field, soft errors are caused by radiation or voltage/current fluctuations

that lead to transient changes on internal node states, thus they can be viewed as

temporary errors. However, due to the unpredictable occurrence of soft errors, it is

desirable to develop soft error tolerant designs. For this reason, soft error tolerant

design techniques have attracted great research interests.

This dissertation will firstly overview the reliability problems in state-of-the-art

IC designs, especially to explain the soft error mechanism and to present the existing

soft error tolerant design techniques. To solve the energy efficiency and soft error

tolerance problems, three soft error hardened latch designs will be presented.

In this chapter, the motivation for this research will be explained. The contribu-

tion and the organization of this dissertation will be then illustrated.

This chapter is organized as follows. Section 1.1 gives an introduction to the

motivation of this research. Section 1.2 outlines the main contributions of this work.

Finally, Section 1.3 presents the organization of the dissertation.
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1.1 Motivation

With complementary metal-oxide semiconductor (CMOS) technology shrinking and

power supply voltage dropping greatly, the reliability issue has become much more

critical than ever before. In general, reliability failures include systematic issues such

as process/voltage/temperature (PVT) variations and aging effects (e.g. hot carrier

injection (HCI) and bias temperature instability (BTI)), and random failures such as

soft errors caused by radiation. Among these reliability failures, radiation-induced

soft errors are becoming one of the most critical concerns in state-of-the-art very

large-scale integration (VLSI) designs. Soft error is a temporary error caused by

incidence of radiation particles like alpha particles or high energetic neutrons in a

circuit. When radiation particles strike on a metal-oxide-semiconductor field effect

transistor(MOSFET), electron-hole pairs are generated and collected to the p-channel

MOSFET (PMOS) or the n-channel MOSFET (NMOS) diffusions, respectively. If

the collected charge is beyond the critical charge, the data of a PMOS transistor will

be temporarily changed from low to high while the data of an NMOS transistor is

changed from high to low.

As process technology continues scaling down, the critical charge of internal nodes

is reduced due to the reduced capacitance, which results in the increased soft error

rate (SER) in modern integrated circuits, and the influence of charge sharing would

cause multiple-node upsets (MNUs). Furthermore, soft errors are generally caused

in-field, and due to the temporary property, they can be recovered automatically if

given some additional time or through reset operations. However, the unpredictable

occurrence of soft errors might lead to severe system failures in critical designs such

as medical devices, aircraft and high-performance supercomputers. Consequently,

radiation-induced soft error hardened design techniques have become essential to

guarantee systems’ reliability.

In literature, several design techniques such as hardware redundancy methods (e.g.

triple-modular-redundancy (TMR)), error-correcting code (ECC)-based memory, soft

error aware physical designs, soft error tolerant designs, and error-detection-based

methods have been proposed to guarantee the reliability of ICs. Since most of existing
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works are based on hardware redundancy for error recovery or error tolerance, the

corresponding soft error resilience usually comes at the price of increased area, power,

and delay penalties, which becomes the challenge for next generation energy-efficient

MNU-tolerant designs. In addition, soft errors occurring in a latch can lead to an

upset at the latch output, which may propagate through the succeeding combinational

logic and is captured by the next-stage storage element; however, this issue was often

neglected in previous works. Therefore, it is desired to develop architecture-level

reliable radiation-hardened latch designs.
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1.2 Contributions

In this dissertation, three soft error hardened latch designs are proposed for architec-

ture level reliability and energy efficiency improvement.

Firstly, a low-cost soft error hardened latch (SHC) design using a novel Schmitt-

trigger-based C-element (STC) is proposed, which features small area overhead and

low power consumption for single node upset (SNU) tolerance. Unlike state-of-the-

art soft error tolerant latches that are usually based on hardware redundancy or

transistor up-sizing, the proposed latch is implemented through double-sampling and

node-checking by using a novel Schmitt-trigger-based C-element for soft error tol-

erance improvement. The implementation results show that the total number of

transistors of the proposed SHC latch is only increased by 2 when compared to the

conventional unhardened C2MOS latch, and up to 20.35% and 82.96% power reduc-

tion can be achieved when compared to the conventional unhardened C2MOS latch

and the existing soft error tolerant HiPeR design, respectively.

The second proposed latch design is a power-efficient single node upset hard-

ened latch with in-situ error detection capability (EDSL) for reliability improvements

against SNUs. Because it is desired to develop architecture level reliable radiation-

hardened latch designs. Therefore, EDSL is proposed by incorporating SNU self-

recovery ability with in-situ error detection capability for reliability improvement

against soft errors. Not only can the proposed EDSL recover from any incurred sin-

gle event upset, it can provide in-situ error detection capability when the latch output

is upset. The implementation results show that, when compared with state-of-the-art

error-detection based designs and SNU resilient designs, the proposed EDSL latch

can achieve up to 72.25% and 79.74% reduction of power-delay product (PDP) re-

spectively, which clearly shows the effectiveness of the proposed EDSL design.

The third design is an output transition detector-based radiation-hardened latch

(TDRHL) for power efficiency and reliability improvement of critical designs against

both single- and multiple-node upsets. The proposed TDRHL design contains a

baseline latch, an error recovery assistant logic (ERAL) and an output transition
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detector (QTD), in which the error recovery assistant logic is optimized from the ex-

isting single-event-induced-double-node-upset-tolerant latch (SEID) for performance

improvement and power reduction and the output transition detector is proposed to

provide architecture level recovering capability. The evaluation results show that, the

proposed TDRHL outperforms state-of-the-art double-node upsets (DNUs) tolerant

designs with addition error detection capability, and up to 5.0X PDP improvement

can be achieved. On the other hand, when compared with the existing detection-

based design, self-recovery capability of SNUs and DNUs is provided at the cost of

only 4.4% more power consumption. As for power efficiency, the PDP improvements

at the typical-typical (TT) corner of TDRHL over SEID, HRDNUT and SHST are

1.9X, 2.5X and 5.0X, respectively. It should be noted that TDRHL is the only latch

that can recover from any SNUs and DNUs, and provide architecture level resiliency,

therefore the PDP results clearly illustrate the power efficiency of TDRHL.
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1.3 Dissertation Organization

This dissertation summarizes my work in soft error hardened latch designs for reli-

ability and energy efficiency improvements of next generation ICs when I was with

Waseda University. Detailed description of each topic can be found in each chapter

or in my previous scientific publications.

This dissertation is organized into six chapters. A brief description of each chapter

is provide below.

Chapter 2 reviews the research background for the reliability problem of IC de-

signs. In particular, the mechanism of the random and transient soft errors is

explained. And then the existing soft error design techniques are summarized.

Chapter 3 proposes a low power soft error hardened latch with Schmitt-trigger-

based C-Element (SHC) with the corresponding evaluation and comparison re-

sults.

Chapter 4 proposes a power-efficient soft error hardened latch design with in-situ

error detection capability (EDSL), in which the reliability is improved by incor-

porating error detection capability.

Chapter 5 presents an output transition detector-based radiation-hardened latch

(TDRHL) for both single- and multiple-node upsets.

Chapter 6 draws the conclusions and presents several future research directions

which can expand based on this dissertation.



Chapter 2

Soft Errors and Existing Hardened

Design Techniques

In this chapter, the reliability problems in IC design are discussed, and then radiation-

induced soft error mechanism is explained with the existing design methods.

This chapter is organized as follows. Section 2.1 discusses the reliability problems.

Section 2.2 introduces the soft error mechanism. And then existing soft error hardened

design techniques are overviewed.

7
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2.1 Reliability Issues

Reliability of integrated circuits for medical instrument, communication systems, fi-

nancial systems, infrastructure systems and more are very significant factors to hu-

man life. The reliability issues can be categorized into physical problems and security

threats.

Hardware Trojan (HT) is one kind of security threats, which is a malicious mod-

ification of an integrated circuit design for sensitive information leakage. Recently,

ICs have been designed by third-party vendors for cost reduction, however, it makes

it easier for attackers to insert HTs into designed ICs. HTs can launch serious at-

tacks such as disabling or changing the functionality of ICs or leaking sensitive users’

information[1] [2].

On the other hand, with CMOS technology shrinking to nanoscale and power

supply voltage dropping greatly, the threat on ICs due to natural phenomena has

become one of the critical issues of nowadays LSI designs. In general, reliability

failures include systematic issues such as PVT variations or aging effects caused by

NBTI, and random failures such as soft errors caused by collision of radiation particles

on a circuit. PVT variations can lead to great performance degradation of ICs.

Moreover, process-related variations will lead to low manufacturing yield, which is

the ratio of the number of ICs with specified performance to the total number of

manufactured ICs. For the improvement of yield, a circuit need to be designed with

additional margins. Consequently, additional area overhead and power consumption

will be introduced [3] [4] [5]. NBTI is one of the main factors of aging effects, in which

the threshold voltage (Vth) is increased by stress of voltage or temperature with time.

Depending on the amount of δVth , it might cause malfunction of the circuit. The

effects of NBTI also have become obvious with process technology scaling down [6]

[7]. But, the aging effects only affect the late lifetime of ICs.

Unlike NBTI that only affects the late lifetime of ICs, radiation-induced soft errors,

one kind of reliability failures, can occur any time in the lifetime of ICs. A soft error

is a temporary error when alpha particles or high-energy neutrons strike an integrated

circuit, and is emerging as a serious problem to critical systems [8]. Several years ago,
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only the soft errors that occur and affect the memory systems gained the attentions;

however, due to the increased soft error occurrence rate, soft errors that occur along

the logic circuits become significant and cannot be ignored. As technology continues

scaling down, the integration density of ICs continues increasing while the critical

charge of a transistor has been decreased, which leads to an increased soft error rate

[9].

The soft error rate can be estimated in terms of Failtures-In-Time (FIT) or Mean

Time between Failures (MTBF), where one FIT unit is equivalent to one soft error

occurrence per billion hours of operation (i.e. 1 FIT = one error /109 hours) while

MTBF indicates the mean time between failures which is the inverse of the failure

rate for an exponential distribution (i.e. MTBF = 109/FIT ). It should be noted

here that the terms of a failure and a soft error are not equivalent. A failure might

be caused by one or multiple soft errors while the occurence of soft error(s) might

introduce no system failures. As illustrated in [10] and [11], the soft error rate per

chip (SER/chip) increases with the technology scaling. As shown in Fig. 2.1 which

was presented in [11, Fig. 1], the increase of SER reaches 100X when the technology

node was changed from 180nm to 16nm, and this became more significant for data

centers. Therefore, soft errors are becoming one of the most critical concerns in state-

of-the-art LSI designs, especially due to the reduction of node capacitance and the

lower operating voltage.

On the other hand, unlike traditional hard-errors caused by permanent physical

damage which cannot be recovered in field, soft errors are generally caused by radi-

ations, which would lead to transient changes of the internal node states, therefore

they can be viewed as temporary errors. Because it has temporary property, the

occurred soft error can be restored if given enough time. However, due to the unpre-

dictable occurrence of soft errors, it should be serious problems when occurring and

affecting the critical part of a circuit. Therefore it is desirable to develop soft error

tolerant design methods. For the above reasons, soft error tolerant design techniques

have gained great research interest recently. In literature, several soft error tolerant

techniques ranging from transistor level to system level have been proposed.
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Figure 2.1: The increase of SER with technology scaling as presented in [11, Fig. 1].
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2.2 Radiation-induced Soft Errors

In general, there are two kinds of errors that might occur in a circuit, which are

caused by different mechanisms. The first one is called hard-error, which is caused

by physical damage such as manufacturing defects. Therefore these errors cannot be

(fully) recovered in field, but might be detected through manufacturing test. While,

for the other kind of errors, soft error, it is usually caused by cosmic radiations or

voltage/current fluctuations that leads to transient changes on internal node states.

Soft errors are generally caused in-field, and due to the temporary property, can be

recovered automatically if given some time. It has been shown that 80% of system

failures are due to such kind of transient errors[12].

The mechanism of soft error occurrence is showed in Fig. 2.2. When neutrons

Figure 2.2: Soft error mechanism.
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collide with the circuit, the nuclear reaction occurs with silicon atoms, and electron-

hole pairs will be generated and then will be swept across the diffusion junction if

an electric field exists across the junction. As a result, holes will be collected to the

PMOS diffusion while electrons are collected to the NMOS diffusion. If the collected

charge is over the critical charge, the data of a PMOS transistor will be temporarily

changed from low to high. And in an NMOS transistor, the data will be temporarily

changed from high to low, respectively [13, 14]. This is called a soft error. In other

words, a soft error changes the data of either a PMOS or an NMOS only in one

direction.

In the LSI design phase, a soft error can be modeled as a current or a voltage

source as shown in Fig. 2.3, which was cited from [15]. In the figure, the current

pulse model for a technology node with various charge injection levels (in pC) is

shown. And then by using such a kind of soft error model, spice simulation can be

conducted with specified parameters such as rise delay, fall delay, or the peak current.

Several years ago, only the soft errors that occur and affect the memory systems

gained the attentions; however, due to the increased soft error occurrence rate, the soft

errors that occur along the logic circuits also become a critical reliability problem. As

technology continues scaling down, the critical charge of a transistor and the supply

voltage have been drastically decreased, which leads to an increased soft error rate

even in logic circuits[16]. In other words, the data in the storage elements such as

latches and flip-flops in the circuit becomes to flip easily due to soft errors. Therefore,

SER is increased with the scaling down of technology size. Soft errors becomes critical

when they occur in the devices related to human life such as aircraft or medical fields

in which radiation influences greatly. Therefore, soft error tolerance is becoming a

critical design challenge.

Soft errors can be classified into three types, single event upset (SEU), single

event transient (SET) and multiple cell upset (MCU). SEU occurs in a latch or a

flip-flop, which leads to a flipped storage value. While, SET occurs in logic circuits

and generates a pulse at the output of the logic. Finally, MCU can reverse the data

of multiple storage elements.

In nanoscale technologies, a radiation particle affects multiple nodes all at once
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[17, 18, 19, 20]. DNUs is caused by charge sharing mainly [21] When a soft error affects

a transistor, normally there is only one data that will be flipped. However, as the

distance between nodes gets shorter, adjacent nodes might be flipped correspondingly,

and this phenomenon is called multiple-node upsets [22].

In addition, as shown in Fig. 2.4, soft errors occurring in a latch can lead to an

upset at the latch output, which may propagate through the succeeding combinational

logic and is captured by the next-stage storage element; however, this issue was often

neglected in previous works.

Figure 2.3: Generated pseudo soft error pulses.
Various current pulses generated as a result of an α-particle strike at time t=0,

which was presented in [15, Fig.1].
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Figure 2.4: Error propagation.
A single-node upset at a latch output might cause an error in the following latch.
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2.3 Soft Error Hardened Design Techniques

Existing soft error tolerant latch design methods can be classified as detection-based

methods, hardware redundant recovery methods, and node reuse-based methods.

Most of the existing soft error tolerant methods are based on hardware redundancy

in which errors can be detected and then corrected by comparing the results of re-

dundant copies. DICE family [23, 24, 25, 26, 27] and TMR [28, 29, 30, 31] are the

representative works. Node reuse-based methods refer to the methods by using the

existing nodes in a latch design for soft error detection and recovery. SEH family

[32, 33, 34] is the representative works. Detection-based methods refer to the idea

of detecting and then generating warning signals when any soft error occurs. These

methods are generally implemented by monitoring the saved value in the specified

latch. If any transition is detected during the storage phase, it could be asserted that

a soft error occurs, and then a warning signal is generated for architecture level error

recovery. This is because soft errors are temporary errors, which can be recovered by

reprocessing the corresponding data again. SED [35] and sPGTD [36] were proposed

recently.

Table 2.1 provides an overview of existing soft error tolerant latch design tech-

niques. From the table, it can be observed that node reuse-based recovery methods

offers small area overhead, low power consumption and small performance overhead

over redundancy-based recovery methods.

In the following, several related works that are based on the above mentioned

methods will be illustrated according to the corresponding reliability level such as

SNU hardened, DNU hardened and error detection.

2.3.1 SNUs hardened methods

Transient fault hardened (TFH) latch: The TFH latch shown in Fig. 2.5 was

proposed in [38]. The structure of TFH latch is simple, which contains of one C-

element (P1, P2, N1, N2), one transmission gate and two inverters. In normal oper-

ations (i.e. no soft error occurs), it works like a normal latch. When ND1 (or ND2)

is affected by a soft error in the holding mode (i.e. CK is low), due to the C-element,
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Table 2.1: Area, delay and tolerant ability

Soft-error Hardware redundancy Node reuse
detection only based recovery based recovery

Representative works Razor II DICE family SEH family
[37] [23, 24, 25, 26, 27] [32, 33, 34]

TMR [28, 29, 30, 31]
Soft error Detection-only Recovery Recovery

detection/recovery
Area overhead Large Large Small
Performance Nomal : Small Small Small
overhead Error : Large

Power consumption Large Large Small

the output Q will maintain the previous saved value without any changes. Although

this latch is very simple and can recover from a soft error on ND1 and ND2 with

small area overhead, the main problem of TFH latch is that it cannot recover, until

getting the new data in the next clock, when ND3 (Q) is upset by a soft error.

Feedback redundant SEU-tolerant (FERST) latch: The FEST latch [39] is

shown in Fig. 2.6, which contains three C-elements, four transmission gates and two

inverters. Here, the C-elements are used to form a redundant feedback path and as

a filtering unit to mask the possible soft errors. When one of the nodes (ND1-ND4)

is flipped by a soft error, it doesn’t propagate the error to the other nodes including

the output Q with the C-element. Moreover it can recover from flipping referring to

the data of the other nodes. In the case in which a soft error affects the output Q, it

can pull-up or pull-down to the correct data immediately. Therefore, the soft error

tolerability of FERST can be called fully tolerance when compared to TFH, however

due to the fact that three C-elements are used in FERST, larger area overhead will

be introduced with the corresponding power consumption.

HiPeR latch: Figure 2.7 shows the HiPeR latch [40] that is based on the conven-

tional unhardened C2MOS latch and C-element. In a HiPeR latch, duplication of the

internal nodes can help to filter soft errors with the help of the inserted C-elements;
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Figure 2.5: TFH latch[38].

moreover, as for the error affecting the output node, a special feedback that can ac-

tivate two independent paths during the holding mode is inserted for error tolerance.

In the case when a soft error flips the data of Q, it can be recovered through the

C-element formed by MP4,MP5,MN4 and MN5 immediately. When any other node

is affected by a soft error, the correct data can be stored by referring to the other

correct nodes. HiPeR latch can provide a very low propagation delay but it incurs

large area overhead and high power consumption; therefore it is only available to be

applied to the storage elements along the critical paths.

SEH latch: As mentioned above, a soft error occurs only in one direction either in

a PMOS or in an NMOS. SEH latch [32] uses this soft error property to achieve high

error tolerance. The SEH latch is shown in Fig. 2.8 [32]. This latch is composed of

three nodes, PDH and NDH, and DH. In order to use the property of soft error, PDH

is only related to PMOS transistors while NDH is only related to NMOS transistors.

In other words, on PDH, a soft error changes the value of PDH only from low to high.
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Figure 2.6: FERST latch[39].

And for NDH, it changes the one only from high to low, respectively. In this way,

by limiting the occurrence of soft errors, high soft error tolerance can be maintained.

When CK is high and D is low, P4, P5, P6, N4, and N6 turn on, PDH and NDH
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Figure 2.7: HiPeR latch[40].

are low and DH is high. At this time, Q stores low, according to the value of DH

passed through the inverter. And then P1 turn on and keeps high as the same as

DH. Furthermore, P2 and P3 turn on by referring to the value of Q and NDH, PDH
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Figure 2.8: SEH latch[13].

keeps at high. When CK becomes low, the latch of first part stops. The latter part

keeps holding the value. When PDH is affected by a soft error, its value changes

from 0 to 1. In this case, P1 turns off; but, due to P2 and P3 keeps on, PDH

can be restored to low. In particular, when the PDH is affected by a soft error, no

error propagates to the output Q. Even when NDH is affected by soft error, it can

recover in a similar way. When DH is affected by a soft error and is flipped from

high to low because PDH keeps low which is a correct value, P1 is turned on and

can be restored to high. At this time, the error temporarily propagates to the output

Q and the value is inverted, however Q can be recovered as soon as DH recovers.

When output Q is affected by a soft error, P3 turns off and N3 turns on. However,

because DH keeps the correct value, it can recover from a soft error by referring to the

correct value through the inverter. SEH latch can achieve high soft error tolerance,
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and when compared with existing hardware redundancy-based recovery methods, its

area overhead is comparatively small which is because it uses the internal nodes for

recovery instead of using duplicated cells. However, when compared with the base

C2MOS latch, the power consumption and the performance overhead are still higher.

PDFSR latch: Low-power SEU immune (PDFSR) latch was proposed in [41]. As

shown in Fig. 2.9, specified efforts are spent on the sensitive nodes of a conventional

latch by using cascaded transistors for SEU tolerance. This latch is consisted of

three C-elements, three transmission gates, one clock gating-inverter and one Schmitt-

trigger inverter. When a soft error flips the data of N2 or the output Q, it can be

recovered from the error state through the C-elements immediately. When a upset

occurs on any nodes except N2 and Q, the error won’t propagate to the other nodes

due to the C-element and it can be recovered by other nodes. It has fully soft error

tolerance. However C-elements should be passed through for inputs to propagate to

the output Q, therefore, it will introduce not only large delay but also high power

consumption.

Soft error hardened with Schmitt-trigger(SHST) latch: As proposed in [42],

SHST also has fully SNU tolerance. It has Schmitt-trigger inverter(ST) and four

PMOS-NMOS pairs([MP1, MN1]-[MP4, MN4]) like DICE latch and it has the different

data between adjacent nodes. The input data from D is split into Int1 connected C-

element directly and Int3 connected to ST. Due to the double-sampling mechanism,

this design can mask the input SET pulse. The input data from D passes transmission

gates TG1 and TG2 to the C-element, and it propagates to both of latch-part and

inter-latching-part in normal mode. The data from inter-latching-part is stored to

C-element In hold mode, when soft error flips the data of any node in inter-latching-

part, it can recover referring to the data of adjacent nodes. In the situation when

soft error affects the node before C-element , it won’t propagate the fault data to

the output Q. When Q is stored flipped data, it get back correct data referring to

data of the other nodes. With the use of inter-latching structure and double-samping

technique for SET filtering, SHST latch can provide self-recovery ability of SNUs at

the cost of additional area overhead.



CHAPTER 2. SOFT ERRORS AND EXISTING HARDENEDDESIGN TECHNIQUES22

Figure 2.9: PDFSR latch[41].
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Figure 2.10: SHST latch[42].

2.3.2 DNUs hardened methods

In this section, several existing DNU hardened latches such as SEID latch and HRD-

NUT latch will be illustrated.

Single-event-induced-double-node-upset-tolerant (SEID) latch: Fig. 2.11

shows the SEID latch[43]. SEID latch was optimized for power reduction with both

of SNU and DNUs tolerance. SEID latch has 2 inputs, D and CK(CKB), and 7 main

nodes, LP1, LN1, LP2, LN2, LQ, output Q. Almost all the transistors in this latch

will be used for self-error-recovery. In particular, (P2, P4) are for the recovery of

LP1, (N2, N4) for LN1, (P5, P6 and N7) for LP2, (N5, N6 and P7) for LN2, (P8,

N9) for Q, and (P9, N8) are used for the recovery of LQ.

The operations of SEID latch is shown below. When CK=high, the input data

from D propagates to LP1 and LN1. Depending on the value of the input data (LP1
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Figure 2.11: SEID latch[43].

and LN1), LP2 and LN2 will be decided. The inverted D is stored to LP2 and LN2.

And then, in the normal mode, D=LP1=LN1=LQ=Q and inverted-D=LP2=LN2.

When CK=0, assuming that LP1=LN1=LQ=Q=low and LP2=LN2=high, the

corresponding operations are shown as following. First, the SNU tolerance of SEID

latch is explained.
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• Case I : When a soft error affects LP1 which is driven by only PMOS transistors,

it should change from low to high, P5 turns off and N4 turns on. At this

situation, the other nodes will not be affected by the soft error because P5

turns off. LP1 would be discharged to the correct data through P2 and P4. It

would be recovered in a similar way when LN1 is flipped from high to low.

• Case II : When a soft error affects LN2, LN2 is flipped from high to low. Because

the error does not affect the other nodes, it can be recovered from the error

immediately through N5 until next clock-edge. It would work in a similar way

when LP2 is flipped from low to high.

• Case III : In case that a transient error occurs on LQ, it would only change

the state of P3. Because the error would not propagate to any other nodes, the

error could be recovered immediately through N8.

• Case IV : If a soft error affects the output Q, Q is flipped from high to low. In

this case, the occurred error does not propagate to the other nodes. By referring

to the data of LQ, Q can recover from the error immediately.

From the above description, it can be observed that SEID latch has fully SNU

tolerance. And in the following, the corresponding DNU tolerance would be explained.

Here, let us assume CK=LP1=LN1=LQ=Q=low and LP2=LN2=high. In this

situation, the total possible error occurrence would be LP1, LN2, LQ and Q. There-

fore, the corresponding 4 DNU occurrences will be discussed below.

• Case I: When LP1 and Q are flipped from low to high, Q can be recovered

immediately because N8 turns on. In response to this, LP1 will be pulled down

through P2-P4, and then it can be recovered.

• Case II: In the situation that LP1 and LQ are affected by a soft error, LQ can

be restored to low by referring to LN2, and then LP1 will be recovered through

P2 and P4.

• Case III: In the situation when Q and LQ are flipped from low to high, both

nodes can be recovered through LP2 and LN2.
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• Case IV: When LP1 and LN2 are affected by a soft error, the error don’t affect

any other nodes. Thus, LP1 can be recovered through P2 and P4, while LN2

can be restored through P7 and N6.

It should be mentioned that, in the situation when CK=LP1=LN1=LQ=Q=high

and LP2=LN2=low, SEID latch can work in a similar way as above. Therefore, it

has fully DNU tolerance.

Highly robust double node upset tolerant (HRDNUT) latch: The HRDNUT

latch as shown in Fig. 2.12 was proposed in [44] which has fully SNU and DNU

tolerability. HRDNUT consists of three 3-input C-elements(C1, C2, C7), four 2-input

C-elements (C3-C6) and three transmission gates (TG1-TG3), which was designed by

ensuring that no C-element would drive itself so that it can be applied in clock-gating

designs.

During normal operations (i.e. no error), the input data (D) passes through the

three transmission gates (TG1-TG3) to n1, n2 and Q when CK is high. Since the

input D directly drives the output Q, the d-to-q delay can be minimized, however, the

driving ability should be considered when the latch output drives a large load. In the

case of SNU occurring at the holding phase (i.e. CK is low), HRDNUT latch takes

advantages of the built-in C-elements for error recovery. If Q is upset and changes

from high to low, since C7 still holds the correct state, Q can be recovered by the

3-input C-element C7. In this case, the occurred soft error would not affect other

nodes because the error propagation is blocked by the built-in C-elements (C5 and

C6).

If the internal node, n1, is upset, the C-elements C2, C5 and C7 will block the error

propagation so that the error would not affect any other nodes. Moreover, because

C1 still operates correctly, n1 can be restored to its error-free state. Similarly, other

nodes (n2-n6) can also recover from errors through the adjacent C-elements.

The operations of HRDNUT latch when DNUs occurs can be categorize into 8

cases according to the possible DNUs combination as shown in the following.

• Case I : When DNUs affects n2 and Q, the error on n2 will propagates to C4.

Since C1 and C3 can block propagating the error and n1, n3, n5 and n6 still
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hold the correct data, Q and n2 can be recovered from upsets through C2 and

C7.

• Case II : When n1 and n2 are upset by DNUs, the error on n1 will propagate

to C5 and C7. However, the error will not affect any other nodes because the

built-in C-elements can block the error propagation. In this situation, these

nodes can be restored to the correct states through adjacent C-elements.

• Case III: When DNUs affect n3 and n4, the error on n3 and n4 will propagate to

(C6,C7) and (C1, C3), respectively. Although error propagation occurs in this

case, the built-in C-elements will not propagate any transitions due to the error

to the driving nodes. Therefore, since the other nodes hold the correct states,

the C-elements can operate correctly and then n3 and n4 can be recovered from

the error to the correct state.

• Case IV : In the case of DNUs affect n1 and n5, the error on n1 propagates

to C7 and so does the error on n5. In this case, Q isn’t affected by the soft

error because C7 stops the error propagation to the output. N1 can be restored

to the error-free state with the help of C1 and n5 can recover from the error

through C5 immediately.

• Case V : When DNUs affect n4 and Q, the error will propagate to C1, and

C3-C6. Because the inputs of C7 are not affected, Q can be recovered through

C7 immediately. Moreover, n4 can be restored to the previous error-free state

through C4.

• Case VI: When n1 and n6 are affected by DNUs, the error on n6 will propagate

to C1 and C7, while the error on n1 will also propagate to C7. On the other

hand, because n3 still holds the correct state, the C-element C7 blocks the error

propagation and the output still holds the error-free state.

• Case VII : When DNUs affect n1 and n3, the error will propagate to C2, C5, C6

and C7. Since C7 blocks the error propagation, Q will not be upset, while n1

and n3 can be recovered from the error state through the connected C-element.
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• Case VIII : When DNUs affect n5 and Q, the error will propagate to C2-C7.

Although the built-in C-elements are affected by the DNUs, the error will not

affect any other nodes due to the built-in C-elements. By referring to n1 and

n2, n5 can be recovered back to the previous error-free state. In turn, C7 can

operate correctly, and then the output Q will be restored back from the upset.

In the combinations (n1, out), (n3, out) and (n5, n6), the errors do not flip the data

on the input of any C-elements, hence the previous correct data will be recovered.

From above, it can be observed that HRDNUT can provide fully SNU and DNUs

tolerance with the use of built-in C-elements, however, it will result in significant

power and area overhead due to the large number of used C-elements.

2.3.3 Error detection methods

Detection-based methods refer to the idea of detecting and then generating warn-

ing signals when any soft error occurs. These methods are generally implemented

by monitoring the saved value in the specified latch. If any transition is detected

during the storage phase, it could be asserted that a soft error occurs, and then a

warning signal is generated for architecture level error recovery. This is because soft

errors are temporary errors, which can be recovered by reprocessing the correspond-

ing data again. In the following, the existing SED latch and the sPGTD latch will

be introduced.

SED larch: The schematic of SEU tolerant latch based on Error Detection(SED) is

showed in Fig. 2.13. It consists of the base latch and the error detector, where the

error detector is used to detect the data flipping in the latch during the holding mode

[35].

In the normal mode (i.e. no error), SED latch operates as a conventional latch.

When CK=high, the input (D) propagates to the output (Q) through two transmis-

sion gates and two inverters. When CK changes from high to low, the saved data can

be kept in the latch.

In the situation when CK is low and the node A is changed from low to high due

to a soft error, E0 becomes low. Because MP1 turns off, the error can’t propagate
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to the output. The SED latch can stop propagating the soft error occurring at A or

B to the output, however, it cannot help to recover from the occurred error to the

correct state when the output is upset due to a soft error.

sPGTD circuit: Another error-detection-based design method, sPGTD, which con-

sists of a delay-based pulse generator and a dynamic buffer with weak keepers as

shown in Fig. 2.14, was proposed in [36]. Although sPGTD was originally proposed

as a PVT variation tolerant design technique by providing in-situ error detection abil-

ity, the idea can be extended for soft error detection while without the error recovery

ability. If the sPGTD design is combined with a typical a C2MOS latch, soft errors

that occur at the output (Q) could be detected. When the transition of Q occurs

after the falling edge and before the rising edge of the clock signal (CK), the output of

the dynamic gates is discharged, and the ERROR signal will be high to flag the error

at Q. By doing this, the soft error at Q might be detected. It should be mentioned

that the sPGTD design can ’t provide self-recovery capability, therefore it will lead

to large error recovery cost when soft errors occur.
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Figure 2.12: HRDNUT latch[44].
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Figure 2.13: SED circuit[35].
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Figure 2.14: sPGTD circuit[36].
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2.4 Chapter Conclusion

This chapter presented an introduction to the mechanism of radiation-induced soft

errors and overviewed the existing soft error hardened design techniques.

As shown in the chapter, with CMOS technology shrinking and power supply

voltage dropping greatly, the reliability issue, such as PVT variations, aging effects,

and random transient soft errors, have become much more critical than ever before.

Among these reliability failures, due to the transient property, radiation-induced soft

errors are becoming one of the most critical concerns in state-of-the-art IC designs.

To ensure the correct and reliable operation of next generation digital circuits, the

soft error hardened design techniques must be taken into account, and then various

existing latch designs were overviewed. The advantage and disadvantage of each

design were also discussed.



Chapter 3

SHC: SNU Hardened Latch Design

To deal with the reliability issue caused by SNUs, a low power soft error hardened

latch design using a novel Schmitt-trigger-based C-element is proposed for reliable low

power applications in this chapter. Unlike state-of-the-art soft error tolerant latches

that are usually based on hardware redundancy with large area overhead and high

power consumption, the proposed SHC latch is implemented through double-sampling

and node-checking using a novel Schmitt-trigger-based C-element, which can help to

reduce the area overhead and the corresponding power consumption as well.

This chapter is organized as follows. Section 3.1 present the proposed SHC latch

design. Section 3.2 shows the evaluation and simulation results. And then the com-

parison results with the existing SNU hardened designs are proposed in Section 3.3.

Finally, Section 3.4 concludes this chapter.

34
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3.1 SHC Latch Design

In this section, a low cost soft error hardened latch design is proposed for high speed

circuit, and the corresponding structure of the proposed SHC latch is shown in Fig.

3.2. The structure of SHC latch is quite simple and symmetric, which contains only

14 transistors including the inverter to generate the local CKB signal. Unlike state-

of-the-art soft error tolerant latches that are usually based on hardware redundancy,

the proposed latch is implemented through double-sampling and node-checking by

using a novel Schmitt-trigger-based C-element.

In previous chapters, it can be observed that most of existing soft error hardened

latch designs (e.g. TFH, FERST, HiPeR, etc.) are implemented on the basis of C-

element. The basic structure of C-element is shown in Fig. 3.1, and the corresponding

truth table is shown in Table. 3.1. The C-element was introduced by David E. Muller

in 1959, and is often referred as the “Muller C-element”. Nowadays, C-element has

widely been used in asynchronous circuits as a control unit. The interesting function

of C-element, which can keep the output to maintain the previous state if the two

inputs are different, can be used for data comparing (i.e. error filtering), therefore

C-element seems to be suitable for filtering transient pulses caused by soft errors.

Hence, designing low cost C-element-based soft error hardened latches seems to be

quite worthwhile.

The input of SHC latch is double-sampled for soft error tolerance improvement.

The idea of double-sampling is to sample the latch input twice through different

transistors and/or at different times. It is not new and has been used in many

existing works ( (e.g., [28], [39], [40], [45], to name a few). One of the reasons for

double-sampling is to protect storage cells from soft errors occurring in combinational

circuits. As we know, if the soft errors occurring in combinational circuits, which is

usually referred as single event transients (SET), are loaded into the storage cell, they

can result in data corruption in the corresponding storage cell. To prevent this kind

of soft errors, we can sample the latch input at different time. For example, one with

small delay (τ) and the other is as it is. By doing this, for any transient pulse caused

by soft errors occurring in the combinational circuit and arriving at the latch input, if
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Table 3.1: Truth table of C-element

A B Q
0 0 1
0 1 keeping
1 1 0
1 0 keeping

the duration is shorter than τ , double-sampling can help to filter the pulse and then

protect the storage cell from the soft errors occurring in the combinational circuit.

Because here only the soft errors occurring in the storage cell are considered, no delay

is inserted in Fig. 3.2. It should be mentioned here that the proposed SHC latch can

be further improved by inserting small delay elements when considering soft errors in

combinational circuits.

In the proposed SHC latch, the double-sampled inputs (ND1 and ND2) are sent

to the Schmitt-trigger-based C-element for internal node checking and error filtering.

Figure 3.1: General C-element
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The proposed Schmitt-trigger-based C-element consists of 8 transistors, in which a

special feedback path from the output (Q) is inserted and integrated into the conven-

tional C-element as shown in Fig. 3.1. The proposed Schmitt-trigger-based C-element

can be viewed as two C-elements. One is formed with P1, P2, N1 and N2, which can

be used for input filtering. And the other is formed with P3, P2, N1, and N3, which

is used for input-output node checking. Unlike the traditional C-element as shown in

Fig. 3.1, the structure is changed so that only 6 transistors (i.e. P1, P2, P3, N1, N2,

and N3) can be used to implement two C-elements (P1, P2, N1, N2) and (P3, P2,

N3, N1). By doing this, the required weak keeper in the tradition C-element can also

be removed. As a result, the number of required transistors for the implementation

of two C-elements can be reduced and then help to reduce the corresponding power

consumption.

Now let us explain how the SHC latch works in the normal operation (i.e. no soft

error occurs). When CK is high (i.e. in transparent mode), the input D is loaded to

ND1 and ND2 through the transmission gates, and then due to the double-sampling,

only when ND1 and ND2 have the same logic value, the output of the C-element will

update and the internal node X and the output Q will get the new data. It should

be noted here that if the new input is different from the previous latch output (Q),

the feedback paths from the output Q through both (P3, P2) and (N3, N1) will be

OFF. Simply assuming that the previous latch output Q=1 and the new input D=0

when CK is high, ND1 and ND2 will be loaded as 0, so P1 and P2 will be on and the

internal node X is changed to be 1 and the output Q will get the new data 0. In the

same time, the previous output Q is 1 that makes N3 to be on, however, due to ND1

is 0 that makes N1 to be off, the feedback path from Q is cut off. By doing this, the

new data can be loaded safely providing that the input data is stable. Therefore, in

normal operations, the proposed SHC works like a normal latch. As a side benefit, the

clock controlled transmission gates on the feedback path such as those in the existing

FERST latch as shown in Fig. 2.6 are not required in the proposed SHC latch.

Next, let us explain how the proposed SHC latch works when a soft error occurs

and affects the internal node of SHC latch in the holding mode. The critical nodes

that could be affected by any soft errors in SHC latch can be simplified to be the
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internal nodes ND1 and ND2, and the output Q. Because the effects that the drains of

(P1/P3, P2, N1, N2/N3) are upset by any soft errors can be simplified by considering

the effect occurs at ND1 or ND2 or Q, only ND1, ND2 and Q will be considered here.

Therefore, in the following we will illustrate how the SHC latch works when a soft

error occurs in the holding mode and then affects the internal nodes (ND1 or ND2)

or the output Q.

When CK is low, because the two transmission gates are OFF, the internal nodes

ND1 and ND2 should maintain the previous loaded data. If ND1(or ND2) is affected

by a soft error which causes ND1 (or ND2) to be upset, because ND1 and ND2 are

different now, P1 and P2 (or N1 and N2) cannot both be ON, and then the output

Q will be kept unchanged with the previous saved value due to the function of C-

element. In addition, the feedback path from Q (through P3 or N3) and the other

node ND2 (or ND1) can help the output to be stable. In this case, although ND1

(ND2) cannot recover from the soft error directly, the output of SHC latch doesn’t

change with the occurred soft error so as to guarantee the correct operation of the

Figure 3.2: The proposed SHC latch.
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circuit.

In the case that Q is affected by a soft error to be upset, due to the C-element

formed by (P3, P2) and (N3, N1), the feedback path (through P3 or N3) is OFF,

the error value will not be saved. On the same time, ND1 and ND2 hold the correct

value, which can help to recover the output Q through the C-element. As a result,

when a possible soft error occurs at Q, although the output Q will be temporarily

upset, the proposed SHC can recover from the occurred error to the correct state

providing that ND1 and ND2 hold the correct state.

It should be noted that due to the dynamic operation of proposed SHC latch,

ND1 and ND2 are floating when CK signal is low, and these nodes might be weak to

soft errors if the clock frequency is not very high. If the clock frequency is high, the

dynamic nodes will be charged and discharged frequently, the operations of proposed

SHC latch can be guaranteed. While if the clock frequency is low, the floating nodes

such as ND1 and ND2 might lose the save data due to the leakage current or the

occurred soft errors, which would be the problems of dynamic latches. Moreover,

clock gating does not apply to the proposed SHC latch and standby power might

increase when compared with static latches. The purpose of this chapter, however, is

to develop a low power soft error tolerant latch for high speed circuit. Therefore, the

proposed SHC latch can meet the design requirement. When compared with static

latches, the total number of transistors can be reduced which leads to low dynamic

power consumption. On the other hand, the limitation and the cost of proposed

dynamic SHC latch are that 1) the leakage power is greater than static latches; and

2) the floating nodes might be weak to soft errors if the clock frequency is not very

high. These issues require further improvements.
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3.2 Evaluation of SNU Tolerance

The proposed SHC latch was simulated in ROHM 180nm CMOS process technology

with Vdd=1.8V and the clock frequency to be 125MHz. The existing C-element-

based latch designs are also implemented. As for a clear comparison, the conventional

unhardened C2MOS latch shown in Fig. 3.3 that has no specific soft error tolerance

is also implemented. In this work, PMOS and NMOS transistors are implemented

by using pcell design, and in this work, the width (W) and the length (L) of all

the transistors in SHC latch and the related works are set to be 420nm and 180nm,

respectively. As for the clock signal, the inverted clock (CKB) is locally generated by

using a minimum-sized symmetric inverter.

First, transistor level simulations are perfomed with the supply voltage of 1.8V

Figure 3.3: Conventional unhardened C2MOS latch.
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and the clock period of 8ns. The simulation waveform of the proposed SHC latch

with normal operations is shown in Fig. 3.4. From the figure, it can be observed that

the proposed SHC latch works correctly as a normal latch.

Next, simulation results and comparisons on soft error tolerance will be presented.

As for soft error simulation, critical charge (Qcrit) is defined as the minimum charge

that must be deposited by a particle strike to cause a circuit malfunction [46], which

can be calculated by injecting current pulses into the sensitive nodes of a circuit in

state-of-the-art transistor level simulators. There are several current models proposed

in the literature that can be used to mitigate the effect of occurring soft errors so as to

characterize Qcrit through spice simulation, among which double exponential model

(DEM) is the most commonly used model [46]. In DEM, a current pulse with rapid

rise time and slow fall time can is used to mitigate a soft error, and the corresponding

equation is shown below:

Figure 3.4: Simulation waveform of SHC latch in normal operations.
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I(t) =
Q

τ1 − τ2
·
[
exp

(
− t

τ1

)
− exp

(
− t

τ2

)]
(3.1)

where Q, τ1, τ2 are the peak current, rise time and fall time, respectively. According

to the results shown in [46], the rise time and the fall time constants are set to be

90ps and 200ps, respectively, in this work; while the peak current is adjusted for each

node to identify the minimal one that can upset the value of corresponding node. By

doing this, the critical charge can be calculated by doing the integral of the current

pulse. It should be mentioned here that the integral region for Qcrit calculation is

defined as from the start of the pulse until the pulse decreases to 80% of its peak as

shown below according to [46].

Qcrit =
∫ t

0
I(t) · dt (3.2)

An example of the used current pulse for soft error mitigation is shown in Fig.

3.5, in which the peak current is adjusted for each node to identify the minimal one

that can upset the value of corresponding node while the rise time and the falling

time are maintained as constants.

The simulation waveforms for the proposed SHC latch when a soft error occurs

and affects only one of the internal or the output nodes (ND1, ND2 or Q) respectively

in Fig. 3.6 and Fig. 3.7 by using the current pulse shown in Fig. 3.5 with various

peak current for each node.

The waveform in Fig. 3.6 shows that, when soft errors occur and affect ND1

and ND2 during the holding mode, although the corresponding affected node cannot

be recovered until the next clock, the output of the proposed SHC latch is always

correct and glitch-free, which clearly shows that SHC latch can filter the soft errors

that affect the internal nodes. Moreover from Fig. 3.7, it can be observed that

although the output Q will be temporarily affected by soft errors, SHC latch has the

ability to recover from it and return to the correct state immediately. As mentioned

above, if the output Q is temporarily affected by a soft error, a glitch on the output

Q will be generated and then propagate through the following combinational logic.

Depending on the occurring time of soft errors and the duration of this glitch, it
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might be captured by the latch or flip-flop in the next stage, and then an error will

be saved into the circuit and it has the possibility to cause a failure of the circuit.

It should be noted that, for soft error occurring at the output Q, the proposed SHC

latch can not eliminate the generated glitch, which is also the common problem in

existing works and requires more research efforts.

Figure 3.5: Soft error simulation.
The current source used for soft error mitigation, in which the rise time and falling
time are constants while the peak current is adjusted for each internal node for Qcrit

calculation.
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Figure 3.6: SNU at ND1 and ND2.
Simulation waveform of SHC latch when soft errors occur at ND1 and ND2, in
which the current pulse has fixed rise time and falling time as 90ps and 200ps,

respectively while the current is adjusted.
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Figure 3.7: SNU at Q.
Simulation waveform of SHC latch when soft errors occur at Q, in which the current
pulse has fixed rise time and falling time as 90ps and 200ps, respectively while the

current is adjusted.
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Table 3.2: Comparison results with existing works.

Number CK-Q Propagation Propagation Tsetup Thold Qcrit

of delay delay delay
transistors (ps) (TpL2H)(ps) (TpH2L)(ps) (ps) (ps) (fC)

C2MOS 12 169.5 102.78 182.87 94.67 166.93 -
TFH [38] 12 117.34 103.86 28.97 46.15 61.43 -

FERST [39] 26 184.54 145.83 169.54 55.85 97.37 0.43
HiPeR [40] 20 119.77 108.08 22.64 50.41 97.37 0.54

SHC 14 120.23 100.37 115.25 24.10 28.65 0.70

3.3 Comparison Results

Next, in order to make a comparison with existing C-element-based soft error hard-

ened latch designs, C2MOS, TFH, FERST, and HiPeR latches are also implemented

in the same way as the proposed SHC latch for a fair comparison, in which PMOS

and NMOS transistors are implemented by using pcell design, and the width (W)

and the length (L) of all the transistors in SHC latch and the related works are set to

be 420nm and 180nm, respectively. As for the clock signal, the inverted clock (CKB)

is locally generated by using a minimum-sized symmetric inverter. Table 3.2 shows

the implementation results in terms of number of transistors, delay and the corre-

sponding critical charge power consumption. As for area overhead, we can observe

that when compared to the conventional unhardened C2MOS latch, the total number

of transistors of the proposed SHC latch is only increased by 2 even including the

inverter for local CKB generation, therefore the introduced area overhead in SHC is

very small.

For delay measurement, although with the same sized transistors, the proposed

SHC latch can get a balance between propagation delay and CK-Q delay. From the

table, it can be observed that the proposed SHC latch has the comparable delay to

existing works. The corresponding waveform during normal operations are shown in

Fig. 3.8 and Fig. 3.9 for comparisons including the existing TFH, FERST and HiPeR

designs and the proposed SHC latch. The proposed SHC is faster than FERST for
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both of them, while slower than TFH and HiPeR for TpH2L in transparent mode.

In addition, setup time and hold time are also shown in Table 3.2, which can be

observed that the proposed SHC latch has shorter setup time and hold time than

existing works, which makes it possible for the proposed SHC latch to be applied in

high speed circuit. It should be noted that, in TFH and HiPeR latches, the output

Q is directly driven by the input through the transmission gate without buffering, so

that they have limited driving ability for large fan-out. The critical charge (Qcrit)

of the proposed SHC is about 1.63X and 1.3X of those in HIPER latch and FERST

latch, respectively. It should be mentioned that, in Table 3.2, critical charge is only

measured on the designs that can be able to recover from errors occurring at Q.

To investigate the recovery operations, the required recovery time of SHC, FERST

and HiPeR when a soft error occurs and affects the output Q is shown in Fig. 3.10

Figure 3.8: Propagation delay (TpL2H) comparisons in normal operations.
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and Fig. 3.11. Here, the recovery time indicates the time that is required for the

output Q to change back to the correct value when a soft error occurs at Q. It can

be observed from the figures that the proposed SHC latch is able to recover from the

erroneous state as fast as existing works while with less transistors and less power

consumption. Shorter recovery time indicates that the pulse width of generated glitch

becomes smaller, which is desired because the generated glitch due to the occurred

soft error at Q might be electrically masked in the following logic before it reaches

next latch. It should be mentioned that, as for the soft error occurring at the output

Q, the proposed SHC latch can eliminate the generated glitch at Q, which is also the

common problem in existing works and should be improved in the future.

Finally, in the viewpoint of power consumption, Table 3.3 shows the comparisons

on power consumption of the proposed SHC latch with the existing C-element-based

Figure 3.9: Propagation delay (TpH2L) comparisons in normal operations.
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soft error hardened latch designs. Because the power consumption depends on data

activity, the results of power consumption at various data activities of 100%, 50%,

25%, all zero and all one are given in the table. Data activity of 100% corresponds to

the input pattern as 101010... and indicates that in each clock cycle there is only one

transition at the output Q. 50% data activity corresponds to the input as 11001100...

Furthermore, in order to analyze the static operations of the latch designs without

any data switching, power dissipation corresponding to no data activity for all-one

and all-zero input patterns are also provided. The results show that the proposed

SHC latch consumes lowest total power for almost all the applied input patterns, and

even less than the unhardened C2MOS latch. Furthermore, as the data transition

activities increases, more power reduction can be achieved by using the proposed

Figure 3.10: Time of recovery from high to low (SNU at Q).
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SHC latch. As can be calculated from the table, up to 20.35 % and 82.96 % power

reduction can be achieved when compared to the conventional unhardened C2MOS

latch and the existing soft error tolerant HiPeR design, respectively.

Figure 3.11: Time of recovery from low to high (SNU at Q).
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Table 3.3: Comparisons on power consumption at various data activities (µW).

0%(all zero) 0%(all one) 25% 50% 100%
C2MOS 1.49 1.38 2.11 2.99 4.52
TFH [38] 1.08 1.20 2.80 4.34 5.98

FERST [39] 2.05 1.97 3.45 4.85 8.06
HiPeR [40] 2.87 3.54 9.74 15.64 21.13

SHC 1.11 1.53 2.04 2.43 3.60
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3.4 Chapter Conclusion

In this chapter, a low power soft error hardened latch design using Schmitt-trigger-

based C-element is proposed for reliable low power applications.

The total number of transistors of the proposed SHC latch is only increased by

2 when compared to the conventional unhardened C2MOS latch, while up to 82.96%

power reduction can be achieved when compared to the existing soft error tolerant

HiPeR design. When soft errors occur in the internal nodes of the proposed SHC, it

can be filtered inside and will not cause the output Q to be upset. Moreover, in case

of soft errors occurring and affecting the output, the proposed SHC latch can recover

to the correct state as fast as the existing works while they usually introduce about

2X area overhead as large as the proposed SHC, which clearly shows the effectiveness

of the proposed low cost SHC design.



Chapter 4

EDSL: SNU Hardened Latch with

Error Detection

A power-efficient single node upset hardened latch design with in-situ error detection

capability, EDSL, is proposed in this chapter for reliability improvement against soft

errors.

This chapter is organized as follows. Section 4.1 presents the proposed EDSL

latch design. The evaluation and comparison results with the existing SNU hardened

designs are presented in Section 4.2. Finally, Section 4.3 concludes this chapter.
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4.1 EDSL Latch Design

As shown in Fig. 2.4, if a soft error occurs and affects either the PMOS or the NMOS

in a latch, the output (Q) will be upset. It should be noted that the latch output

may still be temporarily flipped even in soft-error resilient latch designs. Because Q

is temporarily flipped, a glitch at Q will be generated and then propagate through the

following combinational logic. Depending on the occurring time of soft errors and the

width of this glitch, it might be captured by the storage element in the next stage,

and the possibility might be increased with the clock frequency increment for higher

speed processing requirement. This issue, however, was neglected in previous works.

Therefore, it is desired to develop architecture-level reliable radiation-hardened latch

designs by incorporating SNU self-recovery ability with in-situ error detection capa-

bility for reliability improvement against soft errors.

According to the soft error occurrence mechanism indicated in [32], the high-to-

low transition or the low-to-high transition caused by a SNU occurs at a node driven

by an NMOS or a PMOS transistor, respectively. Based on this mechanism, an error

detection-based single-node-upset hardened latch as shown in Fig. 4.1 is proposed in

this work. The proposed EDSL design consists of the error tolerant part and the error

detector part, which makes it be able to not only recover from any SNU, but also

detect the output transitions caused by occurred errors. The proposed EDSL latch

can be viewed as an improvement of the SEH latch [32] for performance improvement

and an additional error detector is also integrated for error detection so as to improve

the reliability.

In the EDSL design, there are four main nodes such as PDH, NDH, BQ and Q.

When a SNU occurs at PDH, PDH can only be flipped from low to high because

PDH is driven only by PMOS transistors. Moreover, MP2 and MP3 are used for PDH

to recover from high to low. In the same way, NDH is driven only by NMOS so

that it can only be flipped from high to low by a soft error. Therefore, self-recovery

ability is provided for PDH and NDH in EDSL. On the other hand, Q and BQ are

driven by both PMOS and NMOS transistors, therefore they can be changed in both

directions. As shown in Fig. 4.1, BQ is driven by PDH and NDH, therefore if PDH
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and NDH are correct, BQ will be kept as correct and then Q as well. Because Q and

BQ might be temporally upset, a glitch at the latch output (Q) would be generated

and propagate through the following combinational logic. To deal with this problem,

the error detection logic in EDSL is proposed to generate an ERROR flag signal for

architecture level reliability improvement.

Next, the operations of the proposed EDSL design will be explained. The opera-

tions of EDSL with different holding values are shown in Fig. 4.2 - 4.3. During the

transparent mode (CK=1), the input from D propagates to Q through the transmis-

sion gate. At the same time, PDH and NDH are holding the same data as D and Q.

BQ is stored the inverted value of D through MP4 or MN4.

During the hold mode (CK=0), every internal node keeps the saved data in error-

free operations so that EDSL works as a normal latch. When a soft error occurs and

affects the node driven by only PMOS (or NMOS), the corresponding node will be

flipped from low to high (or from high to low). For easy explanation, here assume

that D, PDH, NDH, Q are holding low and BQ is high. If a SNU occurs and affects

PDH forcing it to be flipped from low to high, the upset PDH will not affect the other

internal nodes because MP4 turns off and MN2 is off. And in this case, the detector

part keeps outputting low to flag no transitions at the latch output (Q). It works in

a similar way for NDH to be flipped from high to low.

When a soft error affects BQ and assume that BQ is flipped from high to low, the

error data propagates to the output Q temporarily, so that Q will be flipped from

low to high. In this case, because PDH holds low, the node X will be discharged

to low because MP6, MP9 and MN9 turn on so that an error warning signal will be

generated. While at the recovery part, because BQ is driven by MP4 and PDH holds

the correct value, BQ can then be recovered. If BQ is restored the correct data, Q

can also be recovered to the correct state immediately.

When the output Q is flipped from high to low by a SNU, because PDH/NDH

and BQ hold the correct values, Q can then be recovered immediately. In this case,

MN4 keeps on, and PDH/NDH and BQ hold high and low, respectively, therefore

MN6 and MP8 turn on, the node X is discharged to low and then the ERROR signal

is charged to be high to indicate the transition at the latch output Q.
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Therefore, not only can the proposed EDSL design recover from any single event

upset, it can provide in-situ error detection capability when the latch output is upset,

which clearly shows the reliability improvement of EDSL over the existing works.
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Figure 4.1: Proposed EDSL design.
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Figure 4.2: The operation of EDSL with the holding value 0 in the state-holding
phase.

Figure 4.3: The operation of EDSL with the holding value 1 in the state-holding
phase.
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4.2 Evaluation Results

In this work, the proposed EDSL was designed and simulated by using Rohm 180nm

CMOS technology with Vdd = 1.8V , T=25◦C and f = 125 MHz, and the minimum-

sized transistors are used if the circuit runs correctly. An inverted clock (CKB) on a

circuit is generated by using a minimum-sized symmetric inverter.

First, the operations of the proposed EDSL with various SNU occurrences are

evaluated, and the corresponding simulation waveform is shown in Fig. 4.4. Because

there are four critical nodes in the proposed EDSL design such as PDH, NDH, BQ

and Q, Fig. 4.4 shows the SNU simulation waveform in which only one of the four

critical nodes is upset. From the figure, it can be observed that the proposed EDSL

works as a normal latch in error-free operations, and it can be successfully restored

to the correct state immediately when a SNU occurs at Q or BQ. Moreover, a high

ERROR signal can be successfully generated for architecture level recovery when the

latch output is upset due to the SNU at Q or BQ.

To evaluate the advantages of the proposed EDSL design over the existing soft

error hardened latch designs such as self-recovery methods (SEH [32], PDFSR [41]

and SHST [42]) and error-detection methods (SED [35] and sPGTD [36]). In this

work, the number of transistors, propagation delay, hold time, setup time, power

consumption, power-delay-product and the corresponding reliability of the previous

mentioned designs were evaluated, and the corresponding results are shown in Table

4.1, where the original sPGTD design was improved for soft error detection. The

propagation delay (CQ delay and DQ delay) was measured by calculating the delay

from D/CK to Q between the transition edge both at VDD/2. The average power

consumption was measured with the typical 66.7% activity ratio of the error-free

operations.

According to Table 4.1, EDSL achieves up to 59.75% and 72.39% reduction in

CK-Q delay when compared with state-of-the-art detection-based sPGTD and SNU

resilient SHST latch, respectively. As for D-Q delay, the corresponding reduction is

60.12% and 70.71%, respectively. The significant reduction in the propagation delay

of the proposed EDSL latch is due to the short path from D to Q introduced in EDSL
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which only contains one transmission gate. As for the power efficiency measurement,

the proposed EDSL can achieve up to 72.25% and 79.74% reduction in power-delay

product, respectively, which clearly shows the effectiveness of the proposed method.

The power consumption under various data activities ranging from 0% (static all-

zero or all-one input) to 100% (input toggles at every clock cycle) are also provided

in Fig. 4.5. It should be noted that EDSL is the only latch that can recover from

any incurred single event upset while can provide in-situ error detection capability as

well when the latch output is upset. Therefore, the results shown in Fig. 4.5 further

illustrate the power efficiency of the proposed EDSL design.

Figure 4.4: Simulation waveform of EDSL with various SNUs.
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Figure 4.5: Comparison of power consumption under various activity ratios.
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4.3 Chapter Conclusion

In this chapter, an error detection-based single-node-upset latch was proposed for

reliability improvement against soft errors. The proposed EDSL can recover from

any incurred single event upset while can provide in-situ error detection capability

as well when the latch output is upset. Moreover, EDSL can achieve up to 72.25%

and 79.74% PDP reduction when compared with state-of-the-art detection-based and

SNU resilient designs, respectively. The proposed EDSL will be applied to some

critical designs for architecture level implementation.



Chapter 5

TDRHL: MNU Hardened Latch

with Error Detection

To improve the reliability of critical designs, this chapter presents an output transition

detector-based radiation-hardened latch design for both single- and multiple-node

upsets.

With an error recovery assistant logic and an in-situ transition detector, for any ra-

diation induced single- and double-node upsets, the proposed TDRHL can 1) provide

full self-recovery capability, and 2) generate a warning signal for architecture level

recovery only when soft errors cause the latch output flipped. The evaluation results

show the significant reliability and energy efficiency improvements of the proposed

TDRHL design.

This chapter is organized as follows. Section 5.1 present the proposed TDRHL

latch design. The evaluation and comparison results with the existing DNU hardened

and detection-based designs are presented in Section 5.2 and 5.3, respectively. Finally,

Section 5.4 concludes this chapter.

64
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5.1 TDRHL Latch Design

In order to mitigate the effects induced by soft errors, various radiation-hardened de-

sign methods have been proposed [23, 24, 32, 34, 35, 36, 37, 43, 44]. Most of them are

based on hardware redundancy in which the results of redundant copies are compared

and used for error recovery, and the DICE family is one of the representative works.

Although the original DICE [23] works well for single-node upset, it is not capable

of handling multiple-node upsets such as double-node upsets and triple-node upsets

(TNUs). SEH latches [32, 34, 43] belong to another category of radiation-hardened

design techniques, which, inherently based on double sampling, takes advantages of

soft-error mechanism for recovery. These low-cost latch designs are very effective

towards SNU mitigation; however, a trade-off between the area overhead of error

recovery and the incurred delay is required for MNUs. In addition, there are also sev-

eral error-detection-based methods [35, 36, 37] which can be improved for soft error

detection. Although some of these methods are originally used for variation resilient

designs, the basic idea can be extended for soft error detection. Unfortunately, they

usually cannot provide the capability of self-recovery from soft errors. Furthermore,

a few methods have recently been proposed for DNUs in [43, 44]. These methods

are inherently based on hardware redundancy, thus the corresponding DNU resilience

comes at the price of increased area, power, and/or delay penalties.

In addition to the above-mentioned low-cost MNU mitigation design challenge,

it should be noted that soft errors occurring in a latch can lead to an upset at the

latch output, which may propagate through the succeeding combinational logic and

is captured by the next-stage storage element; however, this issue was often neglected

in previous works. As shown in Fig. 2.4, if a soft error occurs and affects either the

PMOS or the NMOS in a latch, the output (Q) will be upset. It should be noted

that the latch output may still be temporarily flipped even in soft-error resilient

latch designs. Because Q is temporarily flipped, a glitch at Q will be generated

and then propagate through the following combinational logic. Depending on the

occurring time of soft errors and the width of this glitch, it might be captured by

the storage element in the next stage, and the possibility might be increased with
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the clock frequency increment for higher speed processing requirement. Therefore, it

is desired to develop architecture-level reliable radiation-hardened latch designs with

the consideration of both DNUs and the possible latch output flipping.

As shown in [32], due to the failure mechanism caused by soft errors, the high-

to-low transition and the low-to-high transition occur at a node driven by an NMOS

and a PMOS, respectively. The error polarity depends on the electrical field direction

which is decided by the P/N diffusion region and the type of substrate. Therefore,

for one critical node if it is only driven by a PMOS or an NMOS, the same type of

MOSFET can be used to help the node for error recovery. In addition, unlike most of

detection-based methods in which delay buffers are inserted for transition detection,

if the existing nodes in a latch can be used for comparison, the required area overhead

as well as the corresponding power consumption may be reduced.

Based on the above idea, TDRHL is proposed in Fig. 5.1, which contains a

baseline latch, an error recovery assistant logic and an output transition detector.

It should be noted that, in TDRHL, there are six critical nodes such as LP1, LN1,

LP2, LN2, Q and LQ. Because these nodes control all the transistors as gate inputs,

Figure 5.1: Proposed TDRHL latch.
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self-recovery ability and transition detection should be provided for them. Among

these six critical nodes, LP1 and LP2 are driven only by PMOS transistors so that

they can only be changed from low to high when a soft error occurs, LN1 and LN2

can be changed from high to low, and Q and LQ can be changed in both directions

due to the principal of soft error mechanism illustrated in [32].

In ERAL, Mp2, Mp3 and Mp4 are used to for the recovery of LP1; while Mn2,

Mn3 and Mn4 are used for LN1. It should be noted that, when soft errors occur and

affect the driving PMOS, LP1 can only be flipped from low to high because LP1

is only driven by PMOS. If Q, LQ and LN1 are holding the correct values, Mp2,

Mp3 and Mp4 should be ON and can help the floating node, LP1, to recover to low.

Similarly, Mn2, Mn3 and Mn4 are used for the recovery of LN1. The ERAL combined

with the baseline latch can be considered as an enhancement of the SEID latch [43]

for performance improvement. One of the main improvements is the added clock-

controlled transmission gate between D and Q that can help to form one short path

for shorter setup time and smaller propagation delay. Another improvement is the

logic and wiring optimization for leakage power reduction. And the third improvement

is the inserted clock-controlled inverter for performance improvement and the support

of clock-gating.

The QTD unit in TDRHL is used to generate an architecture-level warning signal

indicating the upset of a latch output in the state-holding phase. As shown in Fig.

5.1, the clock controlled PMOS header (Mp12) is used to pre-charge the node (X)

when CKB is low. Thus, the node X is initialized to high independent of any input

transitions in the transparent phase, and the ERROR signal is low. When CKB is

high (assuming the error detection phase is the same as the state-holding phase),

the drop of X due to one of the conducting paths along (Mp13 and Mn11), (Mn13

and Mn11), (Mp14 and Mp11), (Mn14 and Mp11) will switch the output inverter to

generate a warning signal to flag the transitions at the output (Q). The two pairs

of complementary transistors (Mp13 and Mn13) and (Mp14 and Mn14) can be viewed

as two transmission gates, in which LP1 and LN2 should hold complementary values

in normal operations, and so do LP2 and LN1. The operations of TDRHL with

different holding values are shown in Figs. 5.2-5.3. Because LP1 and LN1 should
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hold the complimentary values from LP2 and LN2, there is no conducting path from

X to GND when the latch is error-free, therefore the ERROR signal is kept as low. It

should be noted that, unlike most of previous detection-based designs in which delay

elements are inserted for transition detection, the proposed TDRHL uses the existing

critical nodes for transition detection, which can drastically reduce the power and

area overhead.

In the following, the error recovery and detection operations of TDRHL for SNUs

will be illustrated.

• Case 1: If LP1 is flipped from low to high, the PMOSs driven by LP1 (Mp5 and

Mp7) will be OFF and the NMOS (Mn5) turns ON. Because no other critical

nodes including Q would be affected, ERROR will be kept as low. At the same

time, because LQ, Q and LN1 are not affected and still holding the correct

values, the error recovery assistant transistors Mp2, Mp3 and Mp4 are kept on,

which forces LP1 to be restored to low. It works in a similar way when LN1 is

flipped from high to low.

• Case 2: If LN2 is flipped from high to low, although the glitch at LN2 turns on

Figure 5.2: The operations of TDRHL with the holding value 0.
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Mp6, all the other critical nodes would not be affected and still hold the correct

values. Therefore Mp7 and Mn6 are kept on, and then LN2 can be restored to

high. In this case, ERROR keeps low to flag no transitions at Q. It works in a

similar way for LP2 to be flipped from low to high.

• Case 3: When an SNU occurs and affects LQ, because LQ is driven by both

NMOS and PMOS, it can be flipped in both directions. LP2 and LN2 hold the

correct value, thus LQ can be restored through either Mp10 or Mn10. Because,

in TDRHL, LQ is only used for recovery assistance, so the ERROR signal keeps

low.

• Case 4: If a soft error affects Q in the state-holding phase, there are two cases

we need to consider. For simple description, assume that Q = LP1 = LN1 =

LQ = 0 and LP2 = LN2 = 1 for simple description. For the proposed QTD,

because both Mp14 and MN14 are OFF, therefore, even Mp11 driven by the 0-

holding Q is ON, the node X still keeps as high and ERROR keeps low. If Q is

flipped from low to high in the state-holding phase, Mp11 turns OFF and Mn11

turns ON. Because LP1 and LN2 are keeping at low and high, respectively, the

Figure 5.3: The operation of TDRHL with the holding value 1.
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node X will be discharged through (Mp13, Mn13) and Mn11, and then ERROR

will become high indicating that there is a transition occurring at Q. At the

same time, because all the other critical nodes in the proposed TDRHL hold the

correct value, Q can be recovered through Mn8 and Mn9. It works in a similar

way for error recovery and transition detection when Q is flipped from high to

low.

Next, let us consider the cases when DNUs occur in TDRHL. As mentioned above,

there are 6 critical nodes, therefore there are totally 8 possible DNUs in the proposed

TDRHL such as (Q ↗ and LP1 ↗ ), (Q ↘ and LP2 ↗ ), (LQ ↗ and LP1 ↗ ),

(Q ↗ and LQ ↗), (Q ↘ and LQ ↘), (LQ ↘ and LN1 ↘ ), (Q ↘ and LN1 ↘ ),

and (Q ↗ and LN2 ↘ ). Due to the soft error property in which soft errors only

result in one direction flip, (LP1 and LN1), (LP2 and LN2), (LP1 and LP2), and

(LN1 and LN2) cannot be flipped at the same time. In TDRHL, even DNUs occur

and make two critical nodes flipped, the flipped nodes can still be restored through

the error recovery assistant logic, which makes the proposed TDRHL to be DNU

resilient. Moreover, for all the 8 DNU patterns, there are 6 patterns that cause Q

flipped and among them 2 patterns such as (Q ↗ and LQ ↗) and (Q ↘ and LQ ↘)

can be viewed as an SNU at Q because, even if LQ is flipped, it does not affect either

the other critical nodes or the transition detector. For the other 4 Q-flipped DNU

patterns, TDRHL can work in a similar way, so here let us take (Q ↗ and LP1 ↗ )

as an example for explanation. If Q and LP1 are flipped from low to high, because

LN2 and LN1 hold the correct values, Q can be restored through Mn8 and Mn9. If Q

is restored, Mp4 , Mp3 , and Mp2 will be ON to help LP1 to recover to low. At the

same time, for the detector, Mn13 is ON because LN2 is high, and, if Q is flipped from

low to high, Mn11 will turn ON and then X becomes low. As a result, the ERROR

signal will be high to flag the transitions at Q.

To combine the output transition detector with the error recovery assistant logic,

TDRHL can recover from any SNUs and DNUs and provide architecture level re-

covering capability through error detection as well, which can provide reliability im-

provements over state-of-the-art techniques.
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5.2 Evaluation of MNU Tolerance

In our evaluation, all the latch designs are designed and simulated by using the 32nm

Predictive Technology Model (PTM) [47], and timing variations at various process

corners (SS: 0.8V/125◦C, TT: 0.9V/25◦C, FF: 1.0V/-40◦C) are also considered. The

minimum-sized transistors are determined for the correct function of each latch at all

process corners.

The operations of TDRHL with various soft error occurrences are evaluated, and

the simulation waveforms of SNUs and DNUs are shown in Fig. 5.4 and Fig. 5.5,

respectively. The proposed TDRHL can successfully self-recover from all the injected

SNUs and DNUs. Moreover, in case of that Q is upset, a high ERROR signal is

successfully generated as a warning signal to flag the transition at the latch output.

In addition to the above SNU and DNU evaluations, simulations are also con-

ducted to check the robustness of TDRHL for triple-node upsets. The corresponding

simulation waveform is shown in Fig. 5.6. Totally, there are 4 possible TNU patterns

for the 6 critical nodes in TDRHL such as (Q ↗ & LP1 ↗ & LQ ↗ ), (Q ↘ &

LN1 ↘ & LQ ↘ ), (Q ↘ & LP2 ↗ & LQ ↘ ), and (Q ↗ & LN2 ↘ & LQ ↗ ).

Even for these untargeted TNU patterns, there is still 50% possibility for TDRHL to

successfully generate the ERROR signal. For TNUs, the critical nodes that are not

directly affected by TNUs would also be flipped, which raises the difficulty of error

detection and error recovery. In addition, the threshold voltage loss of the PMOS

in QTD makes it difficult for the node X to be discharged. But it should be noted

here that, even with the low-cost implementation, TDRHL still has the capability to

increase the potential reliability for untargeted soft errors, which is a side benefit and

is desirable in critical designs.
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Figure 5.4: Simulation waveform of SNUs.



CHAPTER 5. TDRHL: MNUHARDENED LATCHWITH ERRORDETECTION73

Figure 5.5: Simulation waveform of DNUs.
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Figure 5.6: Simulation waveform of TDRHL with triple-node upsets.
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5.3 Comparison Results

In the evaluation, all the latch designs were designed and simulated by using the 32nm

Predictive Technology Model (PTM) [47], and timing variations at various process

corners (SS: 0.8V/125◦C, TT: 0.9V/25◦C, FF: 1.0V/-40◦C) were also considered. The

minimum-sized transistors were determined for the correct function of each latch at

all process corners.

5.3.1 Performance Comparison

The comparison results of the proposed TDRHL with the existing DNU resilient

latches [43, 44] ,SNU resilient latch [42] and the detection-based latches [35, 36] are

presented in Table 5.1, where the original variation-tolerant sPGTD latch [36] was

optimized for soft error detection. The number of transistors, propagation delay,

setup time, hold time and average power consumption are evaluated. Clock-to-Q

(CQ) delay and Data-to-Q (DQ) delay were calculated between the transition edge

both at VDD/2. The average power was measured with the typical 30% activity ratio

when the latch is error-free.

According to Table 5.1, when compared with the detection-based SED [35], self-

recovery ability of SNUs and DNUs in TDRHL is provided at the cost of only 4.4%

more power consumption. Unlike sPGTD [36] in which delay elements are generally

inserted to generate signals for comparation, TDRHL uses the internal nodes for com-

parison therefore up to 70.6% power saving can be achieved. On the other hand, when

compared with SEID, on which the proposed TDRHL was built, not only full SNU

and DNU resilience but also error detection can be achieved in TDRHL. Although

additional 14 transistors and 61.7% power overhead are introduced due to the QTD

in TDRHL, the corresponding CQ delay and DQ delay can be reduced by 81.3% and

88.5% due to the short path introduced in ERAL. Moreover, TDRHL incurs similar

area overhead as state-of-the-art DNU resilient latch designs [44]. It is interesting

that, compared with HRDNUT, on average 27.7% power saving can be achieved in

TDRHL.

To examine the timing variations at different process corners, Fig. 5.8 illustrates
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the corresponding results on DQ delay and CQ delay. SEID shows the greatest fluc-

tuations and SHST is the next, while the timing variations of HRDNUT and TDRHL

are the most consistent. Specifically, the proposed TDRHL outperformed existing

works especially in DQ delay, which is partially due to the short path introduced in

TDRHL.

5.3.2 Power Consumption Evaluation

The power consumption is measured with various data activities ranging from 0%

(static all-zero or all-one input) to 100% (input toggles at every clock cycle), and

the results are shown in Fig. 5.9. Among the four soft error tolerant designs such

SEID[43], HRDNUT[44] and TDRHL, the proposed TDRHL outperforms HRDNUT

and SHST, and SEID is the most power-saving design, which is also one of the rea-

sons why the proposed TDRHL was built on SEID. Compared with SEID, the power

overhead of TDRHL is caused by the output transition detector. On the other hand,

among the detection-based designs such as SED, sPGTD and TDRHL, TDRHL and

SED have similar results, and TDRHL can achieve 72.5% power savings when com-

pared with sPGTD, which clearly shows the low power implementation of the pro-

posed QTD.

Power-delay-product comparison results at different process corners are shown in

Fig. 5.10, in which the power was measured with the typical 30% activity ratio when

the latch is error-free, and all the results are normalized to the PDP of TDRHL at

TT corner. Among the detection-based methods, TDRHL achieves the lowest and

the most consistent PDP at the three process corners. On the other hand, the PDP

improvements at TT corner of TDRHL over SEID, HRDNUT and SHST are 1.9X,

2.5X and 5.0X, respectively. It should be noted that TDRHL is the only latch that can

recover from any SNUs and DNUs, and provide architecture level resiliency, therefore

the PDP results clearly illustrate the power efficiency of the proposed TDRHL design.
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Figure 5.7: Clock-to-Q delay at different process corners.

Figure 5.8: Data-to-Q delay at different process corners.
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Figure 5.9: Comparisons on power consumption with various activity ratio.
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Figure 5.10: Power-delay-product (PDP) at different process corners.
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5.4 Chapter Conclusion

In this chapter, a power-efficient TDRHL latch design, which contains a baseline

latch, an error recovery assistant logic and an output transition detector, was pro-

posed. The proposed TDRHL latch can recover from any SNUs and DNUs and

provide architecture level recovery capability through error detection as well, which

can provide reliability improvement over existing techniques. Compared with state-

of-the-art DNU tolerant designs, up to 5.0X PDP improvement can be achieved.

Moreover, even with the low-cost implementation, TDRHL is still able to partially

detect the flipped output and flag it as a warning signal for untargeted TNUs, further

increasing the potential reliability of critical designs.



Chapter 6

Conclusions and Future Research

This chapter summarizes the technical achievements of this dissertation. In addition,

based on the achievement of this work, several future research directions which will

contribute toward reliable IC designs are briefly outlined.
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6.1 Technical Summary

To solve the radiation-induced soft error problem, three soft error hardened latch

designs were proposed in this dissertation for reliability and energy-efficiency im-

provements, which can be viewed as i) SNU hardened design, ii) SNU hardened and

detection-based design, and iii) MNU hardened and detection-based design, respec-

tively.

The proposed SHC latch design as shown in Chapter 3 is a SNU hardened latch,

which is based on the ultilization of Schmitt-trigger-based C-element. In addition to

the SNU tolerance, upto 82.96 % power savings can be achived when compared to

the existing soft error tolerant HiPeR design.

The EDSL design shown in Chapter 4 was proposed for reliability improvement

with error detection ability, which can recover from any SNU while is still able to

provide in-situ error detection capability when the latch output is flipped. As a result,

up to 72.25 % and 79.74 % PDP improvements can be obtained when compared with

the existing detection-based and the SNU hardened designs, respectively.

To further the reliability improvements for MNUs, Chapter 5 presented the TDRHL

design, which can provide power efficiency and reliability improvement of critical de-

signs against both single- and multiple-node upsets. TDRHL is the only latch that can

recover from any SNUs and DNUs, and provide architecture level resiliency. More-

over, up to 5.0X PDP improvement could be obatined when compared with exiting

works.
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6.2 Future Research

As process technology continues scaling down, radiation-induced soft errors are be-

coming one of the most critical concerns in state-of-the-art IC designs. Due to the

transient property of soft errors, architecture level radiation-hardened design tech-

niques should be developed to guarantee systems’ reliability. Therefore, the presented

works embodied in this dissertation can be further studied involving the improvement

of the proposed latch designs for architecture level protection of critical systems. On

the other hand, during the development of this dissertation, it is observed that more

and more research works on the next generation non-volatile memories (NVMs) such

as phase change memory (PCM) and spin transfer torque RAM (STT-RAM) have

been proposed recently, which is believed to gain more and more attention in the

coming intelligent era. Therefore, another direction of the future research direction

involves developing architecture level soft-error tolerant NVMs for reliability improve-

ment of future memory systems. The works described in Chapter 4 and 5 of this

dissertation will be the starting point by extending the latch design techniques to

memory cores.
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