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ABSTRACT

The global market of Internet of Things (IoT) has been expanding rapidly in recent years.

With increasing edge devices connected in the network, the security of IoT has become a

great concern as many of these devices operate in the environments where human

involvement is limited. This requires security to be considered not only at the software

level, but also down from the integrated circuits (ICs) level. One critical issue is the secure

generation of secret keys, which serve as the root of trust and a fundamental block of

security applications like cryptography and authentication that is based on cryptography.

Physically unclonable functions (PUFs) are regarded as a promising solution for high-

security and low-cost secret key generation. Leveraging the intrinsic random process

variation of silicon devices, a PUF generates a chip-specific ID bitstream on-the-fly, and

this bitstream can be used for secret key realization. Since process variation such as random

dopant fluctuation is extremely difficult to observe, PUF is regarded as more resilient to

reverse engineering than non-volatile memories (NVMs), and therefore, it is called

physically unclonable.

However, there are many challenges in PUF circuit design. The most critical problem is

that PUFs suffer from bit errors, because the process variation they leverage is usually in

the millivolt (mV) range. Random noise, supply voltage/temperature (VT) variations, long-

term aging, etc. cause errors in PUF data generation, which are not tolerable for

cryptographic applications. In addition to stability problem, PUF should also be low-

energy and small-area, because IoT edge devices are generally resource-constraint. Most

importantly, robustness against physical attacks must be considered in PUF circuit design.

Static random access memory (SRAM)-based PUF or SRAM PUF is one of the most

important categories of PUFs. It features small area, and it has a differential bitcell structure.

The differential structure makes SRAM PUF naturally more resilient to power analysis

attacks, which is a kind of popular physical attack, because the supply current waveforms

of reading data “0” and data “1” have little difference. However, conventional SRAM PUFs

suffer from higher bit error rate (BER) than low-native-BER mono-stable PUFs. In the
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conventional solution, heavy error-correcting code (ECC) circuits are implemented to meet

the zero-error requirement for cryptography. This results in substantial overhead in latency,

power, and area, which are not desired for IoT edge devices.

Therefore, to meet the demands, an SRAM-based PUF with natively high-stability bitcells

and efficient post-processing techniques are required to reduce BER so as to reduce or even

eliminate the use of ECC.

Based on these considerations, in this dissertation, two SRAM-based PUF solutions with

novel bitcells and post-processing techniques are presented.

The first work achieved more than 10 times lower native BER than conventional SRAM

PUFs by using EE SRAM bitcells, and the BER is comparable with the state-of-the-art

mono-stable PUFs. It also achieves “zero” error by using only circuit techniques for post-

processing. The proposed dark-bit detection technique achieves “100%” reduction on BER

by masking 67.4% detected bitcells, while the previous work only achieved 60% BER

reduction.

The second work presents a hybrid SRAM PUF that achieves 61 times lower energy than

the EE SRAM PUF while having the same level of stability. In this work, device

characteristics modification by HCI burn-in is applied, and the bitcell is designed to be

compatible with HCI burn-in with little overhead. Through the bitcell stabilization by HCI

burn-in, “zero” BER is achieved without masking loss.

The dissertation is organized with four chapters as follows.

In Chapter 1, the background of IoT security system is first introduced using an example

of edge device authentication. Then, the drawbacks of conventional solution are discussed

and the motivation for a PUF is derived. Afterwards, the basic concept of silicon PUFs and

PUF-based authentication are introduced.

In Chapter 2, the evaluation metrics of a PUF are shown. After that, prior art on PUF is

introduced, and the reason why high-stability SRAM PUF is preferred is discussed. Also,

prior post-processing techniques on PUF stabilization are shown.
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In Chapter 3, an EE SRAM PUF with two-dimensional (2-D) power gating and VSS bias-

based dark-bit detection techniques are introduced. The presented EE SRAM PUF utilizes

an EE bitcell structure to improve the stability of SRAM PUF. This reduces BER by 14

times compared with conventional SRAM-based designs (3.04% BER), resulting in 0.21%

native BER. The EE SRAM bitcell also has a small footprint of 373 F2, because only nMOS

transistors are used, and the p-n boundary does not exist in its layout. By a novel 2-D power

gating technique, the energy is reduced by approximately 64 times to 128 fJ/bit. The dark-

bit detection using an integrated bias generator successfully detects “100%” dark bits

(<5.99×10 7 BER) in the VT range across 0.8—1.4 V and 40—120 . Another merit of

this technique is that costly temperature sweep is not required for testing. The above-

mentioned metrics have been verified with prototype chips fabricated in 130-nm standard

CMOS.

In Chapter 4, a hybrid SRAM PUF using hot carrier injection (HCI) burn-in to reinforce

stability is presented. The SRAM bitcell is a hybrid of EE SRAM and conventional CMOS

SRAM to benefit from both designs. During evaluation, it works in the EE SRAM mode

for high stability, and after that, it is switched to the CMOS SRAM mode to take advantage

of the low-power feature. Moreover, this mode transition enables the PUF to work under

low supply voltages (VDDs) down to 0.5 V. As a result, its energy is greatly reduced to 2.07

fJ/bit. This is 61 times reduction compared with EE SRAM PUF. The hybrid SRAM bitcell

is compatible with HCI burn-in stabilization. HCI effect is utilized to enlarge the Vth

mismatch of PUF cells for stability reinforcement. By this technique, all bit errors are

eliminated (<3.90×10 7 BER) for the 5120 measured bits across 0.5—0.7 V and 40—

120 after 10-min burn-in. Compared with error-free prior art, the hybrid SRAM PUF

achieves the lowest energy while HCI burn-in is the only technique that has no

requirements on additional fabrication processes, helper data, or visible oxide damages.

The above-mentioned metrics have been verified with prototype chips fabricated in 130-

nm standard CMOS.

In Chapter 5, the conclusions of the dissertation are drawn.
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Background

The Internet of Things (IoT) is playing a significant role in our daily life. From consumer

applications such as smart home and wearable devices, to public applications such as

medical monitoring and smart city, and further to Industry 4.0, it is forecasted that the

worldwide number of active connected IoT devices would be more than 20 billion by 2025

[1]. Meanwhile, the massive connections of IoT devices raise challenges to security,

especially since many edge devices, e.g., sensor nodes, operate in outdoor environments

where protection is limited. This allows adversaries to perform physical attacks directly on

the devices [2], and therefore, security must be considered not only at the protocol or

software level, but also at the level of integrated circuits (IC) design [3]. Accordingly,

hardware security [4] has been a popular research topic in both academia and industry.

Cryptography is a fundamental security application that is widely used in hardware security

system to encrypt information, and it is also used to perform authentication. In lightweight

IoT applications, block cipher or symmetric key cryptosystem is often selected as a

cryptography solution. It is based on a symmetric secret key, which serves as the root of

trust. The success and failure depend on the correctness of the secret key. On the other

hand, the secret key is also an important attack target for adversaries, and this has become

one of the main challenges for hardware security. In the remainder of this section, the basic

concept of the IoT authentication system is introduced. Then, the vulnerabilities of

conventional secret key solutions are explained. Finally, the PUF-based authentication

solution is introduced.

1.1 Authentication in IoT network

One of the basic schemes for authentication is to use a challenge and response pair (CRP).

Generally, it includes two phases: enrollment and authentication. Taking Alice and Bob as

an example, in the enrollment phase, Alice and Bob share a common secret. It means that

only Alice and Bob know the response (answer) to a challenge (question). In the
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authentication phase, Alice sends the challenge to Bob, and Bob sends back the response

to the challenge. If the response is correct, the authentication is passed.

In IoT authentication, the idea is similar. However, one CRP is far not enough. For security

reasons, one CRP should be used only once for one-time authentication. To match this

requirement, many solutions introduce cryptography to the authentication system. One

simple example [5] is depicted in Figure 1.1. On the server side, there are a true random

number generator (TRNG), a key generation function, and a cryptographic engine for

encryption. On the edge device side, there are a non-volatile memory (NVM) for secret

key storage and a cryptographic engine for encryption. As for the crypto-engine realization,

Advanced Encryption Standard (AES) [6] is the most widely used block cipher. However,

for IoT lightweight purposes, more area- and energy-efficient block ciphers such as

PRINCE [7], SIMON [8], and TWINE [9] are desired and widely researched.

This system also contains an enrollment phase and an authentication phase. In the

enrollment phase, the server generates a secret key, and the secret key is stored in the

memory of the edge device and on the server. The key generation function is applied only

Figure 1.1: An example of conventional IoT edge device authentication based on

NVM-stored secret keys.

Key Gen. Device ID 1 Secret Key 1

Device ID 2 Secret Key 2

… … … …

Device ID N Secret Key N

NVM

Encrypt.

TRNG

Encrypt.

=
Match? Server

Edge
Device

Enrolled secret keys

Challenge

Response

Secret key storage (function forbidden after enrollment)
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in the enrollment phase and will be disabled afterwards. In the authentication phase, the

TRNG on the server generates a random bitstream as the challenge, and the challenge is

sent to the edge device. Then, the cryptographic engine on the edge device encrypts the

challenge based on the secret key stored in the NVM, and the encrypted bitstream is used

as the response and sent back to the server. At the same time, the server also encrypts the

challenge using the secret key stored on the server. In the final step, the server compares

the response received from the edge device with the bitstream encrypted on the server. If

they match, the edge device passes the authentication. By this scheme, any number of CRPs

can be generated based on one shared secret key, and this secret key determines whether

authentications succeed or not.

1.2 Vulnerability in conventional IoT authentication

Since the secret key is the root of trust, it becomes a major attack target for adversaries. In

IoT system, it is even easier for attackers to recover the secret key in both invasive and

non-invasive ways [10]. It has been reported that NVMs are vulnerable to these attacks [11,

12, 13, 14, 15]. Attackers can observe the secret key stored in an NVM even when the

device is powered off. This allows them to gain access to sensitive information or even the

Figure 1.2: An example of an attacker hacking into the IoT network by recovering

the secret key stored in NVM.

Key Gen.

Data
base

Encrypt.

TRNG

=
Pass Server

Challenge

Response

Secret Key

Encrypt.

Reverse
Engineering

Attacker
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permission to control the system, as shown in Figure 1.2. Consequently, a more secure

solution for secret keys is demanded for IoT security.

1.3 PUF-based IoT edge device authentication

As a promising key generation solution, the concept of physically unclonable function

(PUF) has emerged and become a popular research topic in IC design.

The concept of physically unclonable function

Physically unclonable function (PUF) is a kind of circuit that utilizes the random mismatch

of silicon device to generate a process-variation-dependent bitstream [16, 17]. Since

random mismatch or local variation is different between any two circuits [18, 19], the

bitstream generated by PUFs are unique PUF-to-PUF. This is similar to the feature of the

fingerprints of a human being, and therefore, for easy understanding, it could be regarded

as the fingerprint of a silicon chip. Hence, PUF data could be used for security purposes

such as identification and cryptographic key generation. One typical example of PUF is to

compare the characteristics of a balanced differential pair to generate a digital “1” or digital

“0”.

Compared with NVMs, which typically require visible filaments [20] or oxide damage [21]

to store digital data, process variation leveraged by PUF is hardly able to observe [22].

Thanks to this feature, PUF data only appear when the circuit is operating, which make it

even harder to attack a PUF. Also, PUF-based solution enables on-the-fly (real-time)

generation of secret keys. This eliminates the need for key generation function on the server

and the corresponding key write-in function for the NVM storage shown in Figure 1.1,

reducing potential attack points. In addition, a PUF can be realized with standard CMOS

process, which reduces the cost caused by additional fabrication masks [22].

Strong PUFs and Weak PUFs

PUFs can be categorized into two kinds: Strong PUFs and Weak PUFs. Strong PUFs could

generate exponentially increased CRPs compared with their size, and therefore, they can



5

be directly used for authentication without cryptographic engines. However, Strong PUFs

have a critical weak point, which is the vulnerability to modeling attacks [23, 24].

Consequently, Strong PUFs are still in the research phase and not widely used in real

products.

Weak PUFs, in the contrary, have a CRP space that is linearly proportional to the PUF size.

They are usually used for key generation. Weak PUFs are regarded as a promising solution

to replace NVM for secret key storage. Compared with Strong PUFs, Weak PUFs are more

mature and have been widely available in the market [25, 26, 27, 28].

In this dissertation, “PUFs” refer to the Weak PUFs, and Strong PUFs are beyond the range

of this research.

PUF-based IoT edge device authentication

PUFs fit well with existing authentication protocols. A simple example is shown in Figure

1.3. On the server, there are a TRNG and a cryptographic engine for encryption. On the

edge device, there are a PUF for key generation and a cryptographic engine. In the

enrollment phase, the PUF on the edge device generates a golden key and sends it to the

server. The server then stores the PUF key along with the ID of this device. As for the ID

Figure 1.3: An example of IoT edge device authentication based on PUF key

generation.

Device ID 1 PUF Key 1

Device ID 2 PUF Key 2

… … … …

Device ID N PUF Key N

PUF Key
Gen.

Encrypt.

TRNG

Encrypt.

=
Match? Server

Edge
Device

Enrolled PUF keys

Challenge

Response

PUF Key Enrollment
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generation, there are many solutions and it could also be realized using a PUF. For

conciseness, it is omitted in this dissertation. In the authentication phase, the TRNG on the

server generates a random bitstream as the challenge and sends it to the edge device. Then,

the edge device generates a PUF key on-the-fly and encrypts the challenge based on this

PUF key. The encrypted challenge is used as the response and sent back to the server. At

the same time, the server also encrypts the challenge based on the corresponding PUF key

stored on the server. When the server receives the response, it compares the response with

the encrypted challenge. If they match, the edge device passes the authentication.

Compared with Figure 1.1, the NVM storage on the edge device and the key generation on

the server are no longer required. There are also other protocols that provide better security.

One example is the privacy preserving mutual authentication (PPMA) protocol shown in

[29] and [30], where a TRNG is also required in edge devices to mask responses.

Despite the merits mentioned in Section 1.3.1, there are also challenges in PUF circuit

design. One of the most critical issues is the stability of PUF. Although process variation

leveraged by PUFs is beneficial to security, it is usually in the millivolt (mV) range, and

therefore, circuit mismatch is easily influenced by noise and other factors, resulting in bit

errors. There are two kinds of bit errors, random errors and systematic errors. Random

errors are caused by random noise. When a PUF evaluate, if the amplitude of random noise

is larger than the mismatch of a PUF cell, the PUF cell generates a random error. Systematic

errors are caused by factors such as supply voltage/temperature (VT) variations and long-

term aging. These factors influence the characteristics of transistors. If the polarity of a

bitcell’s mismatch is reversed by these factors, bit errors occur.

However, since PUFs need to work with cryptography, PUF keys must satisfy the key error

rate (KER) requirement for cryptographic applications that is on the order of 10 6 [31].

This means the bit error rate (BER) of PUFs should be at least on the order of 10 7 to satisfy

the KER requirement. As a result, the reduction of bit errors becomes a main challenge for

PUF design.

In Chapter 2, the detailed metrics for a PUF and prior art are introduced.
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Preliminaries

2.1 Metrics for a PUF

Stability against random noise

As mentioned in Section 1.3.3, stability is a must for PUF design. Random noise is the

source of random errors. The stability against random noise is generally evaluated at the

nominal VT condition.

The percentage of unstable bits is usually used to evaluate the stability of a PUF. It is also

called instability. The equation for instability calculation is shown as (2.1):

= (2.1)

In experiments, to measure instability, a PUF will be evaluated for many times, such as

500, 1000, 2000, etc. From these multi-evaluation data, the golden data of a PUF are

decided by majority voting. When a PUF generates a datum that is different from the golden

datum, it is defined as a bit error. When a bitcell generates even one-bit error in these

multiple evaluations, this bitcell is regarded as an unstable bitcell.

Another frequently used metric is the BER. The equation for BER calculation is shown as

(2.2):

=
×

(2.2)

Usually, BER does not have obvious difference as the number of evaluations increases, but

instability is positively related to evaluation number. Therefore, the number of evaluations

should be large enough.
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Stability across VT variations

In addition to random noise, VT variations influence the characteristics of transistors and

lead to systematic errors. BERs at different VT conditions are used to evaluate the stability

across VT variations. It should be noted that in this case, although the PUF is evaluated at

different VT conditions, the golden data should always be the majority-voting data at the

nominal VT condition.

Long-term reliability

Long-term aging changes the threshold voltage (Vth) of transistors and can cause bit errors.

To simulate long-term usage, the accelerating aging test is usually applied [32]. To do this,

a chip with a PUF is baked in a high temperature and a high supply voltage (VDD) stress

environment to accelerate aging effects. Then, BERs are calculated based on the golden

data before accelerated aging. The voltage acceleration factor (VAF) and thermal

acceleration factor are estimated as (2.3) and (2.4), respectively:

= ( ) (2.3)

=
( ) (2.4)

where is the voltage exponent factor, VStress is the stress voltage, VOperation is the operation

voltage, is the activation energy, k is the Boltzmann’s constant (8.62×10 5 eV/K),

TOperation is the operation temperature, and TStress is the stress temperature. The total

estimated acceleration factor is the product of VAF and TAF.

Uniqueness and identifiability

Each PUF data should be unique and different from each other. To evaluate uniqueness,

the hamming distance (HD) between two different PUFs is used. It is also called inter-PUF

HD (HDInter). HD is defined as (2.5):
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= (2.5)

where these two PUFs should be the same in length.

Identifiability defines how a PUF could be identifiable from another when bit errors are

considered. It is calculated with the separation ratio of HDInter and intra-PUF HD (HDIntra)

(HDInter/HDIntra), where HDIntra is the HD between any two bitstreams of a same PUF with

multiple evaluations. The higher HDInter/HDIntra is, the more easily a PUF is identified from

another PUF considering bit errors.

Randomness

For security reasons, randomness is a fundamental requirement for a PUF. One metric to

evaluate randomness is the autocorrelation among bitcells, calculated with the correlation

function Rxx. Rxx of bitcells with a lag (address distance between two bitcells) j is defined

as (2.6):

( ) = (2.6)

where N is the length of the PUF bitstream, x is the golden datum of a bitcell. x equals to 1

when the datum is “1”, and x equals to 1 when the datum is “0”. The ideal value for Rxx

is zero, representing that the bitcells with a certain address distance do not correlate with

each other. If the lag j is swept from 1 to half of the PUF length and all the Rxx values are

close to zero, it proves that the PUF has a good randomness.

There are also some standard tests to test the randomness of a PUF. The most frequently

used one is the National Institute of Standards and Technology (NIST) SP 800-22

randomness tests set [33].
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Area and energy efficiency

Area and energy efficiency are important to PUFs because IoT edge devices are resource-

constraint. As for area, usually the area in feature size (F2) of a bitcell is used to compare

PUFs across different technology nodes. It is calculated as (2.7):

=
( )

(2.7)

As for energy, usually only the energy of PUF cell array is compared. The reason is that

the total energy depends on the read-out scheme, which might be different among designs

and is difficult to compare. The energy of one bit is calculated as (2.8):

=
×

(2.8)

where IArray is the measured current of the bitcell array and throughput is the number of bits

that are read out in one second. Compared with TRNGs, the throughput of a PUF is less

critical because the PUF keys do not need to be read so often.

Attack resilience

Attack resilience is one of the most important metrics for a PUF but sometimes ignored by

designers. Although the security of PUFs is considered to be strong due to the volatile

feature, there are several works reporting successful attacks on PUFs [34, 35]. Also,

conventional side-channel attacks, such as power analysis attacks [36, 37], can be applied

to PUFs. Therefore, attack resilience should be considered for PUF design.

2.2 Bit error countermeasures

The most conventional way to solve the bit error problem is to use error-correcting codes

(ECCs) [38] such as Bose-Chaudhuri-Hocquenghem (BCH) code [39, 40], repetition code,

Reed-Muller (RM) code [41, 42], and etc. (see Figure 2.1). However, the implementation

of ECC circuits brings to great overheads in latency, power, and area, which makes it
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unsuitable for resource-constraint IoT applications. For example, it is reported in [43] that

an ECC implementation using a combination of BCH codes and repetition codes requires

almost 10 times of redundant bitcells compared with the key length. Also, some ECCs are

reported to be vulnerable to power analysis attacks [44, 45, 46], elevating security risks.

Therefore, reducing BER and the scale of ECCs has been a target for recent researches. In

order to achieve this goal, efforts have been reported in two categories. One is to design a

PUF with lower native BER. The other is to use post-processing techniques to stabilize the

PUF data. As shown in Figure 2.2, combining these two efforts could significantly reduce

the need for ECCs, although not eliminating them. In the following two sections, previous

works on PUF circuit design and post-processing techniques are introduced, respectively.

2.3 Previous PUF circuits

Early PUFs

The very first silicon PUF was presented in IEEE International Solid-State Circuits

Conference (ISSCC) 2000 by Lofstrom et al. [47], but it was called an IC identification

Figure 2.1: Conventional stable keys solution using only ECCs.

Figure 2.2: Recent stable keys solution using high-stability PUF, post-processing,

and ECCs.
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circuit at that time. The circuit is shown in Figure 2.3. It is composed of a transistor array

controlled by switches, an autozeroing comparator, a pull-up resistor, and a coupling

capacitor.

The PUF data are by comparing any two of the transistors M1—Mn. In phase 1, the switch

in the comparator, Sc, is closed so that node B and node C are shorted, and INV1 and INV2

are set to a high-gain sensitive point. Then, one of M1—Mn is selected by controlling one

of the switches S1—Sn. According to the Vth of the selected transistor, a drain voltage is

generated at node A. In phase 2, Sc becomes open. Now, node B and node C keep the

previous voltages, but they are in the high-impedance state. Afterwards, the circuit selects

another transistor by opening the previous switch and closing another switch. According

to the Vth mismatch between these two successively selected transistors, the voltage at node

A either rises or falls, and generating a rising edge or falling edge at node B through the

coupling capacitor. Then, this small difference at node B is amplified by INV1 and INV2,

and one-bit output is generated at the final node. This circuit has large energy consumption

due to the transistor short-circuit currents, and the comparator has a large footprint.

Figure 2.3: The first silicon PUF in ISSCC 2000 [47].
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The concept of PUF emerged in 2002 with silicon implementations [48] and an optical

implementation [49], respectively. Since then, various kinds of PUFs have been presented

in major conferences and journals.

Delay-based PUFs

Delay-based PUFs generate bitstreams by comparing the delay difference of two circuit

paths. The delay difference results from process variation. One of the most famous delay

based PUFs is the arbiter PUF presented in 2004 by J. W. Lee et al. [50]. The structure of

an arbiter PUF is shown in Figure 2.4. It has two paths, the red path and the blue path, as

well as many stages of switching components, which are controlled by the challenge inputs.

According to the challenges, the two paths have different delay at each stage due to the

mismatch of the two buffers. The delay of each path accumulates at the final stage. The

final stage is an arbiter, which compares the rising time of the two paths and determines

the final response output to be “0” or “1”.

An arbiter PUF requires a big circuit for one-bit response generation and hence it is not

suitable for Weak PUF implementation. On the other hand, it has a very large CRP space

and can be used as a Strong PUF. For example, in Figure 2.4, the area of the arbiter PUF

is proportional to k while the CRP number is proportional to 2k. However, as mentioned in

Section 1.3.2, it is vulnerable to modelling attack so that it is not secure enough for security

Figure 2.4: Basic structure of an arbiter PUF.
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applications. In addition to arbiter PUFs, ring oscillators are also a popular candidate to

build a delay-based PUF [51, 52].

SRAM-based / bi-stable PUFs

SRAM-based or SRAM-like PUFs are one of the most popular PUFs. Both a foundry

SRAM [53] and a custom-designed SRAM [54] can be used to implement an SRAM PUF.

Also, similar circuits like sense amplifiers (SAs) [55], latches [56], and bus-keepers [32]

can be grouped into SRAM PUFs, as they share common features. Since an SRAM has

two stable operating points, which can store both “0” and “1”, an SRAM PUF is also called

a bi-stable PUF.

The circuit of a conventional six-transistor (6T) complementary metal-oxide-

semiconductor (CMOS) SRAM bitcell is depicted in Figure 2.5. It leverages the power-up

state as the PUF data, which depends on the process variations among the four transistors

P1, P2, N1, and N2. The access transistors A1 and A2 are for data read-out and have little

influence on PUF evaluations. During power-up evaluation, A1 and A2 are turned off. Due

to the large gain and the positive feedback of the cross-coupled inverters pair, a small

mismatch can be amplified into full-swing differential voltages at the Q and QB nodes.

Then, the differential voltages are read out through the access transistors and bit-lines.

SRAM PUFs have many advantages that make them so popular. First, the footprint is small

as a bitcell can be built with only six or eight transistors. Second, SRAM techniques have

been widely researched and they can also be utilized on SRAM PUFs. Third, SRAM has a

differential structure, which is regarded to be more resilient to power analysis attacks,

because the current waveforms of reading data “0” and data “1” are identical [21]. Finally,

the differential structure is easier for post-processing. For example, burn-in stabilization

can be applied on SRAM PUFs, but it is difficult to apply on other kinds of PUFs. The

details of burn-in stabilization will be introduced in Section 2.4.4 and 2.4.5.

However, one big issue of conventional SRAM PUFs is that their native stability is low.

The reason is explained with Figure 2.6. This figure shows the butterfly curves [57, 58, 59,

60] of a 6T SRAM. A butterfly curve is a combination of two direct-current (DC) transfer
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curves of the two cross-coupled inverters that compose an SRAM bitcell. The cross points

of these two transfer curves represent the static operating points or the solutions of an

SRAM. In Figure 2.6, it is shown that a CMOS SRAM PUF have two stable solutions even

under a very low VDD of 0.1 V. According to circuit mismatch, the correct solution should

be the solid circle so that node QB should be charged to a higher voltage. However, in the

real VDD power-up transient process under 0.1 V, currents are too small to charge the node

Figure 2.5: Circuit of a conventional SRAM PUF.

Figure 2.6: Butterfly curves of a conventional SRAM PUF during power-up,

simulated with a 5-mV mismatch.
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quickly, and the circuit fails to follow the DC trajectory. In this case, the actual solution

can be easily influenced by random noise and flip into the wrong solution (i.e., the dotted

circle in Figure 2.6). This leads to the poor native stability of conventional CMOS SRAM

PUFs.

In addition to the power-up state, there exist other types of data generation for bi-stable

PUFs. In [54, 61, 62], the authors present a hybrid of SRAM and delay PUF, whose data

depend on a combined behaviour of the discharge of SRAM and the delay chains. Since

the data do not simply rely on the power-up behaviour, this design could be more resilient

to the attacks targeting the power-up behaviour of SRAM [35]. But as for stability, this

hybrid design is similar to conventional CMOS SRAM PUFs.

Mono-stable PUFs

In order to achieve better native stability, mono-stable PUFs have emerged. The biggest

difference of a mono-stable PUF is that it has only one stable solution according to its

circuit mismatch, and therefore, it alleviates the solution flipping problem of bi-stable

PUFs.

The first well-known mono-stable PUF was presented in ISSCC 2015 [63, 64]. Its circuit

is shown in Figure 2.7, which is composed of a pair of complementary cascode current

mirrors. This design also utilizes the power-up state as the PUF data. When we look at

node X, the currents of M3 and M5 tend to be the same and they are mirrored to the other

side (i.e., M4 and M6). If there is no mismatch in the circuit, the currents of M4 and M6

should be the same and VX should be identical to VOUT. However, the two currents are

slightly different in practice because of mismatch. Due to the cascode structure, the output

impedance at node OUT is very large. This large impedance then transforms the current

mismatch into a voltage that is close to full swing (i.e., either GND or VDD). This voltage

is then further amplified and used as the PUF data.

In addition to the high stability feature due to the mono-stable characteristic, another merit

of this design is that when a low VDD is set, the VDD can be lower than the Vth summation

of the cascode transistors, biasing the PUF in sub-threshold region and featuring low
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power. This low-power feature is preferable in IoT applications. An improved version of

this design is published in IEEE Asian Solid-State Circuits Conference (A-SSCC) 2017

[65] and IEEE Journal of Solid-State Circuits (JSSC) 2018 [66].

Another major type of mono-stable PUFs utilizes a chain of amplifiers. The first work is

presented in ISSCC 2016 by B. Karpinskyy et al. from Samsung Electronics [67]. The

circuit is shown in Figure 2.8. The bitcell is composed of a chain of NAND gates. At the

first stage, the input is shorted with the output. According to the mismatch between the first

and the second stages, the voltage at node X is either slightly larger than the threshold or

slightly smaller than the threshold. Then, this small voltage difference is amplified by the

following stages into a full-swing voltage at node OUT. Being mono-stable, it has good

stability, but the weak point is that the power consumption is quite large due to the short-

circuit current (ISC), especially at the first stage. Another work with reliability strategies

was presented by the same group in ISSCC 2020 [68].

Figure 2.7: Circuit of the current-mirror-based mono-stable PUF in [63] and [64].
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In ISSCC 2017, K. Yang et al. presented a mono-stable PUF with similar structure as [67],

but the energy efficiency was improved [69]. The circuit is shown in Figure 2.9. In this

work, the authors use two-transistor (2T) amplifiers instead of NAND gates. To make it

low-power, the amplifiers are biased in sub-threshold region by connecting the gate of the

nMOS to its source (GND). To prevent the nMOS from totally turning off, a body bias is

applied. An improved version of this work was presented in ISSCC 2019 [70] and JSSC

2020 [71].

Although mono-stable PUFs achieve high native stability against random noise, it still

suffers from systematic errors caused by VT variations. Also, the single-ended structure

Figure 2.8: Circuit of the NAND-chain-based mono-stable PUF in [67].

Figure 2.9: Circuit of the 2T-amplifier-chain-based mono-stable PUF in [69].
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might be more vulnerable to power analysis attacks, compared with PUFs with a

differential structure.

NVM-based / NVM-like PUFs

In recent years, to realize ultra-low BER, several works have utilized NVMs or oxide

breakdown to generate on-chip PUF key. These PUFs are quite unique because they don’t

have PUF data natively and require a programming process for data generation. The

generated data are then stored in a way similar to NVMs. Therefore, they are not actually

“physically unclonable” and there are arguments whether they should be considered as

PUFs or not [31, 68].

One famous work was presented in ISSCC 2018 using a pair of anti-fuses (AFs) to form a

bitcell [72]. The circuit is shown in Figure 2.10. Before actual usage, the anti-fuse PUF

needs a self-programming mechanism using competing oxide breakdown to form PUF

data. In this phase, the bit-line (BL) is set to 0 V, the word-line (WL) turns on, and a high

voltage of 5.5 V is applied to both AF0 and AF1. According to the slight difference in

characteristics, oxide breakdown occurs on one of AF0 and AF1, and a low-resistance path

is formed between the gate of the breakdown AF and its source. Due to this path, BL is

charged to a high voltage, and the other AF is relieved from the stress. During read-out, a

sense voltage VSEN is applied to the gate AF0 and WL turns on. If AF0 has a breakdown,

BL will be charged up. In other words, if AF1 has a breakdown and AF0 does not, BL will

Figure 2.10: Circuit of the anti-fuse PUF in [72] and an example when AF0 has a

breakdown.
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not be charged up. Since the ON/OFF ratio of a high resistance path and a low resistance

path is large (e.g., ~100), the BER of the AF PUF is in the parts per million (ppm) range.

In another work [73], the authors use a similar structure to [72], but instead of applying 5.5

V to form a hard oxide breakdown, this work applies a lower stress voltage so that only

soft oxide breakdown happens. Since soft oxide breakdown is more difficult to observe

compared with hard oxide breakdown, it is considered to be more secure. Also, the energy

consumption becomes lower due to the lower gate current of soft oxide breakdown.

However, the risk of reverse engineering is still higher than normal PUFs based on process

variations.

There are also other works using resistive random access memory (ReRAM) [74] and

contact failure [75] to implement a PUF. Their common features are that they have low

BERs but might be more vulnerable to reverse engineering. Also, some NVMs [74] require

additional fabrication processes, resulting in higher fabrication costs.

2.4 Previous post-processing techniques

In the Section 2.3, previous efforts on improving the native stability of PUFs have been

introduced. However, random errors are still not eliminated, and systematic errors caused

by VT variations are hardly mitigated. Therefore, post-processing is required to further

reduce bit errors. In this section, previous works on post-processing will be introduced.

Temporal majority voting

Temporal majority voting (TMV) is one of the simplest schemes to reduce bit errors. The

basic idea is to evaluate the same bitcell repeatedly for N times and take a majority voting

on these N-bit data to get a final 1-bit output. An example of the 5-to-1 TMV (TMV5) is

shown in Figure 2.11. In this example, four bitcells, whose golden data are “0” “0” “1”

“1”, respectively, need to be read. For each bitcell, it is evaluated for 5 times. The PUF

evaluation data in black mean that they are correct outputs, and the evaluation data in red

mean that they are erroneous data. These evaluation data are not directly used for the final

outputs. Before that, a majority voting is applied on the 5-time evaluation data, and their
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majority value is used as the final output of this bitcell. For the first 3 bitcells, there are bit

errors before majority voting. However, since the number of bit errors is smaller than the

number of correct outputs, these bit errors are successfully screened out by the majority

voting. In this way, TMV works as a filter for BER reduction. However, if the erroneous

data happen to be the majority, TMV would fail, as the fourth bitcell in Figure 2.11 shows.

Since the golden data of PUF are determined by the majority values of multiple evaluations

at the nominal VT condition, statistically the number of bit errors caused by random noise

should be smaller than the number of correct outputs, and therefore, TMV could reduce bit

errors induced by random noise. The cost is that with multiple evaluation, the energy for

1-bit final output becomes N times for N-to-1 TMV, so as the latency.

A main weak point of TMV is that it is not so effective on systematic bit errors caused by

VT variations, because they often result in majority value flipping.

Dark-bit masking

Dark-bit masking is a direct method to reduce BER. Dark bits refer to unstable bits. Dark-

bit masking is to screen out the unstable bits to reduce the probability of bit errors.

The key point is how dark bits are found. As for dark bits induced by random noise, they

can be found easily by repeatedly evaluating the PUF. However, as for those bitcells which

Figure 2.11: An example of TMV5.
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are potentially unstable in a different VT condition, they might appear to be stable at the

nominal VT condition in which golden data are determined. One straightforward method

to find out these potential dark bits is to sweep the test VDD and temperature[67]. However,

temperature sweep largely increases test cost.

To find out dark bits without costly temperature sweeps, a method using body bias voltage

to emulate temperature variation was proposed in [69]. However, this method only

achieved 60% reduction in BER at most, and the body bias needed to be applied off-chip.

Another problem of dark-bit masking is that it requires memories to store the helper data

which indicate the address of dark bits. Although the helper data do not reveal sensitive

information, they cause overheads in storage. These overheads could be even heavier than

the PUF itself.

To alleviate the helper data storage issue, S. Satpathy et al. from Intel proposed a soft dark-

bit masking technique in [61] and [62]. This technique regenerates the dark-bit mask

through repeated evaluations at every time the PUF is powered up. In this way, the mask

does not need to be pre-stored in a memory. However, this technique is not efficient in

finding out VT variations-induced dark bits so that the BER reduction is limited.

In summary, a low-cost dark-bit detection technique which can detect all the potential dark

bits without temperature sweep is desired.

Dark-bit reconfiguration

Though dark-bit masking effectively reduces bit errors, it results in bitcell loss as the

masked bitcells are discarded. To stabilize PUFs without causing bitcell loss, the dark-bit

reconfiguration technique was first presented in [76], which was called remapping. This

PUF generates data by comparing the leakage current of a pair of bitcells. If the leakage

currents are close, this bitcell pair might be unstable. If the leakage difference is large, this

bitcell pair is stable. The basic concept of remapping is shown in Figure 2.12. In this

example, before remapping, these two pairs of bitcells are both unstable because their

leakage currents are both large and both small, respectively. However, if the combination
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of the bitcells is switched to form two new bitcell pairs, they can be both stable, and no

bitcell is lost. In this way, BER is reduced without bitcell loss.

Another work on dark-bit reconfiguration was presented in [70] and [71]. This PUF is a

mono-stable PUF based on a chain of sub-threshold inverters. The reconfiguration

technique is shown in Figure 2.13. Without reconfiguration, the stability of this PUF is

determined by the mismatch between INV1 and INV2. If the mismatch is small, the bitcell

is unstable. Instead of masking it, this PUF is reconfigured by closing the switch between

the input and the output of INV2. After reconfiguration, INV1 and INV2 becomes parallel

and can be seen as a new inverter which is a combination of INV1 and INV2. Now, its

stability no longer depends on the mismatch between INV1 and INV2, but instead

depending on the mismatch between the new inverter and INV3. After reconfiguration,

although the bitcell can still be unstable, the probability of instability both before and after

reconfiguration is squared.

Although dark-bit reconfiguration successfully reduces BER without bitcell loss, it still

needs memories to store helper data. Also, its efficiency depends on the how many dark

Figure 2.12: Basic concept of remapping in [76].
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bits are found, and hence it also requires an efficient dark-bit detection technique. In

addition, its effectiveness in BER reduction is lower than dark-bit masking because the

reconfigured bitcells can be unstable.

Negative bias temperature instability burn-in

Different from the previously introduced post-processing techniques that are based on

circuit techniques, burn-in is a kind of technique that requires device technique assistance.

Negative bias temperature instability (NBTI) is a major aging effect on pMOS transistors

[77]. It is usually observed when a same potential is given to the drain and the source of a

pMOS transistor while the gate is negatively biased. NBTI effect causes the absolute Vth

value of pMOS transistors to be larger, degrading performance. Even in the steady CMOS

state where there is no current in the channel, NBTI can happen. Therefore, it is a crucial

issue in circuit reliability.

However, the Vth shift caused by NBTI can be used to improve circuit metrics, especially

the stability of PUFs. Since the stability of PUFs depends on their process mismatch, it can

be reinforced by enlarging the Vth mismatch through aging. As an advantage of the

differential structure, NBTI burn-in stabilization scheme can be applied on SRAM-based

Figure 2.13: Dark-bit reconfiguration in [70] and [71].

Output
INV1 INV2 INV3 INV4

Output
INV1 INV2 INV3 INV4

Not reconfigured

Reconfigured



25

or bi-stable PUFs [54, 62, 78, 79]. Burn-in is originally applied for reliability tests, which

give a high VDD and high temperature condition to a device under test (DUT) to accelerate

the aging effects and test its long-term performance. For the PUF stability reinforcement,

burn-in is used to accelerate the aging effects which enlarge the Vth mismatch.

Figure 2.14 shows an example of how NBTI burn-in works on an SRAM PUF. In this

example, assuming originally Vth,N1 equals to Vth,N2, and |Vth,P1| is smaller than |Vth,P2|, the

datum of this bitcell should be Q equalling to “1” and QB equalling to “0”, because the

pull-up ability of P1 is higher than P2. In order to reinforce the stability of this bitcell, the

Vth mismatch of the two pMOS transistors should be enlarged. NBTI could be applied on

P2 to enlarge its Vth and correspondingly enlarge the mismatch. To apply NBTI on P2, first,

the inverse data need to be written. Now, Q becomes “0” and QB becomes “1”. In this case,

both drain voltage and the source voltage of P2 are high voltage and only its gate voltage

is negatively biased to 0 V so that NBTI effect works on P2. Afterwards, VDD is set to a

Figure 2.14: A typical example of NBTI burn-in on SRAM PUFs.
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high voltage and temperature is raised to accelerate NBTI, and |Vth,P2| is enlarged. After

burn-in, |Vth,P1|<<|Vth,P2| is achieved and the stability is reinforced.

Although NBTI burn-in could improve PUF stability, its efficiency is limited, and it suffers

from recovery [80]. For instance, in [78], the BER reduction remains at 40% after 120

hours of NBTI burn-in.

Hot carrier injection burn-in

Hot carrier injection (HCI) [81] is another major aging effect, in addition to NBTI. Figure

2.15 shows an example of HCI effect on an nMOS transistor. When a large drain voltage

(e.g., 3.3 V) is applied to the transistor, and the transistor is biased into the saturation

region, the channel electrons (carriers) are accelerated due to the high electrical field near

the drain. This causes a very small portion of lucky carriers (hot carriers) to gain high

enough energy and get injected into the gate oxide. After injection, they generate surface

states and result in a positive Vth shift and degradation of IDS on this nMOS transistor.

Figure 2.15: An example of HCI effect on a single nMOS transistor.
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In distribution, most of the hot carriers are injected to the drain side. Therefore, the

transistor becomes asymmetric after HCI. When the operation direction is the same as the

HCI stress direction, the shift in Vth is relatively low, because the effect of hot carriers is

alleviated by the depletion region near the drain. However, if the transistor operates in the

reverse direction, now the hot carriers are distributed at the source side, as shown in Figure

2.15. In this case, they largely influence the VGS characteristic and lead to significant Vth

shift even with a short stress time.

Due to the large Vth shift, reverse HCI effect has been used in several works to improve

different circuit metrics. In [82], A. Kawasumi et al. from Toshiba used HCI effect to trim

the sense amplifier (SA) for a low VDD SRAM. In [83] and [84], the authors used HCI to

trim the access transistors in order to improve the read margin of SRAMs. HCI effect has

also been used to improve the stability of bi-stable PUFs. However, different from NBTI,

HCI requires channel currents and hence cannot be directly applied to conventional 6T

SRAM PUFs. In [85], the authors used a custom SA PUF for HCI burn-in implementation.

Although it proved that HCI burn-in could successfully eliminate bit errors even at VT

corners within a short time (e.g., several minutes), the circuit of the SA PUF was very large

(containing about 23 transistors), and its energy consumption was not reported.

Compared with dark-bit masking, the merits of HCI burn-in are that HCI does not need to

store helper data, and it does not rely on the efficiency of dark-bit detection. Compared

with NVM-based and oxide-breakdown solutions, the effect of HCI is difficult to observe

while it can achieve “zero” bit errors.

2.5 Motivation and concept of this research

As introduced in Section 2.3 and 2.4, there is lack of lightweight PUF solutions which

could eliminate bit errors with high-stability process-variation-based PUF bitcells and

efficient post-processing techniques. As for the PUF circuit, SRAM PUFs would be a good

candidate due to the small footprint and their differential structure, which could provide

better resilience to power analysis attack. However, previous SRAM PUFs or bi-stable

PUFs suffer from high native BER, and they need to be improved.
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Therefore, in this research, my goal is to design a PUF solution that combines a high-

stability SRAM PUF and an efficient post-processing technique to achieve “zero” BER

without using ECCs. The concept is shown in Figure 2.16. Two works have been done to

achieve this target.

In the first work introduced in Chapter 3, a new type of SRAM PUF, called enhancement-

enhancement (EE) SRAM PUF, is designed. This work is based on a conference paper in

A-SSCC 2018 [86] and a journal article in JSSC 2020 [87]. It is the first SRAM PUF that

achieves comparable native stability with the state-of-the-art mono-stable PUFs [66, 71].

Compared with the conventional SRAM PUF in [56], EE SRAM PUF has a 14× lower

native BER. To reduce the energy consumption caused by short-circuit currents, a two-

dimensional (2-D) power gating technique is designed and first introduced to the bitcell

array. By this technique, only one bitcell in a block is powered-up in one read-out cycle,

and the energy is reduced by approximately 64× to 128 fJ/bit.

For the post-processing, a pure circuit approach is applied. A dark-bit detection technique

based on VSS biases generated by a lightweight integrated bias generator is implemented.

Compared with the prior art [69] which could only achieve 60% BER reduction by masking

the detected dark bits, the proposed technique successfully detects “100%” dark bits across

Figure 2.16: Two PUF solutions in this research, where ECCs are not used.
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all the measured VT conditions, and it is the first work which achieves “zero” BER

(<5.99×10 7, assuming one-bit error in 3339 bitcells × 501 evaluations) with only circuit

techniques.

In the second work introduced in Chapter 4, a hybrid SRAM PUF is presented. This work

is based on the previous papers presented in IEEE Custom Integrated Circuits Conference

(CICC) 2020 [88] and published in IEEE Journal of Solid-State Circuits [89]. In the EE

SRAM PUF, it suffers from ISC during operation, and the energy consumption is still larger

than the state of the art even with 2-D power gating. The hybrid SRAM PUF is designed

to improve the energy efficiency. It has a hybrid-mode operation. During evaluation, it

works in the EE SRAM mode to achieve high native stability. After resolving the native

data, it switches to CMOS SRAM for low power and to get rid of ISC. Also, the stable data

latching scheme in CMOS SRAM enables low-voltage operation. The lowest VDD is down

to 0.5 V and the minimum energy is only 2.07 fJ/bit, which is 62× smaller than EE SRAM

PUF.

For the post-processing, an aid of device characteristics modification through burn-in is

applied. This hybrid SRAM PUF is compatible with HCI burn-in without adding any

transistor in the bitcell. After HCI burn-in, it achieves “zero” bit errors at all the VT

conditions. Compared with other “zero” error PUFs including the NVM-based ones, this

solution achieves the lowest energy as well as the smallest energy-area product, while HCI

is the only solution that does not require visible oxide damages or filaments, helper data

storage, or additional fabrication processes.
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EE SRAM PUF with 2-D Power Gating and VSS

Bias-Based Dark-Bit Detection Technique

3.1 Introduction

In this chapter, a combination of high-stability EE SRAM PUF bitcell and VSS bias based

dark-bit detection technique is presented. To my best knowledge, it is the first SRAM PUF

that achieves high stability that is comparable with state-of-the-art mono-stable PUFs, and

it is the first work that achieves “zero” error with only circuit techniques. It also includes a

2-D power gating technique to reduce the energy consumption of EE SRAM brought by

the short-circuit currents, while enhancing the security through normally-off bitcells and a

remanent charges clearance scheme.

First, the bitcell design of EE SRAM PUF is introduced, which shows how the EE SRAM

structure can achieve higher stability than the previous SRAM PUFs. Next, the power

consumption problem of EE SRAM is introduced, and its solution, the 2-D power gating

technique, is described. Then, the array architecture and operations are shown. It explains

how the PUF data are read out after evaluation. Afterwards, the VSS bias based dark-bit

detection is introduced. It shows how the VSS bias detects hidden dark bits and how the bias

voltage is generated using a lightweight bias generator. By masking the detected dark bits,

bit errors are reduced or eliminated. After all the techniques are exhibited, experimental

results based on test chips in a 130-nm standard CMOS process are shown. It proves that

the proposed EE SRAM PUF successfully achieves 14× better stability than the

conventional SRAM PUFs and the dark-bit detection technique can screen out all the dark

bits even in extreme VT corners. After masking the detected dark bits, “zero” error is

achieved without ECCs. Finally, a conclusion is drawn.
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3.2 EE SRAM PUF

In this section, the concept and bitcell design of EE SRAM PUF is introduced. By

designing EE SRAM PUF, I intend to realize an SRAM PUF with high native stability

while previous SRAM PUFs generally have poor native stability.

Considerations to achieve high stability in SRAM PUF

As introduced in Section 2.3.3, the reason why conventional SRAM PUFs suffer from poor

stability is that they switch from the mono-stable to the bi-stable state too suddenly. When

the state transition happens, the voltages of the data nodes are far from the target solution

(i.e., VQ and VQB do not separate enough). Also, the state transition occurs under a very low

VDD that is smaller than 0.1 V. As a result, the currents in deep sub-threshold region are not

large enough to charge or discharge the data nodes quickly so that they fail to follow the

solution change. In this case, the data can easily flip into the wrong solution due to random

noise, resulting in bit errors.

Figure 3.1: EE SRAM PUF bitcell.
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According to the analysis above, if VQ and VQB have a large separation when the PUF

switches from the mono-stable state to the bi-stable state, and the state transition occurs

more smoothly and under a higher VDD, the stability of SRAM PUF could be improved.

Under this consideration, the EE SRAM PUF is designed.

Bitcell Design of EE SRAM PUF

The CMOS inverter is the reason why a conventional CMOS SRAM has a sudden

transition from the mono-stable to the bi-stable state. A CMOS inverter has a very steep

voltage transfer curve even in the sub-threshold region. When two CMOS inverters are

cross-coupled and form a latch, the positive feedback between them amplifies a small

voltage difference into a large differential voltage. Due to the same reason, even under 0.1

V, a CMOS SRAM bitcell can store both “0” and “1” and works in the bi-stable state.

In order to make the state transition occur at a higher VDD, I take an approach of replacing

the CMOS inverter with another type of inverter with a smaller gain. In this work, the EE

inverter is designed. Figure 3.1 shows the circuit of an EE SRAM PUF bitcell. Compared

with a conventional 6T CMOS SRAM depicted in Figure 2.5, the two pMOS load

transistors are replaced with two diode-connected enhancement nMOS transistors (i.e., LL

and LR). Since each of the cross-coupled inverters is composed of two enhancement nMOS

transistors, the inverter is called EE inverter and the SRAM is called EE SRAM.

Same as a CMOS SRAM, an EE SRAM PUF cell also has two driver transistors, i.e., DL

and DR, for cross-coupling and pull-down, and two access transistors, i.e., AL and AR, for

data read-out.

Operation of EE SRAM PUF

Like conventional CMOS SRAM PUFs, an EE SRAM PUF utilizes the power-up state of

the bitcells as the PUF data. The data are determined by the mismatch between the cross-

coupled EE inverters, or in other words, the two load transistors LL and LR, and the two

driver transistors DL and DR. The two access transistors, i.e., AL and AR, are turned off

during PUF evaluation and have no influence on the PUF data. After evaluation, PUF data
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in the bitcells are read out through the access transistors and the differential bit-lines, i.e.,

BL and BLB, with a complementary sensing scheme.

With a different structure, the DC transfer characteristic of an EE inverter is different from

a CMOS inverter. Figure 3.2 shows the circuit of an EE inverter. Since both transistors

work in the saturation region when VIN is close to VOUT, from the long-channel model [90],

we get (3.1) and the DC transfer function (3.2), ignoring body effect:

2
( , ) =

2
( , ) (3.1)

= , ( , ) (3.2)

where = ( / ), is the carrier mobility, COX is the gate capacitance of a unit area,

W is the channel width, and L is the channel length. From (3.2), we can get (3.3):

= = (3.3)

Figure 3.2: Circuit of an EE inverter.
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Figure 3.3: Simulated DC transfer curves when VDD = 0.6 V, 1.0 V, and 1.4 V.

Figure 3.4: Simulated maximum voltage gains of an EE inverter in the saturation

region with respect to VDD and ratio.
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It reveals that the gain of the EE inverter depends on the ratio between the driver

transistor and the load transistor. Since the voltage gain is constant when body effect is

ignored, the DC transfer curve of the EE inverter is more linear than a CMOS inverter. The

simulated DC transfer curves at the three VDDs of 0.6 V, 1.0 V, and 1.4 V are shown in

Figure 3.3. They show that these curves are in a linear shape.

In addition to the ratio, body effect also has influence on the DC transfer curves. In

Figure 3.2, the body of the load transistor is connected to GND so that it is applied with a

reverse body bias as its VBS equals to VOUT. Considering body bias, we have:

, = , + ( 2 + 2 ) (3.4)

where , is the Vth of load transistor without body effect, is the body effect

coefficient, and 2 is the surface potential. From (3.2), we get:

=
.

× (3.5)

From (3.4), we have:

.
=

2
(2 + )

(3.6)

Combining (3.5) and (3.6):

1 +
2 2 +

=

(3.7)

= =
1

1 +
2 2 +

(3.8)
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It shows that the gain of an EE inverter has a positive relation with VOUT in addition to the

ratio. As VOUT increases following VDD, the voltage gain of an EE inverter is also

positively related to VDD. It is depicted in Figure 3.3 that the slope of the DC transfer curve

becomes steeper as VDD goes up. Figure 3.4 shows the simulated gains of an EE inverter

with respect to VDD and ratio. It verifies that the gain is positively related to both factors.

Figure 3.5: Butterfly curves of an EE SRAM PUF cell during power-up evaluation.

The curves are simulated with a typical 20-mV mismatch.
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This feature is important to the stable evaluation of EE SRAM PUF. Figure 3.5 shows the

butterfly curves of an EE SRAM PUF cell during power-up evaluation. Since the DC

transfer curves are more linear, the bitcell stays in the mono-stable state even when VDD

Figure 3.6: Simulated transition voltages where a PUF cell changes from the mono-

stable to the bi-stable state with respect to the ratio at three process conditions.

Table 3.1: Transistor size of the EE SRAM PUF cell.
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reaches 0.9 V. Therefore, under low VDDs, it does not suffer from the solution flipping

problem like conventional CMOS SRAM PUFs. As the voltage gain increases gradually

during power-up, the bitcell smoothly changes from the mono-stable state to the bi-stable

state at around 1.0 V. At a higher VDD, the conductivity of the transistors is high enough,

or in other words, the currents charging or discharging node Q and node QB are large

enough for VQ and VQB to follow the change of the mono-stable solution point shown as

the solid circles in Figure 3.5 as VDD increases to 0.9 V. When VDD becomes 1.0 V, and VQ

and VQB separate in the bi-stable state, the solution smoothly goes to the solid rectangle

shown in Figure 3.5. The probability of going to the dotted rectangle is very low.

Because the ratio relates to the gain and the transition voltage from the mono-stable state

to the bi-stable state, it should be carefully chosen. Figure 3.6 shows the simulated

transition voltages under different ratios. A larger ratio results in a lower transition

voltage so that the minimum VDD could be lowered to reduced energy consumption. In this

work, to balance the area and power, a ratio of four is chosen. The sizes of transistors are

listed in Table 3.1. A long length is chosen for the load transistors for energy reduction as

Figure 3.7: Short-circuit currents in EE SRAM PUF.
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well as setting the ratio. Since write-in operation is not needed for a PUF, a long length

is used for the access transistors to ensure read stability.

3.3 2-D power gating and array architecture

Although the EE structure could improve the stability of SRAM PUF, it also leads to a

short-circuit current problem that increases the energy consumption of the PUF. An

example is depicted in Figure 3.7. If Q equals to “1” and QB equals to “0”, both the load

and the driver transistor on the right-hand side are turned on, and this results in a short-

circuit current. For another concern, it might provide a potential attack point for adversaries

if the PUF data could be generated by directly powering up VDD, such as the invasive

attacks in [34] and the remanence decay side-channel attack in [35]. In order to alleviate

both concerns, a 2-D power gating technique is implemented.

The basic concept of 2-D power gating is to power gate bitcells by controlling both vertical

and horizontal addresses so that only the cross-point bitcells are powered up. To implement

the 2-D power gating, the gate and the drain of the load transistors are separated as VLE and

Figure 3.8: Circuit of a revised PUF cell for 2-D power gating.
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Figure 3.9: Array architecture of EE SRAM PUF.

Figure 3.10: Operation waveforms of EE SRAM PUF in one read cycle.
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VPE, respectively, as depicted in Figure 3.8. VLE and VPE are controlled with load-enable

(LE) drivers and power-enable (PE) drivers, respectively. Each LE driver controls the VLE

of one row and each PE driver controls the VPE of one column. Both the drivers are CMOS

inverter-like circuits. The array architecture is shown in Figure 3.9. The array is physically

arranged as 32 rows by 32 columns. Logically, it has 64 words by 16 bits. Each parallel

output bit comes from a bitcell block. In each bitcell block, there are two columns that

share the same column-control logic circuits and SA.

The operation waveforms are shown in Figure 3.10. Normally, when CLK=0, all the

bitcells are in OFF state as VPE and VLE are at the GND level. When a read cycle starts, the

VLE of one selected row and the VPEs of the selected columns are powered up through the

drivers. Therefore, only one selected bitcell in one block is powered up instead of powering

up all the bitcells. Since there are 64 bitcells in a block, it could be expected that the energy

consumption is reduced by ~64× thanks to the 2-D power gating. After the targeted bitcell

is powered up, the word-line (WL) of the selected row is activated and the differential BLs

Figure 3.11: Simulation results on the relationship between ramp-up time and BER.
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or BLBs are discharged depending on the PUF data. The difference between BLs and BLBs

is then sensed by the SAs so that the PUF data are read out. After the read-out operation is

finished, VLE and VPE are cut off again. Therefore, all the bitcells are turned off in the

standby phase and the standby power is very small.

As mentioned in Section 3.2, a slow state transition is beneficial to the stability. The Monte-

Carlo simulation results in Figure 3.11 indicate that a longer ramp-up time leads to a lower

BER. The speed of state transition is related to the ramp-up rate of VLE. Therefore, in this

work, long-channel transistors are used for the LE drivers so that their ramp-up could be

slower. The ramp-up time is set to ~200 ns in simulation. Although VLE is set with a slower

Figure 3.12: Wasted energy issue due to half-selected cells.
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ramp-up, this time is still much faster than the 10 s to 500 ms ramp-up for conventional

SRAM PUFs [91].

Despite the contributions on energy reduction, there exists a wasted energy issue due to

half-selected cells. This issue is illustrated with Figure 3.12. When the selected cell is being

read and the WL is activated, the charges in the BLs of unselected columns flow through

the access transistors, the load transistors, and the pull-down nMOS transistors of the PE

drivers to GND. As the bitcells are read row-by-row, the repeated charge and discharge of

unselected BLs cause wasted energy. To solve this problem, a dual pre-charge-enable

signals (PCB) scheme is applied. The control circuits are shown in Figure 3.13. By this

design, the bit-line pre-charge circuits of the two columns in a block are separately

controlled. When the selected column is being read, the BLs of the unselected column

would not be pre-charged. Therefore, in this design, PUF data are read out row by row so

that the wasted energy is reduced by the presented scheme.

In addition to energy reduction, the architecture in this work strengthens the security of the

EE SRAM PUF in three aspects. First, all the bitcells are normally turned off, and only one

bitcell in one block is powered up in one read-out cycle. This limits the access to PUF data

and reduces the risk of PUF key leakage. Second, a remanence clearance scheme is

Figure 3.13: The dual PCB signals scheme to solve the wasted energy issue.
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designed to nullify a reported side-channel attack based on the remanence decay of SRAM

cells [35]. As shown in Figure 3.10, after a read-out cycle finishes, VPE is cut off before

VLE. By this scheme, the remanence at node Q and QB flow through the load transistors

and the pull-down transistors of PE drivers to the GND, and therefore, they are cleared in

a short time. In simulation, the charges are cleared within 10 ns even under a very low

temperature of 40 . Third, the complementary sensing scheme reduces the risk of power

analysis attacks since the energies of reading “1” and “0” are the same [21].

3.4 VSS bias based dark-bit detection

Dark-bit (i.e., unstable or potentially unstable bits) masking is an efficient post-processing

method to reduce bit errors. However, one big challenge is that many dark bits do not

appear unstable at the nominal VT condition, but when VDD or temperature changes, they

become unstable. It is difficult to find out these hidden dark bits at the room temperature.

The conventional method to detect these dark bits is to sweep the test temperature [67].

Figure 3.14: Concept of hidden (potential) dark bits.
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However, temperature sweep largely increases the test cost. Therefore, a technique to

detect these dark bits under the room temperature is desired.

Hereby, I present a dark-bit detection technique based on VSS biasing.

Concept of VSS bias based dark-bit detection

Figure 3.14 shows the concept of hidden or potential dark bits. The stability of EE SRAM

PUFs depends on the mismatch between the cross-coupled EE inverters. The mismatch

follows normal distribution [92, 93]. For those bitcells which have a very small mismatch,

they are easily influenced by random noise and appear unstable at the nominal VT

Figure 3.15: Concept of dark-bit detection based on VSS biasing.

Mismatch

Probability Unstable
Bits

Hidden
Dark Bits

“0” “1”

Mismatch

Probability Detected
Dark Bits

“0” “1”

(‘0’ ‘1’ or
unstable)

Add Bias

Mismatch

+ VBias —

VBias

“0” “1”

Shift



47

condition. For those bitcells which have a very large mismatch, they are always stable,

even at the VT corners. However, for those bitcells which have a mismatch that is neither

very large nor very small, they appear to be stable at the nominal VT condition, but they

may become unstable at a different VT condition. These bitcells are the hidden or

potentially unstable bits.

In order to find out these dark bits, the proposed method is to apply a bias voltage to shift

the distribution to the right-hand side or to the left hand-side [92]. In the case of EE SRAM

PUFs, a bias voltage between the VSSA and VSSB port could be applied. As shown in Figure

3.15, when the distribution is shifted by a proper bias voltage, a hidden dark bit, whose

value is “0” before being biasing, could be shifted to the “1” region, and its value is flipped

or becomes unstable. By observing the value, this dark bit can be found out. In this example,

the distribution is shifted to the right-hand side by a bias voltage on the VSSA port. It can

also be shifted to the left-hand side by a bias voltage applied on the VSSB port.

Circuit implementation for bias generation

In order to apply bias voltages on chip, an integrated bias generator is designed. It generates

a bias voltage based on the short-circuit currents of EE SRAM cells and the IR drop caused

Figure 3.16: Integrated bias generator for bias voltage generation.

VDD,DEC
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by the ISC. Therefore, the generator is lightweight. The circuit is shown in Figure 3.16. The

bias generator is composed of an eight-transistor ladder, two switches, and a decoder which

selects one of the eight transistors. These transistors have different sizes so that they have

different on-resistances (RONs). One side of the ladder is connected to the VSSA and VSSB

ports, and the other side is connected to the GND. One of the switches is closed and the

other is open, in order to control the polarity of the bias voltage.

In the example of Figure 3.16, S1 is open and S2 is closed. In this case, the VSSB node in

the bias generator is connected to the GND and the bias voltage is applied on the VSSA node.

During the operation, the ISC flow from the EE SRAM PUF to the VSSA port of the bias

generator. In this design, only one of M0—M7 is turned on. The current then flows through

the selected transistor and generates an IR drop. This IR drop is used as the bias voltage.

In the example of Figure 3.16, M0 is selected and the voltage across M0 is used as the bias

voltage. This voltage depends on the ISC of EE SRAM and the RON of the selected transistor

M0. We can change the bias voltage by tuning the RON. RON could be changed not only by

selecting the transistors with different width (W) and length (L), but also by changing the

gate voltage (VG) through the VDD of the decoder (VDD, DEC). The equation for RON and the

bias voltage (VBias) are shown as (3.9) and (3.10), respectively:

=
1

( / )( , )
(3.9)

= × (3.10)

3.5 Experimental results

Prototype chip tape-out

To verify the effectiveness, prototype chips are designed in a standard 130-nm CMOS

process and tested. The micrograph of the chip and the layout of the bitcell are shown in

Figure 3.17. In each chip, there are 1K bits. Due to the absence of p-n boundary, the bitcell

has a compact footprint. The actual area is 6.30 m2 and the corresponding feature size is

373 F2.
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Stability at nominal condition

The stability at the nominal condition indicates a PUF’s anti-noise ability. It is usually

evaluated with BER and the percentage of unstable bitcells (instability). To evaluate the

stability at the nominal VT condition, 20 chips (20K bits) are measured at 0.8 V and 23 .

The measurement results of the average BER and instability as well as that of the worst

chip are shown in Figure 3.18. For accurate results, up to 2000-time evaluations are

performed. First, when we look at the instability, it is found that it increases with respect

to the number of evaluations. With 500 evaluations, the average instability is 1.82%. With

2000 evaluations, the average instability is 2.14%. The instability of the worst chip is 2.54%

with 2000 evaluations. It is also found that BERs do not have an obvious relationship to

the number of evaluations. With 2000 evaluations, the average and the worst BER are 0.21%

and 0.34%, respectively.

Stability across VT variations

VT variations can inverse the mismatch of PUF cells and lead to majority flipping as well

as great BERs. In this work, the measured VDD range is 0.8—1.4 V and the measured

Figure 3.17: Micrograph of the prototype chip and the layout of the bitcell.
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temperature range is 40—120 . Ten chips (10K bits) are measured for 500 evaluations

at each VT condition. For BER calculation, the data measured at a different VT condition

are compared with the golden data, which are the majority values at the nominal condition

of 0.8V and 23 .

The measured average native BERs with respect to VDDs are shown with the solid line with

circles in Figure 3.19(a). At 1.4 V, the average native BER is 4.70% (0.783%/0.1 V). The

BERs of the worst chip are also shown with the dotted line with circles. The worst BER is

5.91% at 1.4 V.

The measured average native BERs with respect to temperature are shown with the solid

line with circles in Figure 3.19(b). At 40 , the average native BER is 4.69%. At 120 ,

the average native BER is 5.85%. The BER at 120 is higher because the temperature

difference from the room temperature is larger. When we look at the BER per 10 data,

the value in the 40 to 23 range is 0.75%/10 , and the value in the 23 to 120

range is 0.60%/10 . BERs of the worst chip are also shown with the dotted line with

circles. At 40 , the worst BER is 5.75%, and at 120 , the worst BER is 6.60%.

Figure 3.18: Measured BER and instability of 20 chips at 0.8 V and 23 .
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Dark-bit detection at nominal VT condition

The proposed dark-bit detection technique is applied at the room temperature to efficiently

find out the hidden dark bits and contribute to the reduction of bit errors caused by VT

variations. Before detection, the RONs of the transistors in the bias generator are measured.

The measurement procedure is that, first, the VSSB is set to be connected to the GND by

closing the switch at the VSSB side. Then, the targeted transistor is selected through the

decoder. Afterward, a 30-mV voltage is applied to node VSSA and the current is monitored.

Bitcells are turned off to avoid the interference of bitcell currents. RON is then calculated

by dividing the 30 mV by the measured current value. The measured RONs are listed in

Table 3.2.

For the dark-bit detection measurement, the same 10 chips (10K bits) used for the VT

variation measurements are tested. Each test chip is evaluated for 100 times under several

bias conditions to find out hidden dark bits. Those bitcells which never change their data

Figure 3.19: Measured average and the worst native BERs with respect to (a) VDD

variations and (b) temperature variations.
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are regarded as stable bits, and those bitcells that change their values under a bias voltage

are regarded as dark bits.

Figure 3.20(a) and Figure 3.20(b) show the BERs at different VDD conditions after masking

the detected dark bits and the corresponding BER improvement, respectively. The BER

improvement is calculated as follows:

= (3.11)

The lines with triangles, rectangles, and rhombuses represent the BERs and BER

improvement after 12.7%, 28.8%, and 60.5% masking, respectively. The corresponding

RONs are 276 , 688 , and 3366 , respectively. In the range of 0.8 V to 1.0 V, a 12.7%

masking reduces the BER from 2.05% to 0.21%. In a wider range of 0.8 V to 1.4 V, a

Table 3.2: Measured RONs of the transistors in the bias generator.

Transistor Width

( m)

Length

( m)

VDD,DEC

(V)

Measured

I ( A)

Measured

RON

M0 45.0 0.13 0.80 256 117

M1 30.0 0.13 0.80 191 157

M2 21.0 0.13 0.80 149 201

M3 14.0 0.13 0.80 109 276

M4 10.0 0.13 0.80 80 377

M5 7.5 0.13 0.80 60 498

M6 5.2 0.13 0.80 44 688

M7 3.8 0.13

0.80 30 1003

0.71 17 1804

0.66 9 3366

0.64 7 4328

0.62 5 5687
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28.8% masking reduces the BER from 4.70% to 0.47% and achieves 90% improvement.

After the 60.5% masking, the BER is reduced to 0.03%.

Figure 3.20: Measured (a) BERs and (b) BER improvement with respect to VDD

variations.

Figure 3.21: Measured (a) BERs and (b) BER improvement with respect to

temperature variations.
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Masking the same dark bits also effectively reduces the bit errors caused by temperature

variation. The results are shown in Figure 3.21(a) and Figure 3.21(b). In the range o 20

BER is reduced to less than 0.46% after 12.7% masking. As for a more extreme

range of 40 a 28.8% masking achieves more than 90.6% improvement,

reducing the maximum average BER from 5.85% to 0.55%. After 60.5% masking, no bit

errors appear in the measurement.

Figure 3.22 shows the relation between the RONs used for dark-bit detection and the

masking ratios. The corresponding BERs at two temperature corners 40

are also depicted. It indicates that as RON increases, the masking ratio firmly increases, and

the corresponding BERs decrease. When the masking ratio exceeds 60.5%, no errors are

found at both the two temperature corners. The corresponding measured RON is

Figure 3.22: The average masking ratio as well as the BERs at two temperature

corners with respect to the RONs used for detection.
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Table 3.3 shows the comparison of the proposed dark-bit detection with the previous dark-

bit solutions. Compared with the conventional temperature sweep [67], this work achieves

a comparable efficiency without requiring high test costs. Compared with the previous

dark-bit detection using body bias [69], this work has a much wider detection range until

BER approaches zero.

To further study the effectiveness of the dark-bit detection, BERs before and after masking

Figure 3.23(a) .4 V corner after masking the dark bits

detected at the nominal VT condition. When the masking ratio reaches 70.4%, the BER

remains at 0.11%. Figure 3.23(b)

after masking 70.4% bitcells, the BER fails to reach “zero” and stays at 0.01%. It reveals

Table 3.3: Comparison of dark-bit masking effectiveness.

Room Temperature as

Reference

Temperature VDD
4

1.4 V

This Work1

VSS Bias

Masking
Ratio

21.8% 12.7% 60.5% 60.5%

BER
Improvement

87.9% 59.5% 100%3 99.3%

ISSCC’16
[67]2

Temperature
Sweep

Masking
Ratio

18.5%

BER
Improvement

90.6%
(@85

ISSCC’17
[69]1

Body Bias

Masking
Ratio

9.0%

BER
Improvement

60.0%

1. Dark-bit detection at the room temperature.
2. Requires temperature sweep (i.e., not dark-bit detection)
3. No error in 4048 bits, 500 evaluations.
4. Reference is the golden data at 0.8 V.
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that under the double effects of VDD and temperature variations, even a bitcell with very

large mismatch at the nominal condition could become unstable at the VT corners. To

further reduce bit errors at the VT corners, new strategies are needed.

Dark-bit detection at nominal T condition

In order to efficiently mitigate bit errors at the VT corners, the detection strategy has been

improved. The new method is to find out the bitcells sensitive to VDD variations by

performing dark-bit detection at an elevated VDD condition. Compared with temperature

sweep, VDD sweep is easier in testing and does not lead to significantly higher cost in test

equipment and test time. To efficiently find out VDD-sensitive bitcells, the elevated VDD is

set as 1.6 V, which is 0.2 V higher than the corner VDD of 1.4 V. Hereby, two strategies

that combine the dark-bit detection at 0.8 V and the dark-bit detection at 1.6 V are proposed.

In the strategy 1, in addition to masking the bitcells detected by VSS biasing at the nominal

VT condition of 23 /0.8 V, those bitcells that flip at 23 /1.6 V are also masked. The

results are shown with the lines with rectangles in Figure 3.24(a) and Figure 3.24(b). At

Figure 3.23
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both VT corners, BERs become lower with the same masking ratios, compared with the

detection at the nominal VT. At the 40 /1.4 V corner, only one dark bit out of 10 K bits

remains undetected, and the minimum BER is reduced from 0.09% to 0.01%. At the

120 bit error is reduced to zero in the measurement.

In the strategy 2, the VSS bias based dark-bit masking is also performed at 1.6 V using an

RON of 276 . Then, the bitcells detected at 1.6 V are masked together with the bitcells

detected at 0.8 V. The results are shown with the lines with rhombuses in Figure 3.24(a)

and Figure 3.24(b). Since the ISC at 1.6 V is much larger than the ISC at 0.8 V, the generated

bias voltage becomes larger and the initial masking ratio reaches 47.4%. With this strategy,

no error is observed at both corners after masking 67.4% bitcells. Based on the pessimistic

assumption that one error will happen in the next evaluation, the corresponding BER is

<5.99×10-7 (assuming one-bit error in 3339 bits × 501 evaluations).

Although 67.4% bitcells need to be masked, the effective bitcells in the PUF are still larger

than 300. Compared with a typical key length of 128 or 256, this number is acceptable. In

addition, thanks to the small bitcell area, the wasted area is limited. After 67.4% masking,

Figure 3.24
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the area per bit is 1119 F2, which is smaller than many of the most advanced PUFs, such

as [66] and [73].

Figure 3.25: BERs with respect to the accelerated aging time.

Figure 3.26: Percentage of unstable bits with respect to the accelerated aging time.
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Long-term reliability

To test the long-term reliability, an accelerated aging test is applied to one chip (1K bits).

The test chip is baked in the temperature chamber, and it is kept evaluating and reading

under a high temperature and high voltage condition for acceleration. The aging condition

Figure 3.27: Measured inter-PUF and intra-PUF hamming distance of 20 chips.

Figure 3.28: Measured autocorrelation among 20K bits.
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Table 3.4: NIST SP 800-22 randomness tests.

Test Name
Masking

Ratio
Stream
Length

Runs.
#

Avrg.
P-

Value
Pass?

Frequency

0% 1024 20 0.1868 Yes
31.2% 704 10 0.3407 Yes
47.9% 491 10 0.3302 Yes
75.0% 256 10 0.5665 Yes

Block
Frequency

0% 1024 20 0.4148 Yes
31.2% 704 10 0.3109 Yes
47.9% 491 10 0.5067 Yes
75.0% 256 10 0.5944 Yes

Runs

0% 1024 20 0.4880 Yes
31.2% 704 10 0.5401 Yes
47.9% 491 10 0.4398 Yes
75.0% 256 10 0.4259 Yes

Longest
Runs of

Ones

0% 1024 20 0.3269 Yes
31.2% 704 10 0.5212 Yes
47.9% 491 10 0.7648 Yes
75.0% 256 10 0.5928 Yes

Cumulative
Sums

0% 1024 20 0.2104 Yes
31.2% 704 10 0.3480 Yes
47.9% 491 10 0.4184 Yes
75.0% 256 10 0.5647 Yes

FFT

0% 1024 20 0.6134 Yes
31.2% 704 10 0.3914 Yes
47.9% 491 10 0.6402 Yes
75.0% 256 10 0.3751 Yes

Non-
Overlapping

Template
Matching

0% 1024 20 0.5075 Yes
31.2% 704 10 0.5084 Yes
47.9% 491 10 0.4610 Yes
75.0% 256 10 0.6154 Yes

Serial

0% 1024 20 0.4306 Yes
31.2% 704 10 0.4334 Yes
47.9% 491 10 0.3624 Yes
75.0% 256 10 0.4990 Yes

Approximate
Entropy

0% 1024 20 0.4224 Yes
31.2% 704 10 0.5173 Yes
47.9% 491 10 0.4169 Yes
75.0% 256 10 0.6539 Yes
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is 1.6 V and 135 , and the aging time is up to 55 hours. According to the VAF and TAF

equations (2.3) and (2.4) in Chapter 2, the accelerated aging is equivalent to ~11 years of

operation. The parameters are referred to [32], where Ea . The aging-

induced BERs and instability are shown in Figure 3.25 and Figure 3.26, respectively. After

aging, the BER is increased from 0.31% to 0.84% and the instability is up from 3.03% to

3.71%. However, after masking 13% bitcells which were detected before aging, BER and

instability are reduced to 0.04% and 0.11%, respectively. After masking 31% bitcells, all

aging induced bit errors are eliminated. Thus, dark-bit detection is effective on detecting

the bitcells sensitive to aging.

Uniqueness and randomness

Uniqueness and randomness are basic requirements for a PUF. Uniqueness is evaluated

with the inter-PUF hamming distance (HDInter). The results of hamming distance of twenty

tested PUFs (i.e., 190 combinations) are shown in Figure 3.27. The average HDInter value

is 0.4923, which is close to the ideal value of 0.5 and shows high uniqueness. Considering

Figure 3.29: Measured energy and throughput in 0.8—1.4 V.
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bit errors, the separation between HDInter and native HDIntra of 164× shows that the PUF

is highly identifiable even with bit errors.

Randomness is evaluated with the autocorrelation among bitcells calculated with equation

(2.6) in Chapter 2. The result is shown in Figure 3.28. The 95% confidence interval (CI)

boundary of 0.0228 is close to the ideal value of zero, showing that the correlation among

between bitcells is very weak and the PUF has high randomness. Randomness is also

verified with NIST SP 800-22 randomness tests. In this work, not only the data before

masking are tested, but also the data after masking with the three typical masking ratios of

31.2%, 47.9%, and 75.0%. The results are shown in Table 3.4, and all the applicable tests

are passed.

Energy and power

Measured energy and throughput in 0.8—1.4 V are shown in Figure 3.29. The core energy

(i.e., the energy consumption of the bitcell array) is 0.128 pJ/bit at 0.8 V with a throughput

Figure 3.30: Current waveforms of the EE SRAM PUF. 64 waveforms

corresponding to 64 words are shown. Each waveform is the average of 4K-time

traces.
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of 32 Mbps. When the energy of peripheral circuits is counted, the total energy at 0.8 V is

0.258 pJ/bit. At the VDD corner of 1.4 V, the core energy and the total energy are 2.23 pJ/bit

and 2.83 pJ/bit with a throughput of 59.2 Mbps, respectively.

Side-channel attack analysis

To analyse the resilience to side-channel attacks, a simple power analysis (SPA) [73] is

applied. To implement SPA, a 1-k resistor is connected in series with the VDD. Afterward,

the PUF is kept evaluating and reading, and the power traces are monitored using a

differential probe (Tektronix P6247, 1 GHz) and an oscilloscope (Tektronix MDO3102, 1

GHz, 5 GS/s) to measure the voltage drop across the resistor.

The EE SRAM PUF in this work has 64 words by 16 bits. For each word, it operates by

4K times. The average waveform of the 4K operation is used for analysis. By this mean,

64 waveforms are gotten, as shown in Figure 3.30. Analysing these 64 waveforms, 64 bits

of binary number based on a threshold (TH) on several indexes are gotten. The 64-bit

bitstream is then compared with the 64-bit binary numbers extracted based on the actual

hamming weights of the 64-word PUF data. The correlation coefficients between them are

Figure 3.31: Indexes for SPA analysis.
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calculated following (3.12) to evaluate whether the SPA is successful or not, where A is

the actual HW and B is the predicted HW using SPA. Figure 3.31 shows the indexes used

for SPA.

=
( )( )

× ×
(3.12)

The results are listed in Table 3.5. It indicates that with all the indexes, the correlation

coefficients are all close to the ideal value of zero. Also, these numbers are within the 95%

CI boundary of random guess of 0.245. Therefore, the SPA cannot successfully predict the

data of EE SRAM PUFs. It shows that the differential structure of EE SRAMs has a good

resilience to power analysis attacks.

Table 3.5: Correlation between the SPA-extracted bitstreams and the actual

bitstream based on the HW of PUF data.

Index Type Binarized Bitstream
Correlation
Coefficient

Actual HWs
01111111000111110010110000010101
01011100101101011101010001010000

1 Energy
(Median as

TH)

00111001001101011111111110101100
0.156

10010100001100111100101000010000

2 Energy
(Mean as

TH)

00111001001101011111111110101100
0.156

10010100001100111100101000010000

3 iMax

(Mean as
TH)

11111101111011011001101000001000
0.092

10100110010100101000001000010011

4 timax

(Mean as
TH)

01000101100010100011111110111011
0.040

10110111111001111001001111110101

5 Wimax/2

(Mean as
TH)

11101111011101011111111110111111
0.092

11111111011101111011011010111000
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Comparison

Comparison with prior art is shown in Table 3.6. Compared with conventional SRAM

PUFs [56, 62], this work achieves 14× lower BER and is comparable to the state-of-the-art

mono-stable PUFs [69]. Among the mismatch-based PUFs, this work is the only one that

achieves “zero” error at the VT corners after stabilization. Also, this work is the only design

that achieves “zero” error with pure circuit techniques. In addition, the EE SRAM PUF has

a compact bitcell that is only larger than a non-mismatch-based PUF using anti-fuses [72].

3.6 Conclusion

In this work, an EE SRAM PUF with a 2-D power gating technique and a VSS bias-based

dark-bit detection technique is designed in order to realize a “zero”-error, small-area, and

low-energy SRAM PUF solution with pure circuit techniques.

First, high native stability is realized with an EE-structure bitcell. With a native BER of

0.21% and instability of 2.14%, it is the first SRAM PUF that achieves a low native BER

that is comparable to the state-of-the-art mono-stable PUFs. Compared with conventional

SRAM PUFs, its native BER is 14× lower. In addition, this nMOS-only bitcell has a

small bitcell area of 373 F2, thanks to the absence of p-n boundary.

Second, bit errors across 40—120 and 0.8—1.4 V are further lowered to “zero” by

the post-processing technique of VSS bias-based dark-bit detection and masking. This

technique succeeds to find out all the dark bits across the measured VT range by simply

applying VSS bias voltages to the bitcells using a lightweight integrated resistance-based

bias generator. This eliminates the need for costly temperature sweep in conventional

testing. After masking the detected dark bits, the worst BER is reduced to be smaller than

5.99×10 7. This technique is also the first solution to realize “zero” error based on only

circuit techniques.

Third, the attack resilience is improved. A remanent charge clearance scheme clears the

charges in the bitcells in every evaluation cycle, and therefore, eliminates the potential

risk of side-channel attacks targeting the remanence decay. Also, the differential structure
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of SRAM bitcells is more resilient to power analysis attacks. Measurement results show

that SPA fails to predict the PUF data.

Last but not least, the 2-D power gating technique powers up only one bitcell in a bitcell

block and largely reduces the energy consumption to 128 fJ/bit.
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Hybrid SRAM PUF Using Hot Carrier Injection

(HCI) Burn-in for Stability Reinforcement

4.1 Introduction

In Chapter 3, a non-ECC solution using a high-stability EE SRAM PUF and an efficient

VSS dark-bit detection was introduced. Although it achieves 5.99×10 7 BER with only

circuit techniques, there are still a few demerits that could be improved. As for the PUF

circuit, the energy consumption of 128 fJ/bit is larger than some of the most recent PUFs,

which reach 1 fJ/bit to 10 fJ/bit. As for the dark-bit detection, it results in up to 67.4%

bitcell loss. In addition, memories are required to store the helper data, resulting in

increased costs.

In this chapter, I present a work with two main techniques to improve the above-mentioned

weak points. First, a hybrid SRAM PUF is designed. This PUF lowers the minimum VDD

from the 0.8 V of EE SRAM PUF to 0.5 V, and therefore, reducing the energy by 62×,

while keeping the high native stability feature. Second, the hybrid PUF is compatible with

hot carrier injection (HCI) burn-in. Although HCI burn-in is not a pure circuit technique,

it can solidly reduce the BER in a short time, and it neither requires helper data nor causes

bitcell loss. Compared with NVMs and oxide breakdown, HCI does not cause visible

damages or require special processes, and hence, it has a better security and lower cost.

The circuit design of the hybrid SRAM PUF is first introduced. Then, the implementation

of HCI burn-in is shown. After that, the array architecture and operation are exhibited,

followed by the experimental results and the analysis on the mismatch shift due to HCI.

Finally, a conclusion is drawn.
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4.2 Hybrid SRAM PUF

The circuit of the hybrid SRAM PUF cell is shown in Figure 4.1. It is composed of a 6T

SRAM and two nMOS load transistors (i.e., L1 and L2) used in the EE SRAM PUF. It has

two operation modes. One is the EE SRAM mode and the other is the CMOS SRAM mode.

The operation mode is selected by the three voltages: VND, VNG, and VP. These three

voltages are controlled through inverter-like drivers, which will be introduced in Section

4.4. The bitcells in different operation modes are shown in Figure 4.2. For high-stability

evaluation, the hybrid PUF first works in the EE SRAM mode by setting VP to the GND

level and powering up VND and VNG. In the EE SRAM mode, the data depend on the

mismatch among the two load transistors and the two driver transistors. The two pMOS

transistors have little influence on the evaluation, because their VGSs are close to zero until

VQ and VQB separate a lot. After that, VP is turned on and the PUF works in an EE+CMOS

intermediate state. Finally, VNG and VND are turned off and the PUF works as a CMOS

SRAM for low-power read/write operations.

Figure 4.1: Circuit of the hybrid SRAM PUF cell.

VP
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The butterfly curves of the hybrid PUF in these three states are shown in Figure 4.3. In the

EE SRAM mode, the hybrid PUF stays in the mono-stable state just like an EE SRAM

PUF. The small mismatch of the circuit is amplified, and the mono-stable solution moves

Figure 4.2: Hybrid PUF cells in different operation modes. The two access

transistors are omitted.

Figure 4.3: Butterfly curves of a hybrid SRAM cell in different operation modes at

0.5 V, simulated with a typical mismatch of 20 mV.
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away from the VQ=VQB line. This mono-stable state brings high stability. After powering

up to a proper VDD, e.g., 0.5 V, instead of continuing powering up the circuit, VP turns on

and the PUF goes into the intermediate state. In the intermediate state, the CMOS latch

starts to function, biasing the PUF into the bi-stable state, and further amplifying the

difference between VQ and VQB. Since the VDD and the bitcell current are large enough under

0.5 V, the circuit is able to follow the solution change stably. Finally, the PUF works in the

CMOS SRAM mode and a full-swing voltage is gotten. In the CMOS SRAM mode, there

is no ISC so that the energy consumption is reduced.

In the previous EE SRAM PUF, in order to separate VQ and VQB, a higher VDD around 0.8

V is required. In contrast, in the hybrid SRAM PUF, the data latching scheme can separate

Figure 4.4: Transient simulation waveforms of VQ, VQB, VNG, VND, and VP during

power-up evaluation.
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VQ and VQB even at 0.5 V. This reduces the minimum VDD so that the energy consumption

can be further reduced.

Figure 4.4 shows the waveforms of the transient simulation on the power-up evaluation. In

the EE SRAM mode, VQ and VQB separates a little due to the mismatch. When the PUF

goes into the EE+CMOS intermediate state, the separation between VQ and VQB are

amplified. In the CMOS SRAM mode, they become a full-swing differential voltage.

The sizes of the transistors are listed in Table 4.1. The large width of the driver transistors

D1 and D2 is for a higher gain in the EE SRAM mode as well as a better read-stability [94].

The large width of P1 and P2 is for the stable HCI burn-in, which will be introduced in

Section 4.3. The access transistors A1 and A2 also have a large width to ensure the write

stability.

4.3 Hot carrier injection burn-in stabilization

As introduced in Section 2.4.5, the reverse-direction HCI effect can efficiently increase the

Vth of a transistor and is a good candidate for PUF stability reinforcement. In this work, the

hybrid PUF is designed to be compatible with HCI burn-in. To verify the difference

between forward-direction and reverse-direction HCI effect, a burn-in test on single

transistors are performed. The results are shown in Figure 4.5. With a 10-min HCI stress,

the Vth shift of the reverse direction is more than 2.7× compared with the forward direction.

Vths are measured by the extrapolation method using the IDS-VGS curves of the transistors.

For a better burn-in efficiency, the reverse-direction HCI effect is chosen for this work.

Table 4.1: Transistor size of the hybrid SRAM PUF cell.

Transistor Width ( m) Length ( m)

D1 & D2 4×Wmin 0.13

L1 & L2 Wmin 0.13

P1 & P2 1.00 0.13

A1 & A2 0.50 0.13
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Figure 4.6 shows the difference between dark-bit masking and HCI burn-in. Since the Vth

mismatch follows the normal distribution, most bitcells have a relatively small Vth

mismatch. Therefore, to ensure stability, a large portion of bitcells need to be masked,

resulting in high bitcell loss. In contrast, HCI burn-in stabilization enlarges the Vth

mismatch of every bitcells and shifts them into the large mismatch regions. In this case, all

the bitcells could be stable and no bitcell need to be masked.

Figure 4.5: Measured Vth shifts caused by HCI effect. Both the forward- and

reverse-direction stresses were tested.

Figure 4.6: The concept of dark-bit masking and HCI burn-in.
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The implementation of HCI could be explained using the example in Figure 4.7(a) and

Figure 4.7(b). Assuming that Vth,L1 is smaller than Vth,L2, and Vth,D1 nearly equals to Vth,D2,

when the PUF evaluates in the EE SRAM mode, its data depend on the mismatch between

Vth,L1 and Vth,L2 and should be Q equaling to “1” and QB equaling to “0”. In this case, to

reinforce the stability, the target is to increase Vth,L2 to further enlarge the Vth mismatch. It

Figure 4.7: An example of HCI burn-in on a hybrid PUF cell. The access transistors

are omitted. (a) Data development in EE SRAM mode; (b) HCI burn-in mode with

inverse data.

Figure 4.8: Flowchart of HCI burn-in stabilization.
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should be noted that this assumption is an ideal case, which makes the example easier to

understand. In a practical case, Vth,D1 might not equal to Vth,D2. However, since WDLD is

four times larger than WLLL in this design (see Table 4.1), the standard deviation of load

transistor Vth ( Vth,L) is two times larger than Vth,D according to the Pelgrom’s law [18].

Thus, this assumption is reasonable.

The flowchart of HCI burn-in is shown in Figure 4.8. First, the PUF is evaluated in the EE

SRAM mode at the nominal VT condition. After that, it is switched to the CMOS SRAM

mode, and the inverse data are written. VP is then raised to a high voltage of 3.3 V, and the

VNGs of the target rows are set to 1.0 V. In the example in Figure 4.7, the target transistor

L2 now has a large drain voltage at node QB, and it operates in the saturation region. In

this case, L2 suffers from HCI stress, and the hot carriers are injected into its oxide near

node QB. After that, the voltages are reset to the nominal, and these procedures are repeated

until all the rows are stressed. After burn-in, when the PUF evaluates in the EE SRAM

mode, the direction of channel currents of L2 is reversed from the burn-in direction.

Therefore, the injected hot carriers of L2 now distribute at the source, and they largely

increase Vth,L2. By this means, the mismatch is enlarged, and the stability is reinforced. The

pMOS transistors act as the high voltage supplier to node Q and QB so that no additional

transistors are needed in the bitcell.

In addition to HCI effect, NBTI and PBTI effects also exist during burn-in. In the example

in Figure 4.7, P2 is stressed with NBTI and D1 is stressed with PBTI. Since the pMOS

transistors have little influence on evaluation, the NBTI effect on P2 does not degrade

stability. As for the PBTI on D1, it increases the Vth,D1, resulting in a stronger “1” at node

Q, and reinforcing the stability instead of degrading it.

4.4 Array architecture and operation

Array architecture of the 1K-bit hybrid SRAM PUF is shown in Figure 4.9. The bit/word

organization is 64 words by 16 bits and the bitcells are physically arranged with 32 rows

and 32 columns. In overall, it is like the architecture of a conventional SRAM, but VND,

VNG, VP drivers, and level shifters are added. The three drivers are used to control the
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operation mode of the hybrid PUF. In order to apply high voltages for burn-in, only the VP

drivers and the level shifters are implemented with thick-oxide transistors, which are

usually used for I/O circuits and are universally available in standard libraries.

Figure 4.9: Array architecture of the hybrid SRAM PUF.

Figure 4.10: Operation waveforms of the hybrid SRAM PUF.
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The operation waveforms of one evaluation cycle are shown in Figure 4.10. The

complementary sensing scheme is used for data read-out. It is considered to be more

resilient to power analysis attacks as described in Chapter 3. After the data are latched in

the CMOS SRAM mode, WL of the selected row is activated. According to the PUF data,

either BL or BLB is discharged, and the difference between them is sensed by a

StrongARM latch sense amplifier [95].

4.5 Experimental results

To verify the effectiveness of the design, test chips are fabricated in a 130-nm standard

CMOS process. The micrograph of the chip, the layout of the PUF array, and the layout of

a bitcell are shown in Figure 4.11. Since the hybrid PUF cell does not require additional

transistors in the bitcell to apply HCI burn-in, it keeps a small area of 8.40 m2 and 497 F2

in feature size. Due to the two additional pMOS transistors, the area overhead compared

with an EE SRAM PUF bitcell is about 33%.

Figure 4.11: Micrograph of the prototype chip, the layout of the PUF array, and the

layout of a bitcell.
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Stability at nominal condition

The hybrid PUF has high native stability thanks to the evaluation in EE SRAM mode.

Native stability (raw chips) and stability after HCI burn-in at the nominal condition of 0.6

V/25 are shown in Figure 4.12. Ten chips (10K bits) are measured for the native stability

and five chips (5K bits) are measured with burn-in. With 1000 evaluations, the average

native BER is 0.29% and the average native instability is 2.71%, which are similar to the

EE SRAM PUF. As for the errors of the worst chip, its BER is 0.36% and its instability is

3.32% with 1000 evaluations.

After 1-min HCI stress, the average BER is reduced to 0.03% (89.6% reduction) and the

average instability is reduced to 0.26% (90.4% reduction). The BER and instability of the

worst chip are also reduced to 0.08% (77.8% reduction) and 0.49% (85.2% reduction),

respectively. After 3-min HCI, both the BER and the instability at the nominal condition

are reduced to zero in the measurement.

Figure 4.12: BER and instability before and after HCI burn-in.
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Stability across VT variations

For stability across VT variations, five chips (5K bits) are measured with 500 evaluations

at each VT condition. The test VDD range is 0.5—0.7V, and the test temperature range is

40—120 .

Figure 4.13: BERs across VDD variations before and after HCI burn-in.

Figure 4.14: BERs across temperature variations before and after HCI burn-in.
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VDD dependency across 0.5—0.7 V is shown in Figure 4.13. The BERs are calculated by

comparing with the golden data gotten at the nominal condition of 0.6 V/25 . As for

native stability, at 0.5 V, the average BER is 1.30%, and the BER of the worst chip is

1.89%. At 0.7 V, the average BER is 1.37%, and the BER of the worst chip is 1.77%. After

3-min HCI, the average BER at 0.5 V is reduced to 4.88×10 5 (> 99.99% reduction), and

no bit errors are observed at 0.7 V. After 5-min HCI, no errors are observed at both the VDD

corners.

Temperature dependency across 40—120 is shown in Figure 4.14. Due to the wide

test range, the maximum tested BER caused by temperature is higher than VDD. At 40 ,

the average BER is 2.99%, and the BER of the worst chip is 3.91%. At 120 , the average

BER of 5 chips is 5.76%, and the BER of the worst chip is 6.74%. After 3-min HCI, the

BER at 40 is reduced to 0.16% (94.6% reduction), and the BER at 120 is reduced

to 0.21% (96.4% reduction). After 8-min HCI, the BERs at both the temperature corners

are reduced to zero in the measurement.

Figure 4.15: BERs at the four VT corners with respect to HCI burn-in time.
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BERs at the four extreme VT corners of 0.5 V/ 40 , 0.5 V/120 , 0.7 V/ 40 , and

0.7 V/ 120 are also measured. Before HCI burn-in, the BER is up to 6.60% under the

double effects of VDD and temperature variations. But HCI burn-in solidly reduces the

BERs. At the three corners of 0.5 V/ 40 , 0.7 V/ 40 , and 0.7 V/ 120 , bit errors

are reduced to zero after 8-min HCI burn-in. The corresponding BER is 3.90×10 7, based

on the pessimistic assumption that one-bit error occurs in 5120 bits × 501 evaluations.

Even at the worst corner of 0.5 V/120 , bit errors are reduced to zero after 10-min HCI.

Long-term reliability

To evaluate the long-term reliability of the hybrid SRAM PUF, an accelerated aging test is

applied. One test chip with 1K bits is baked under 1.8 V and 125 for up to 60 hours.

This is equivalent to approximately 21 years of operation, according to the assumption

model in Section 2.1.3. During the aging test, the PUF is kept evaluating and reading. At

the 60-h point, the 1K bitcells are tested with 10K evaluations. At other test points, they

are tested with 500 evaluations. The measurement condition is the worst VT corner of 0.5

V and 120 .

Figure 4.16: BERs with respect to accelerated aging time.
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The measurement results are shown in Figure 4.16. No errors are observed throughout the

whole aging test. At the 60-h point, the corresponding BER is 9.76×10 8 under the

Figure 4.17: Measured native hamming distances.

Figure 4.18: Measured autocorrelation.
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pessimistic assumption that one error occurs at the next evaluation.

Uniqueness, identifiability, and randomness

Uniqueness, identifiability, and randomness are fundamental requirements for a PUF. The

measured native HDs of ten chips (1K bits × 10) are shown in Figure 4.17. The average

value of 0.4873 of HDInter shows that the hybrid PUF has good uniqueness. The 119× native

separation between HDInter and HDIntra indicates good identifiability considering bit errors.

Randomness is evaluated with the autocorrelation of bitcells. The measured autocorrelation

is shown in Figure 4.18. The 95% CI boundary of 0.0334 is close to the ideal value of zero,

showing high randomness. Randomness is also verified with NIST SP 800-22 randomness

tests. The results are shown in Table 4.2. The hybrid PUF passes all the applicable tests,

showing high randomness.

Energy efficiency and throughput

Thanks to the data latching scheme, the hybrid SRAM PUF can operate down to 0.5 V and

realize low energy. For the energy measurement, a 10- resistor is connected in series with

Table 4.2: NIST SP 800-22 randomness tests on the hybrid SRAM PUF.

Test Name
Stream
Length

Runs.
#

Pass
Rate

Avrg.
P-Value

Pass?

Frequency 1024 10 10/10 0.509 Yes
Block Frequency 1024 10 9/10 0.491 Yes

Runs 1024 10 10/10 0.428 Yes
Longest Run of Ones 1024 10 10/10 0.514 Yes

Cumulative Sums 1024 10 10/10 0.527 Yes
FFT 1024 10 10/10 0.449 Yes

Non-Overlapping
Template Matching

1024
(m=5)

10 10/10 0.497 Yes

Serial
1024

(m=4)
10 10/10 0.489 Yes

Approximate Entropy
1024

(m=4)
10 9/10 0.344 Yes
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VDD, and an oscilloscope (Tektronix MDO3102, 1 GHz, 5 GS/s) with a differential probe

(Tektronix P6247, 1 GHz) is used to monitor the transient currents during evaluation.

The measured core energy (i.e., the energy of the bitcell array) and the total energy (i.e.,

the energy of the whole circuit including peripheries) are shown in Figure 4.19. The

corresponding throughput is also depicted in Figure 4.19. At 0.5 V, the PUF achieves the

best energy efficiency, with 2.07 fJ/bit core energy and 23 Mbps throughput. At the

nominal VDD of 0.6 V, the core energy is 15.39 fJ/bit with a throughput of 56 Mbps. The

total energy at 0.5 V and 0.6 V are 16.76 fJ/bit and 47.88 fJ/bit, respectively.

Comparison with prior art

The comparison table is shown in Table 4.3. The hybrid PUF has high native stability that

is comparable with mono-stable PUFs [71] and EE SRAM PUF [87] while achieving more

than 61× lower energy than the EE SRAM. It also has a compact footprint of 497 F2. The

HCI burn-in is the only “zero” error solution that does not require helper data compared

with other mismatch-based PUFs [68, 71, 87]. Compared with the oxide-breakdown [72,

73] or NVM [74] based designs, this work neither require visible oxide damages that might

degrade security nor require additional fabrication processes that lead to higher cost.

Figure 4.19: Energy and throughput in 0.5—0.7 V.
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Figure 4.20 shows the comparison with previous works with respect to core energy and

bitcell area. Among all the “zero” error PUFs, the hybrid PUF has the lowest energy

consumption. As for the area, it is only larger than two NVM-based solutions. Furthermore,

HCI burn-in is the only solution that can achieve “zero” error without any helper data,

visible damages, or additional fabrication processes.

4.6 Mismatch analysis

In this section, the mismatch shift caused by HCI burn-in is analyzed. The distributions of

mismatch before and after HCI burn-in are measured at the nominal condition and the four

VT corners to analyze the mismatch shift. One chip (1K bits) is measured and applied with

HCI burn-in. To measure the mismatch, one of VSSA and VSSB is applied with a bias and the

other is connected to the GND. A 10- resistor is put between the GND and the bias

voltage node to stabilize the bias voltage. The measurement setup is shown in Figure 4.21.

Figure 4.20: Comparison with prior art with respect to core energy and bitcell area.
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The bias added to VSSA is regarded as positive, and the bias added to VSSB is regarded as

negative. The bias voltage is added in a 5-mV step successively until all the bitcells are

biased to “0” or “1’. The PUF is evaluated for 100 times at each bias condition, and its

majority value is measured. When a bitcell’s majority value flips at a bias voltage, its

mismatch is regarded to be within the two bias voltages where the bitcell turns from its

original value to the flipped value.

Figure 4.21: Measurement setup for mismatch shift analysis.

Figure 4.22: Measured mismatch distribution at the nominal condition of 0.6 V and

-in.
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Figure 4.22 shows the distribution at the nominal condition before burn-in. It shows that

the mismatch distribution follows normal distribution, matching the theory. The standard

deviation ( ) is 42.16 mV. Among all the bitcells, 9.47% of them fall in the 5- to 5-mV

region. This is more than 3 times larger than the 2.71% unstable bits shown in Figure 4.12.

Therefore, the bit error threshold should be smaller than 5 mV, and the target for burn-in

is to enlarge the mismatch of all the bitcells to be larger than 5 mV at all the VT corners.

Figure 4.23 shows the distribution of mismatch shift caused by VT variations. If the shift

is too large, a bitcell would change its mismatch polarity and generate erroneous data. The

Figure 4.23: Mismatch shift caused by VT variations at the four VT corners.
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Figure 4.24: Mismatch distribution of hybrid SRAM PUF after 3-min and 10-min

HCI burn-in.

0
10
20
30
40
50
60
70
80

HCI_3min
HCI_10min

0.5V/-40
After HCI
Burn-in

0
10
20
30
40
50
60
70
80

HCI_3min
HCI_10min

0.7V/-40
After HCI
Burn-in

0
10
20
30
40
50
60
70
80

HCI_3min

HCI_10min
0.6V/25
After HCI
Burn-in

0
10
20
30
40
50
60
70
80

HCI_3min
HCI_10min

0.5V/120
After HCI
Burn-in

0
10
20
30
40
50
60
70
80

HCI_3min
HCI_10min

0.7V/120
After HCI
Burn-in

Mismatch (mV)

Mismatch (mV) Mismatch (mV)

Mismatch (mV) Mismatch (mV)



91

at the worst VT corner of 0.5 V/120 is 10.10 mV, indicating that VT variations have

a strong influence on the circuit mismatch.

Figure 4.24 shows the distribution of mismatch after 3-min and 10-min HCI burn-in. From

the figure, it is known that HCI burn-in successfully enlarges the mismatch at all the VT

conditions. After 3-min burn-in, no bitcells remain in the 5- to 10-mV region at the

nominal condition. It complies with the results in Figure 4.12 that a 3-min HCI burn-in

eliminates bit errors at the nominal VT. However, at the VT corners, there are still 1.2% of

bitcells staying in the 5- to 5-mV region, indicating that 3 minutes are not enough to

eliminate bit errors at the VT corners. After 10-min HCI burn-in, there is no bitcell staying

in the 10- to 10-mV region even at all the four VT corners. This is two times of the 5-mV

target and it shows the effectiveness of the HCI burn-in stabilization.

4.7 Conclusion

In this chapter, a hybrid SRAM PUF that is compatible with HCI burn-in stabilization is

presented. Prototype chips in 130-nm CMOS are tested for metrics verification.

The hybrid SRAM PUF can operate in both the EE SRAM mode and the CMOS SRAM

mode. During evaluation, it works in the EE SRAM mode to realize high stability. The

measured BER and instability are 0.29% and 2.71%, respectively. The stability is

comparable with the state-of-the-art mono-stable PUFs. After that, it switches to the CMOS

SRAM mode to realize low-energy operation. The mode switching also lowers the

operation VDD from the 0.8 V of EE SRAM PUF in Chapter 3 to 0.5 V in this work, further

reducing the energy consumption. The measured energy is 2.07 fJ/bit at 0.5 V, which is

61× smaller compared with EE SRAM PUFs. It also has a small footprint of 497 F2, but

this is 33% larger than the EE SRAM PUF in Chapter 3 due to additional pMOS transistors.

HCI burn-in succeeds to realize “zero” error. With 3-min burn-in, bit errors are eliminated

. After 10-min burn-in, all the bit errors are

eliminated at all the VT corners in 40—120 and 0.5—0.7 V. With 12-min burn-in, no

bit error is found in the accelerated aging test equivalent to ~21 years of operation.
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The effectiveness of the burn-in is further studied. By mismatch analysis, it is found that

after 10-min burn-in, no bitcell is in the 10—10-mV mismatch region, which is two times

of my target.
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Conclusion

In this dissertation, two works using a combination of high-stability low-energy SRAM

PUFs and efficient post-processing techniques to realize an error-free PUF solution have

been presented. Results are all verified with test chips in 130-nm CMOS.

In Chapter 1, the weakness in conventional IoT authentication solution and the merits of

the PUF-based authentication solution were introduced.

In Chapter 2, the metrics to evaluate a PUF, prior PUF circuits, and prior post-processing

stabilization techniques were introduced.

In Chapter 3, a PUF solution achieving the “zero” error target with pure circuit techniques

was presented.

A stable SRAM PUF, named EE SRAM PUF, is designed. The EE structure raises the

transition VDD from the mono-stable to bi-stable state and ensure a smooth switching

between them. It is the first high-stability SRAM PUF, achieving 0.21% native BER.

A 2-D power gating technique reduces the energy consumption by about 64× to 128 fJ/bit

by power gating the PUF cells in two dimensions. This also improves the security since

PUF data only appear in the selected PUF cells, and the PUF data of other bitcells remain

unknown.

A dark-bit detection technique using the VSS bias is proposed. A lightweight bias generator

that reuses the ISC of EE SRAM cells is designed. It achieves “zero” error across all the VT

conditions by masking 67.4% bitcells and “zero” error across the temperature conditions
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by masking 60.5% bitcells. This is the first error-free solution achieved with pure circuit

techniques.

In Chapter 4, the hybrid SRAM PUF is designed to achieve a lower energy than the EE

SRAM PUF in Chapter 3, and it takes an approach of device characteristics modification

to achieve the “zero” error target.

The low energy feature is realized by a hybrid SRAM cell, which works not only in the EE

SRAM mode for high stability, but also in the CMOS SRAM mode for low energy. Thanks

to the mode switching, low-VDD operation is achieved. Compared with the 0.8-V VDD,min

for the EE SRAM PUF, the hybrid SRAM PUF lowers the operation VDD down to 0.5 V.

This again reduces the energy consumption. Measurement results show that the hybrid

SRAM PUF has a minimum energy consumption of 2.07 fJ/bit, which is 61× lower than

the EE SRAM PUF. Compared with previous “zero” error designs, the hybrid SRAM PUF

has the lowest energy.

As for stability, the hybrid SRAM PUF has only 0.29% native BER, thanks to the EE

SRAM mode operation. HCI burn-in is used to stabilize the PUF as post-processing. The

hybrid SRAM PUF is compatible with HCI burn-in without additional transistors in the

bitcell. After 10-min HCI burn-in, bit errors in all the VT corners in the range of 40—

120 and 0.5—0.7 V are eliminated. After 12-min burn-in, no bit errors occur in the

accelerated aging test that is equivalent to about 21 years of operation, even operating at

the worst VT corner. HCI burn-in has two main advantages. First, it does not result in

bitcell loss. Second, it does not require memories to store helper data. Also, HCI does not

cause visible damages, which might lead to security risks. Compared with other post-

processing techniques that realize “zero” error, HCI is the only solution that does not

require any of helper data, additional fabrication processes or visible damages.
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