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Abstract 
 

This thesis focuses on the question of how to design the interface of 

Supernumerary Robotic Limbs (SRLs) to perform dual tasks efficiently. In our busy 

daily lives today, the demand for multiple tasks is increasing in order to reduce 

working time. One solution is to introduce specialized automatic devices for each 

task (e.g., fully automatic dishwasher, robot vacuum cleaner etc.). However, in the 

situation of daily life, the items, the environment, and the human intentions are 

changed from time to time. In these situations, a support method that allows 

voluntary intervention by humans through some manual operation is required 

rather than a fully automated response.  

Recently, the development of human augmentation technology has contributed to 

the solution of this problem. In this field, various wearable robotic arms were 

proposed as additional arms or legs, allowing one human to perform dual tasks. 

However, while conventional research has given humans the physical means to dual 

task, performing dual tasking efficiently is very difficult for humans from a cognitive 

perspective. For example, the most flexible method of manipulating an SRL is 

through a master slave approach, and some research has attempted to achieve this 

using the user's foot or head movements as input. However, such a method requires 

the user to continuously pay a lot of attention to the SRL while manipulating it, 

which may stop the work done by the natural body arm. On the other hand, some 

research on the SRL is pursuing an automatic control by measuring human 

movements and determining assistive actions. This is an approach for humans to 

pay little attention to the SRL. However, as mentioned above, automatic support by 

a system is not only unsuitable for the complex environment of daily life, but it also 

requires the user to pay attention to the robot repeatedly while it is moving 

automatically, wondering whether it is moving as intended. This can also interrupt 

the work done by the natural body arm.  

Thus, conventional SRL systems do not consider attention problems, making it 

difficult to achieve high performance in dual tasks. In this thesis, we discussed the 

design theory of the SRL from the viewpoint of attention allotment in dual tasks, 

and also presented another challenge: to realize dual tasks at two distant locations 

(e.g., mixing a pot in the kitchen while opening the front door for a family member 

who forgot the key). To achieve this, the SRL should not be worn all the time, but 
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detached from the body as needed to create a situation where the user is as if he or 

she is present at two points simultaneously (dual-presence situation). Previously, the 

remote tasks are achieved by telepresence technology, but dual tasks at the remote 

and current location (dual-presence task) are not achieved. In case of performing 

dual presence tasks by "detachable" body, it is necessary to pay attention to the 

remote environment at the same time as the local environment. In addition to the 

problems of high attention to manipulation and distrust during automatic control, 

this is one of the factors that reduce the performance of dual tasks  

This research aims to develop a new SRL system, Detachable body, which enables 

us to perform dual presence tasks in daily life, and challenges the research question 

of how to design a system for high performance dual presence tasks. As an approach 

to this question, this thesis focused on the cognitive characteristics of humans during 

dual tasks, and raised the following three issues related to attention allocation, and 

discussed design theory of Detachable body system through each of them.  

(1) Voluntary operation demands a large amount of attention.  

(2) Anxiety during automatic operation requires frequent attention.  

(3) The processing of environmental information at two points requires a large 

amount of attention.  

The thesis is divided into seven chapters.  

In Chapter 1, the effectiveness of human augmentation technology that can 

perform voluntary physical tasks is discussed from the viewpoint of complexity and 

fluidity of daily life situations. In addition, the purpose of this thesis is explained by 

summarizing the difficulty of performing dual tasks efficiently from the viewpoint of 

human cognitive characteristics, and presenting three issues in the design theory of 

conventional human augmentation systems.  

In Chapter 2, the issue (1) is focused and a semi-automatic intermittent 

instruction system was proposed that points at an object by the direction of the face 

and performs an action by voice command, as a voluntary manipulation system that 

can give instructions with a small amount of attention. The system was implemented 

in an eyeglass type interface device and enabled pointing with an accuracy of about 

1 cm. However, the laser pointer introduced for the purpose of visually indicating the 

pointing location, improved the accuracy of the instruction but reduced the 

performance of the task on the natural body. This suggested the design concept that 

it is better to choose a method that can be manipulated with as small an amount of 

attention as possible, even if the manipulation involves some error, and that the 

error can be absorbed by another design element. (e.g., developing a n end effector 



iii 

 

that can robustly grab the instructed object even if the instruction point is slightly 

off.)  

In Chapter 3, the issue (2) is focused and a feedback (FB) system was proposed 

that can know the posture information of the Detachable body through 

somatosensory perception even during automatic operation. The system was 

implemented in a belt type device using vibrators, and was able to present the 

position of end effector with an accuracy of about 10 cm. This system can be used in 

conjunction with an easy calculation task without degrading the performance of the 

task. In addition, when it is used in conjunction with another slightly more difficult 

task of measuring hot water, it tends to improve the performance of the task on the 

natural body by reducing the number of visual confirmations on the Detachable body. 

This suggested the design concept that when automatic control is included in the 

operation of the Detachable body, the state of the robotic arm should be transferred 

by the somatosensory system in order to reduce the anxiety of the Detachable body 

during the operation.  

In Chapter 4, the issue (3) is focused and a dual presence system was proposed 

that displays two half transparent images of the environment with binocular 

disparity as a method to clarify the task to which the user is mainly paying attention 

while having access to environmental information at two points. The system was 

implemented with a head mounted display and a camera that rotated in sync with 

the head movement. In the disparity state, the user was able to immediately 

distinguish between objects in the current location and objects in the remote location 

with a correct response rate of about 90%. The system was also evaluated in a dual 

presence task in conjunction with the FB system developed in the previous chapter 

to provide information about the body at the remote location. The results showed 

that the performance of the natural body task and the subjective evaluation of 

usability by NASA TLX were best when there was disparity and FB, when the user 

was able to focus their attention. This suggested the design concept that it is better 

to have a clear focus of attention that can be moved and switched freely, rather than 

a situation where attention is always equally directed to all environments.  

In Chapter 5, issues mentioned in Chapters 2 to 4 were discussed again and the 

contributions and limitations of this thesis were described. As embodied in the three 

design concepts suggested in the chapters, the design theory of SRLs for working in 

dual presence tasks to consider the amount of which it deprives people of attention 

and the amount of which it inhibits or facilitates the switching and distribution of 

attention when selecting design elements that satisfy the required working functions. 
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The limitation of this thesis is that it fails to consider the nature of tasks performed 

with natural bodies and the temporal changes in attention paid to them when 

examining dual tasks. As another limitation, the extension from dual presence tasks 

to multi presence tasks, and the scientific implications of using a robotic arm that 

the user perceives as a body rather than a simple robotic arm for these tasks are 

expected future research developments.  

In Chapter 6, current work progress on the application to the multi presence task 

which mentioned as a future study was introduced. The effect of increasing the 

number of tasks on attention allocation through user testing of the multi presence 

task was discussed, in which the user performs tasks in six locations simultaneously. 

Finally, Chapter 7 concludes and summarizes this thesis. 
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Chapter 1: Introduction  
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Chapter 1: Introduction 
 

1.1 Background 
 

People living in today's busy society have a need to complete many tasks in a 

limited amount of time. In particular, there is a large demand for reducing the time 

spent on household tasks such as cooking and cleaning in daily life, and the market 

for housekeeping services is expected to grow to 800 billion yen by 2025 [1]. In 

addition to asking other people to do household tasks like these services, there are 

other approaches that can contribute to reducing the amount of time spent on daily 

tasks, for example, automating each task. Many devices have already been developed 

to automate daily household tasks, such as robot vacuum cleaners [2] and even fully 

automatic clothes folding machines [3]. On the other hand, the conditions of use of 

such devices are strictly limited. In order to automate various tasks in daily life, we 

need to introduce these automatic assisting devices tailored to individual situations, 

which increases the overall cost. In addition, in the setting of daily life, the correct 

answers to the assistance change from moment to moment. For example, when 

grasping the cup, there is a demand to adjust the grasping position and carrying 

speed depending on whether the cup is filled or not, or when cooking the same dish, 

there is a demand to change the seasoning mix from the previous time. In such a 

 

Fig. 1 Dual presence task in daily life 
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complex environment, it is difficult for a robot to support a task only by autonomous 

devices, and it is more desirable to have a means of support in which a user can 

voluntarily intervene according to the situation. 

We are considering the use of human augmentation technology [4] [5] [6] [7] to 

approach task assistance in daily life. In the field of human augmentation technology, 

we aim to achieve tasks that are physically impossible with the human body (in this 

thesis, we call this the "natural body" as opposed to the augmented body), and to 

create new perceptions and sensations. For example, by attaching a robotic arm and 

handling it at the same time as the natural body, people can have three or four arms, 

allowing it to perform concurrent tasks such as opening a door with the arm of the 

augmented body while carrying a large baggage with the arm of the natural body. In 

addition, the natural human body can only exist in one place and perform a single 

task (single presence / single task). However, by using this kind of human 

augmentation technology, it is possible to be in two places at the same time (dual-

presence / dual task). For example, stirring a pot on the fire in the kitchen while 

simultaneously going out on the balcony to take in laundry, as shown in Fig. 1. 

Concurrent task refers to the simultaneous progress of two or more task processes. 

In addition to the value of using human augmentation technology to support 

concurrent tasks in daily life environments, as mentioned above, it is also valuable 

from two additional aspects. 

One is that the use of an augmented body enables intervention in a variety of 

physical tasks that occur in daily life environments, and has the potential to provide 

new work styles and tool development. Concurrent task is already done by everyone 

in the informational dimension. For example, checking e-mail while attending a 

meeting, or having a conversation with someone while typing, can be said to be the 

concurrent task in the sense that two or more tasks are going on at the same time. 

However, concurrent task with physical works has been difficult to achieve in the 

past because humans simply did not have the means to do so. For example, it is 

difficult to hold an umbrella with both arms while using crutches, or to answer the 

door at the hall while putting a child to bed in the living room, because the number 

of arms or body parts is limited. In contrast, these physical limitations can be lifted 

by introducing an augmented body, a physical entity that can be manipulated 

voluntarily. In addition, until now, humans have only two arms, and there is an 

affordance [8] that assumes that everyday tasks and the tools used for them are done 

with two arms. If augmented body allows three or four arms to be used 

simultaneously for physical tasks, they may not only be able to perform concurrent 
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tasks, but may also be able to increase the convenience and efficiency of work by 

changing the way each task is performed. This will depend on the level of task 

performance that we aim for in the design of the augmented body (whether we 

implement only simple movement functions such as holding and supporting things, 

or we implement movement functions equivalent to those of the natural body's arms 

such as writing, or we implement movement functions more advanced than those of 

the natural body such as positioning to within a few tenths of a millimeter). Either 

way, there is a possibility of advancing into a completely different lifestyle as a form 

of physical work. 

The other is that by using an augmented body, something that users can feel as 

their "own body", there is a possibility of providing a new user experience brought 

about by working with it. The sensation of feeling something as your own body is 

called "embodiment" [9] [10]. The term of embodiment has many meanings in the 

field of cognitive science [11] [12]. Ziemke classify embodiment into six types of 

concepts, ranging from structural coupling between agent and environment to social 

embodiment [13]. In this thesis, sense of embodiment is defined as "the ensemble of 

sensations that arise in conjunction with being inside, having, and controlling a body 

especially in relation to virtual reality applications" [14]. Research on embodiment 

of augmented body has been conducted in various fields of human augmentation, but 

there is still no clear answer to the question, "Why do we need to create a "body" 

instead of just a robot arm or a fully automated system?". There have been several 

investigations into how embodiment can change human behavior and senses [15] 

[16]. On the other hand, little has been mentioned about the benefits in performing 

physical tasks or effect of embodiment to additional body parts which is not existed 

naturally. However, the difference in the subjective evaluation of whether we feel 

that we are performing a task with our own body or with a robotic arm as a tool is 

likely to cause some differences in the way we perform our daily tasks. For example, 

when you touch an object that you do not want others to touch, such as a baby or an 

important object, you may be hesitant to perform the task with a ordinary robot arm, 

but you may be able to perform it if it is perceived as your own body. In other cases, 

using one's own body to perform a task is thought to be associated with a sense of 

action ownership, accomplishment, and responsibility. Depending on the presence or 

absence of these factors, there is a possibility of obtaining a user experience that 

cannot be obtained when using "ordinary a robot arm/full-automatic system," such 

as a higher level of satisfaction with the task, or an easier acceptance of errors. 

In this way, by incorporating the concept and entity of an augmented body, work 
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in daily life can be developed into a next-generation support that not only improves 

work efficiency but also expands work styles and creates new user experience. In 

addition, the number of tasks to be performed by the augmented body and the 

number of locations where they can be performed are not limited to two. In the future, 

dual-presence and dual-tasking will be extended to multi-presence and multi-

tasking, which will contribute to saving time and improving convenience in daily 

work by freeing us from the quantitative and locational constraints of the tasks 

possible for one person, as shown in the Fig. 2. In this thesis, as a first step, we aim 

to develop an augmented body system that can achieve a "dual-presence task," in 

which two tasks are performed simultaneously in two locations. 

 

 

1.2 Application concept 
 

What would an augmented body system capable of dual-presence tasks look like? 

Until now, most augmented body systems have been designed to be worn on the 

shoulders or hips [17] [18] [19]. They provide a means for working while in a single-

presence situation, but they cannot perform dual-presence tasks. However, unlike 

 

Fig. 2 Scene of daily life with the Extra Limbs 
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natural arms, mechanical arms can be detached from the human body. In other 

words, by allowing the augmented body, which is usually attached to the natural 

body, to be removed or attached to the environment as needed, dual-presence tasks 

using the "natural body" and the "detached/attached body" become possible. 

Therefore, we propose a "Detachable body" as a new application of augmented body 

system that can perform dual-presence tasks. Fig. 3(a)-(c) show example of a series 

of task scenarios using a detachable body. (a) shows a user standing in a kitchen, 

continuously stirring a pot to prevent it from burning, and using a normal wearable 

augmented body to get additional seasonings or plates. This is a dual-task situation 

with a single presence. At this time, if it suddenly rains and user want to go to take 

in the laundry, you cannot leave in front of the pot. However, by adopting the concept 

of the detachable body, the augmented body can be detached and placed in the 

kitchen to allow the user to go to the balcony. If the detached body has mobile 

function, it also allow the user to stay in front of the pot and they can take in the 

laundry using the Detachable body. In this way, by placing a part of user's body in a 

remote location, users can create a situation where they seem to be present in two 

different locations and work in both locations at the same time (dual-presence task). 

Detachable body can realize dual-presence tasks of various situations, depending 

on where the detached body part is placed: in the environment, on other users, or on 

oneself [20]. This will be introduced refer to Fig. 2. 

 

 

Fig. 3 Advantage of Detachable body compared to conventional wearing extra limbs 
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1.2.1 Place to the environment 

 

One of the most basic ways to use the Detachable body is to place it in the 

environment. By placing the Detachable Body at the location where the task is to be 

performed, the user can perform the dual-presence task at the location where the 

Detachable Body is placed and at the location where the user's own natural body 

exists. For example, as shown in the upper center of Fig. 2, the user can stir a pot in 

front of the stove while serving food at the table. Or it can be placed on a movable 

object in the environment, as in the right part of Fig. 2. In the figure, the task of 

going around the room collecting trash from the trash cans is performed by a natural 

body and a detachable body. In this way, a dual-presence task can be performed even 

where one task includes the requirement for movement. 

 

1.2.2 Place to the other users 

 

There is a use case for placing the device on another person's body. This can be 

used to perform a dual-presence task that includes a demand for movement by a 

third person wearing the device moving around, as in the case of placing it on a 

moveable object in the environment. Also, it meets a demand for a dual-presence 

task that includes collaboration with a third person. Another use is to share one's 

physical skills with others, as shown in the upper left of Fig. 2. In the figure, one 

user with the skill to handle chopsticks passes his or her detachable body to another 

person who cannot handle chopsticks well. In this case, for example, if mechanical 

information such as the position of the chopsticks and the degree of force is stored in 

the detectable body, the not-skilled person can use it to demonstrate a skill that he 

or she did not originally have. In this way, by exchanging body parts with others, 

dual-presence tasks can be achieved that require specific skills for the task. 

 

1.2.3 Place to myself 

 

This is not an example for a dual-presence tasks, but for dual tasks in single-

presence. For example, Detachable body that is normally placed on the shoulder and 

used as an arm, can be used as a foot or finger depending on the task requirements. 
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In the upper left part of Fig. 2, the user is using the Detachable body normally used 

as an arm, as a leg by attaching it to the waist, and is cooking while resting the 

natural leg. As another example, it is usually difficult for us to wash our own back 

clean when bathing, but by repositioning the arms, this task can be easily 

accomplished. In this way, by using the concept of separating body parts, we can 

dynamically reconfigure the conventional body scheme to achieve dual tasks without 

physical limitations of the body. However, since the output requirements for the 

system are very different when, for example, lifting a light object as an arm and 

supporting the body as a leg, such usage may have significant limitations in 

hardware design. 

 

 

1.3 Issues and conventional studies 
 

 Detachable body is an example of an augmented body application for dual-

presence tasks, but there are two major questions to develop it. One is "How can we 

design a system that can perform dual-presence tasks?". The other is "How can we 

design a system that feels like our body when we wear it or detach it?". In the former, 

the goal is to achieve a dual-presence task, which requires, for example, that the task 

be performed as the user intends, and that the work time be reduced by performing 

two tasks simultaneously rather than one at a time. In the latter case, the goal is to 

establish the feeling of "embodiment", which requires, for example, that the user 

subjectively feels the object as if it were his or her own body, and that there is 

reaction or behavioral change, such as reflexively retracting an augmented body in 

response to an unpleasant stimulus, just as in a natural body. These two questions 

are unsolved problems, and sometime it may be difficult to satisfy them 

simultaneously. Depending on the system design, the design elements for the dual-

presence task and the design elements for the embodiment may repel each other. For 

example, it is said that synchronization of tactile stimuli is effective in the natural 

body as a condition to induce embodiment in the object [21] [22]. However, the 

performance of the dual-presence task may be reduced due to confusion over which 

is which in the tactile stimuli returned from the natural body and the Detachable 

body. In addition, there is the question of why it is necessary to feel the robot arm as 

one's own "body" in the first place. Therefore, in this thesis, we will focus on the 

former question of how can we design a system that can perform dual-presence tasks. 
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There are two major hurdles to developing a system capable of dual-presence tasks. 

One is to make dual-tasking possible, and the other is to do it in dual-presence 

situations. In the conventional studies, various augmented body systems have been 

proposed for performing tasks while working, in which a robotic arm is attached to 

the shoulder or waist and used as an additional arm or leg [17] [19]. These robotic 

arm which is used as human’s additional limbs called “Supernumerary Robotic 

Limbs [23],” hereinafter reffered to as SRL. On the other hand, handling a SRL at 

the same time as one's own body is a dual-task for humans, which is considered to 

be difficult due to human cognitive characteristics [24] [25] [26] [27] [28]. In addition, 

various studies and systems have been proposed for performing tasks at distant 

locations, such as immersing oneself in a robot at the remote place or an avatar in 

the virtual world [29] [30] [31] [32] [33]. On the other hand, few systems have been 

proposed for working in such remote locations while simultaneously continuing to 

work in the current location, and it is unclear what design elements should be 

considered in order to maintain work efficiency of two tasks and increase subjective 

work satisfaction. In this section, the discussion on these two hurdles will help to 

clear the problem setting to be approached in this thesis. 

 

1.3.1 Challenge for dual task 

 

Attempts to use a wearable robot arm to perform dual tasks have been made in 

 

Fig. 4 Enhancing Stroke Generation and Expressivity in Robotic Drummers 

http://c01.newswitch.jp/index/ver2/?url=http://newswitch.jp/img/upload/phpSoeMHy_56c7b93761b32.jpg
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the field of human augmentation, especially in the development of SRLs. For 

example, applications such as beating a drum with three arms [34] (see Fig. 4), or 

supporting a large ceiling board with two of its four arms while fastening screws 

with the other two arms [17] (see Fig. 5), have been proposed. In many of these 

applications, the robot is studying and adopting algorithms to read the current work 

situation and act autonomously within a certain work sequence. This means that 

even if the human completely focused on his own movements, the SRL system can 

autonomously judge the situation and act as it should. On the other hand, as 

described in Section 1.1, our application is aim to apply for everyday life situations, 

and we assume that the user can voluntarily manipulate the SRL in order to respond 

to various and flexible environmental factors and the operator's intentions. There 

are several examples of such voluntary manipulation method in the past SRL 

applications. For example, a technology to measure the myoelectric potential in the 

chest and control the SRL according to the change in the potential [35], and a 

technology to control the SRL by using the left and right feet like joysticks [19], have 

been proposed. However, these manipulation are conducted under a dual-task 

situation of manipulating the extended body and the natural body, and humans are 

cognitively poor at performing this dual task [24] [25] [36]. Since the purpose of dual-

task using SRL is to shorten work time and improve convenience by performing two 

tasks at once, it is meaningless if trying to perform two tasks at once in the end 

reduces work efficiency rather than when performed them sequentially. Therefore, a 

manipulation method for the SRL must be designed from the perspective of how to 

make this dual task feasible. However, there has been no discussion on "the design 

of SRLs that takes into account human cognitive characteristics and does not reduce 

the work efficiency of dual-tasking with voluntary manipulation. 

There are several reasons why multitasking does not work well as a human 

cognitive structure. The ability to multitasking is innately determined to some 

extent, and it is believed that only about 2% of the population is capable of 

 

Fig. 5 Supernumerary robotic limbs for installing ceiling panel 
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performing two tasks completely simultaneously [37] [38]. The reasons why it is 

difficult for the remaining 98% have been discussed in various ways, but in this 

thesis we focus on two of the major ones: the limitation on attentional resources, and 

the cost of task switching, which will be discussed in detail below. 

 

1.3.1.1 Limitation of attentional resources 

The first is the inability to handle several tasks simultaneously due to limited 

attentional resources [39] [40] [41]. Attention is described as a kind of concentration 

and focusing of consciousness, but it has not been clearly defined or quantitatively 

evaluated [42] [43]. On the other hand, attention is said to be severely limited in 

terms of time and capacity [44]. Therefore, as shown in Fig. 6, as a result of allocating 

the amount of attention necessary to carry out task 1, the situation occurs where the 

amount of attention necessary to carry out task 2 cannot be sufficiently secured. 

There are several models of limitation of attention resources. General resource 

capacity model is that there is one common pool of attentional resource [45]. On the 

other hand, multiple resource theory is that there are several pools of attentional 

resources [46]. Some study indicates that the consumption of attentional resources 

can be reduced by using several different modalities [47]. In any case, these theories 

and models have in common that there are some limitation to human attention. For 

example, an accident involving a careless driver is caused when the driver's attention 

is diverted to something that appears along the road, and as a result, the driver's 

attention to driving is reduced and he or she is unable to deal with the abnormal 

situation that occurs there. 

The same situation can be expected when using the SRL. As mentioned above, the 

 

Fig. 6 Model of attention resource limitation 
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master-slave method, which allows for more freedom of movement, is more suitable 

than the fully automatic operation method for supporting tasks in complex 

environments such as daily life environments. However, as shown in Fig. 7, the 

master-slave method requires the user to pay continuous attention to the SRL 

throughout the operation, which consumes attentional resources and interrupts the 

control of the natural body and the task being performed by it. This is the first issue 

that we will address in this paper. 

 

⚫ [Issue 1]: In a fully manual operation that emphasizes voluntariness, a large 

amount of attention is taken to the SRL, making it difficult to efficient dual-

presence task. 

 

To solve this problem, a semi-automatic manipulation method is considered to be 

effective. Because it does not leave everything to the judgment of the system as in 

the case of fully automatic manipulation, but allows intermittent intervention as 

needed and does not require as much continuous attention as fully manual 

manipulation. In this case, it is difficult to set a criterion for how much the amount 

of attention required for the manipulation of the SRL should be reduced. Because 

the amount of attentional resources required by the task on the natural body side 

depends on the nature of the task. For example, it is possible that a monotonous and 

repetitive action such as stirring a pot does not consume much attentional resources. 

On the other hand, dangerous task such as cutting vegetables with a knife may 

consume large attentional resources. However, in any case, designing the SRL 

 

Fig. 7 Overflow of attention resource when fully manual operate the SRLs 
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system so that the attentional resources required to use it are as small as possible 

will make it easier to perform dual tasks with the natural body task in a wider range 

of situations. 

 

1.3.1.2 Cost of task switching 

The second is that performance is degraded due to switching costs when tasks are 

switched. Strictly speaking, dual-tasking is the process of performing two tasks 

completely simultaneously. However, in reality, as shown in Fig. 9, there are many 

cases in which humans are switching between two tasks in detail, and the task 

satisfies this requirement as a whole, the term "dual task" is often used in a broad 

sense that includes these two cases as well [48].  In this thesis, we use the term 

"dual task" in a broad sense because the latter type of work involving task switching 

is more realistic for many people. As shown in Fig. 8, it is known that when task 

switching occurs, the performance degrades [49]. This is called the switching cost 

[50] [51] [52] [53]. This occurs every time a task is switched. In other words, the more 

frequent the task switching is, the worse the performance becomes. For example, if 

you are driving and have to visually check the speed meter every three seconds, it is 

easy to imagine that you cannot concentrate on the road in front of you at all.  

When using the SRL, in addition to switching that is unavoidable due to the task 

content of dual-tasking, there is also unnecessary switching that occurs due to the 

design and usability of the system. For example, if an error occurs while the SRL is 

operating, such as bumping into a surrounding object or person or failing to operate 

as instructed, it is expected that attention will be repeatedly directed toward the 

SRL due to the correction or anxiety about the next error. Particularly, as discussed 

in the previous section, when partial automation is incorporated into the operation 

of SRL to avoid continuous consumption of attentional resources by fully manual 

operation, the user cannot be aware of the state of the robot arm during the operation. 

 

Fig. 8 Concept of “dual task” in this thesis 
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Therefore, the second issue we will address in this thesis is as follows. 

 

⚫ [Issue 2]: The feeling of anxiety about the state of the SRL, such as in 

automated parts, causes user to pay attention to it repeatedly, making it 

difficult to perform efficient dual-presence task. 

 

As an approach to this problem, if we have the same somatosensation or tactile 

perceptions as the natural body, we can confirm its situation without having to check 

the state of the SRL with our eyes every time. In the natural body, it has 

proprioception that allow us to know the position and posture of each body parts [54]. 

For example, in the case of serving dishes, we can safely place a plate on the desk by 

turning our attention to it only when we feel the SRL approaching the desk. This 

eliminates the need to check repeatedly that the plate will not hit the desk. In this 

way, by designing the task so that the number of switches to the task on the extended 

body side are kept as small as possible while maintaining the degree of freedom of 

semi-automatic intervention, dual tasks with the task on the natural body side can 

be easily established. 

 

 

 

Fig. 9 Model of switching cost 
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1.3.2 Challenge for dual presence 

 

The concept of dual-presence or multi-presence itself has been proposed in 

discussions of presence [55] [56]. Presence is the feeling of being there, and multi-

presence is the feeling that a person exists in and has access to multiple locations 

simultaneously, including the virtual and physical worlds [57]. This has been 

discussed from various aspects, from the practical example of being able to start up 

two online meetings at the same time and communicate as if you were in two places 

at the same time, to the scientific question of whether or not humans can really gain 

a new sense of being in two environments at the same time [58]. In addition, several 

applications have been proposed that challenge the creation of such a state in 

practice. For example, a system has been proposed that allows users to feel as if they 

are communicating with two people at the same time by superimposing two screens 

through each other (Fig. 10 [59]). In addition, some teleoperation robots have been 

designed to be used several ones simultaneously by one person, thus realizing a 

pseudo-multi-presence [60]. However, most of these studies have focused on 

communication, and there has been little discussion of the development of systems 

that perform physical tasks in a dual-presence state, or of the design elements of 

systems that are involved in task performance in such a state. For example, many 

tele-operated avatars are designed to achieve a high level of immersion by wearing 

a head-mounted display and to completely synchronize one's view with that of the 

remote avatar [61] [62]. However, such fully immersive systems make it difficult to 

 

Fig. 10 Layered telepresence system [59] 
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perform physical tasks simultaneously in the current location. 

The concept of Detachable body can provide a physical means of dual-presence 

tasking. On the other hand, the validity of such a work style should be judged from 

the improvement of task performance and time efficiency, which inherits the problem 

of cognitive difficulties of dual tasking as mentioned earlier. Additionally, when dual-

tasking with dual-presence, a further problem related to attention arises. This is the 

problem of how to present the environmental information at the remote place, and 

how to make it be processed simultaneously with the information at the current place. 

For example, when we consider the task of taking in laundry on the balcony using a 

Detachable body while we are in the kitchen, we cannot see the balcony from the 

kitchen, nor can we feel the intensity of the rain from the sound or touch. Therefore, 

it is necessary to present the environment of the balcony to the natural body in some 

way. In this case, in addition to the task of manipulating the SRL, the user is 

required to acquire visual, tactile, and auditory information about the environment 

where is completely different from current one, and to process this information while 

switching between the two at the same time or at any given moment. This increase 

in the amount of information should be processed, consume more attentional 

resources required when handling the detached body. As a result, it also increases 

the possibility that attention will be switched to the task of the detached body side 

at unneeded times. Therefore, we assume that the third issue that we will address 

in this thesis is as follows. 

 

⚫ [Issue 3]: Dual-presence increases the amount of environmental information 

that needs to be processed, which takes up a large amount of attention and 

makes it difficult to perform efficient dual-presence task. 

 

As described above, the major challenge in realizing a dual-presence task with a 

Detachable body lies mainly in the limitations and characteristics of human 

cognitive processing of the task. However, in the field of human augmentation, there 

is no system designed from the viewpoint of the feasibility of such a task and the 

analysis of human's attentional characteristics. For this reason, it is necessary to 

clarify the design theory of how to handle the design elements related to human 

attention allocation in a dual-presence task from the above three issue settings. 
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1.4 Research purpose and approach 
 

The final goal of this study is to develop a manipulatable SRL system that can 

perform dual-presence tasks in order to support various tasks in daily life. We 

proposed a new concept of an SRL called the Detachable body as an application to 

achieve this, and showed the following three issues that are of concern from the 

viewpoint of human's attention allotment in performing dual-presence tasks. 

(1) In a fully manual operation that emphasizes voluntariness, a large amount 

of attention is taken to the SRL, making it difficult to efficient dual-

presence task. 

(2) The feeling of anxiety about the state of the SRL, such as in automated 

parts, causes user to pay attention to it repeatedly, making it difficult to 

perform efficient dual-presence task. 

(3) Dual-presence increases the amount of environmental information that 

needs to be processed, which takes up a large amount of attention and 

makes it difficult to perform efficient dual-presence task. 

The above three problems can be discussed through the interface design of the SRL 

system, as shown in Fig. 11. For example, (1) is discussed through the design of an 

operation system because it is a problem related to the operation method. (2) is 

 

Fig. 11 Issues and interface elements 
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discussed through the design of a FB (feedback) system because it is a problem 

related to the state recognition of the SRL. (3) is discussed through the design of a 

dual-presence system because it is a problem related to the information processing 

when the user exists in two environments simultaneously. 

In the next and subsequent chapters, we will approach each issue through 

prototyping these three interface systems and evaluating their effect on performance 

of the dual-presence task, to discuss the question of how can we design a system that 

can perform dual-presence tasks. This is a new design theory of the SRL offered from 

the aspect of human cognitive characteristics in dual tasks. 

 

 

1.5 Structure of the thesis 
 

 The structure of this paper is as follows. The relationship between the contents of 

the chapters and the publications is shown in Fig. 12. 

⚫ In Chapter 1, the effectiveness of human augmentation technology that can 

perform voluntary physical tasks is discussed from the viewpoint of 

complexity and fluidity of daily life situations. In addition, the purpose of this 

thesis is explained by summarizing the difficulty of performing dual tasks 

efficiently from the viewpoint of human cognitive characteristics, and 

presenting three issues in the design theory of conventional human 

augmentation systems. 

⚫ In Chapter 2, the issue (1) is focused and a semi-automatic intermittent 

instruction system was proposed that points at an object by the direction of 

the face and performs an action by voice command, as a voluntary operation 

system that can give instructions with a small amount of attention. The 

system was implemented in an eyeglass type interface device and enabled 

pointing with an accuracy of about 1 cm. However, the laser pointer introduced 

for the purpose of visually indicating the pointing location, improved the 

accuracy of the instruction but reduced the performance of the task on the 

natural body. This suggested the design concept that it is better to choose a 

method that can be manipulated with as small an amount of attention as 

possible, even if the operation involves some error, and that the error can be 

absorbed by another design element. (e.g., developing a n end effector that can 

robustly grab the instructed object even if the instruction point is slightly off.)  
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⚫ In Chapter 3, the issue (2) is focused and a feedback (FB) system was proposed 

that can know the posture information of the Detachable body through 

somatosensory perception even during automatic operation. The system was 

implemented in a belt type device using vibrators, and was able to present the 

position of end effector with an accuracy of about 10 cm. This system can be 

used in conjunction with an easy calculation task without degrading the 

performance of the task. In addition, when it is used in conjunction with 

another slightly more difficult task of measuring hot water, it tends to improve 

the performance of the task on the natural body by reducing the number of 

visual confirmations on the Detachable body. This suggested the design 

concept that when automatic control is included in the operation of the 

Detachable body, the state of the robotic arm should be transferred by the 

somatosensory system in order to reduce the anxiety of the Detachable body 

during the operation. 

⚫ In Chapter 4, the issue (3) is focused and a dual presence system was proposed 

that displays two half transparent images of the environment with binocular 

disparity as a method to clarify the task to which the user is mainly paying 

attention while having access to environmental information at two points. The 

system was implemented with a head mounted display and a camera that 

rotated in sync with the head movement. In the with disparity state, the user 

was able to immediately distinguish between objects in the current location 

and objects in the remote location with a correct response rate of about 90%. 

The system was also evaluated in a dual presence task in conjunction with the 

FB system developed in the previous chapter to provide information about the 

body at the remote location. The results showed that the performance of the 

natural body task and the subjective evaluation of usability by NASA TLX 

were best when there was disparity and FB, when the user was able to focus 

their attention. This suggested the design concept that it is better to have a 

clear focus of attention that can be moved and switched freely, rather than a 

situation where attention is always equally directed to all environments. 

⚫ In Chapter 5, issues mentioned in Chapters 2 to 4 were discussed again and 

the contributions and limitations of this thesis were described. As embodied 

in the three design concepts suggested in the chapters, the design theory of 

SRLs for working in dual presence tasks to consider the amount of which it 

deprives people of attention and the amount of which it inhibits or facilitates 

the switching and distribution of attention when selecting design elements 
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that satisfy the required working functions. The limitation of this thesis is 

that it fails to consider the nature of tasks performed with natural bodies and 

the temporal changes in attention paid to them when examining dual tasks. 

As another limitation, the extension from dual presence tasks to multi 

presence tasks, and the scientific implications of using a robotic arm that the 

user perceives as a body rather than a simple robotic arm for these tasks are 

expected future research developments. 

⚫ In Chapter 6, current work progress on the application to the multi presence 

task which mentioned as a future study was introduced. The effect of 

increasing the number of tasks on attention allocation through user testing of 

the multi presence task was discussed, in which the user performs tasks in six 

locations simultaneously. Finally, Chapter 7 concludes and summarizes this 

thesis. 
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Fig. 12 Structure of the thesis and relative publications 
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Chapter 2: Operation System 
 

In this chapter, we will address issue (1), "In a fully manual operation that 

emphasizes voluntariness, a large amount of attention is taken to the SRL, making 

it difficult to efficient dual-presence task". We will discuss the design elements of the 

SRL system for efficient concurrent task by designing an operation system for the 

SRL and evaluating its usability in a dual-task experiment． 

 

2.1 Issue and approach 
 

Conventional operation of the SRL has been either fully manual or fully automatic. 

Fully manual operation is a method that uses a mechanism such as a joystick or 

keypad to continuously control the end effector position of the SRL. These are often 

reproduced by using modalities other than the hands as input, for example by using 

the feet or the head tilt as a joystick [19] [63]. In fully manual operation, any motion 

trajectory, such as mixing, picking up an object, or gesturing to a person, can be 

directed arbitrarily. However, it requires continuous attention to the operation, 

which consumes attentional resources for a long time. On the other hand, a fully 

automatic method is one in which the system analyzes the current work state and 

automatically executes the next necessary action based on the work image captured 

by the camera or the encoder information of the joint angles of the SRL [64]. For 

example, a classifier called the Colored Petri Net (CPN) is used to classify the work 

of assembling parts of an airplane and automatically determine the work to be done 

[65]. In other study, the opening and closing of extra fingers is automatically 

performed by judging the opening and closing state of the user's hand [66]. In this 

fully automatic operation, the human does not need to give explicit commands, such 

as tilting the stick or making voice commands, so the desired action can be 

accomplished with little consumption of attentional resources. However, this method 

has a narrow range of application, because it is difficult to respond to changes in the 

process. In summary, in order to achieve the objective of this study, which is to 

support daily life, a fully manual system is likely to consume too much attentional 

resources and prevent the performance of the task, while a fully automatic system 

is likely to specify the usage situation in advance and it is not suitable for supporting 

complex tasks which is required in daily life environment. 
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 Therefore, we focus on semi-automatic operations as a way to reduce the 

consumption of attentional resources without significantly impairing the diversity of 

movement and instructions. Conventionally, an index that divides the automation 

level into 10 levels has been presented as a concept to express the form of cooperation 

between humans and machines [67] [68]. This is an index of automation related to 

decision making. The semi-automatic operation in this thesis means that the human 

makes the decision, but the system performs the "automatic action" based on the 

decision. In this case, as shown in Fig. 13, only the necessary nodes in the work 

sequence are specified manually, and the routine part of the operation is executed 

automatically. For example, when we reach out to pick up a cup, we pay attention to 

the location of the cup, but we pay little attention to the rotation angle of the elbow 

and shoulder joints to reach the cup. In the operation of the SRL, for example, only 

the coordinates of the point where the cup is located and a voice command such as 

"pick it up" are input manually, and the process of reaching and grasping the 

specified coordinates is done automatically. We can reduce the attentional resources 

required for operation only at the moment of specifying the "object" and "action" 

while maintaining the freedom of selecting the object or action. In this thesis, we use 

the term "intermittent instruction" to define this method of instruction that directs 

 

Fig. 13 Semi-autonomous control of the SRLs 
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the necessary attention only at the necessary moment, as opposed to the 

conventional "continuous instruction" such as master-slave operation. 

Since intermittent instructions include some aspects of automation, such as the 

part of reaching for an object as mentioned earlier, it is necessary to set the required 

actions of the SRL with some restrictions compared to a fully manual method. 

According to the International Classification of Functionality in Human Activities 

[69] [70], which classifies activities performed in daily life, the most frequent 

activities performed by humans in daily life are picking up and holding objects, 

followed by placing objects, which account for about 70% of all activities performed 

in daily life. As mentioned above, these operations can be achieved by specifying a 

target object or a target point and pre-programmed motion sequences (e.g., reaching 

and grasping for acquisition and holding, and reaching and releasing for installation) 

[71]. Therefore, the operation systems were designed with these functions of 

acquisition, holding, and installation actions by specifying the target object and the 

action. 

In order to specify the object and the action, there is a possibility to utilize various 

modalities. Since these modalities are used in a dual task with the natural body, we 

cannot use our two arms for this method (e.g., operating a joystick with the hands, 

gesturing with the hands, etc.) that is mainly used in the task on the natural body 

side. As hands-free modalities, various options are possible, such as voice, EEG, 

EMG, gaze, etc. [72] [73] [35] [74] [75]. There have also been attempts to operate the 

SRL using electrical signals from the brain [76]. Considering the simplicity and 

flexibility of the devices used to acquire signals in everyday life, voice commands are 

a very intuitive modality. For example, when a user input "pick up the plate" by voice 

command, and from the word "plate," the location of the plate in the environment 

can be identified by image recognition, and used as the input coordinates of the 

target. However, the problem with voice instructions is that they require a lot of pre-

learning. For example, in order for the system to recognize a small bowl that was 

just bought yesterday as a "plate," it is necessary to learn the image of the plate and 

its label in advance. This process significantly narrows down the adaptable 

situations, as was the problem during full automation. In addition, when combining 

this with other features, such as "blue plate," the system is able to specify an object 

to some extent without prior learning based on multiple factors, but it is difficult for 

the system to determine "how blue" when there are light blue plates, cobalt blue 

plates, deep blue plates, and dark blue plates in the environment. As a result, the 

system ends up repeating the instructions with different expressions, thus losing the 
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advantage of intermittent instruction, which is the reduction of attention time. 

Therefore, it is better to specify the target object or target point by direct physical 

pointing, we chose face orientation (face vector) as the modality for this purpose. As 

shown in Fig. 14, a pointer is fired from the center of the face in the direction of the 

vertical direction, and the target object is pointed by adjusting the direction of the 

face. We chose to use the face orientation for pointing to avoid temporal overlap of 

modalities, since vision is frequently used in the execution of natural body tasks. For 

motion input, we decided to use voice input since there are only three commands 

("take it," "put it," and "hold it"). In summary, the approach to problem (1) is to make 

the attention directed to the SRL intermittent during operation by limiting the input 

only "target point" and "action" with pointing to the three-dimensional coordinates 

of objects by a face vector and with making voice command. 

 

2.2 Prototype development 
 

In order to reduce the attentional resources required for operation while 

maintaining the degree of freedom of the target action, we take an approach of 

intermittent control in which the target point is specified by the face vector and the 

 

Fig. 14 Point instruction by a “face vector” 
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action sequence is specified by the voice. In this paper, we describe the development 

of an operation system prototype that satisfies the above functions. 

The coordinates of the target point, which is pointed by the face vector, are 

calculated as follows: the origin of the robot arm, the center point of the face, and the 

target coordinates are set as shown in Fig. 15. In the coordinate system with the 

user's face center point as the origin, the target point is obtained in polar coordinates 

using the face angles Θ and φ and the distance r from the face to the target point. In 

order to convert this into a coordinate system centered on the robot arm for its 

operation, the positional relationship of the user's face center point with respect to 

the robot arm can be obtained and subtracted, and the final derivation equation is 

as follows. 

 

𝐴𝑇⃗⃗⃗⃗  ⃗  =  𝐴𝐹⃗⃗⃗⃗  ⃗ + 𝐹𝑇⃗⃗⃗⃗  ⃗  =  (
𝐹𝑥 − 𝐴𝑥
𝐹𝑦 − 𝐴𝑦
𝐹𝑧 − 𝐴𝑧

) + (

𝑟 cos 𝜃 sin𝜑

𝑟 sin(−𝜃)
𝑟 cos𝜃 cos𝜑

) (1) 

 

 

Fig. 15 Variables for calculating the target point from face vector 
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In order for the robot arm to know the position of the target object in its own 

coordinate system using these equations, it requires some values. The distance 

between the user's face and the target is obtained by the distance sensor. The 

orientation of the user's face is obtained by the IMU sensor. We can also obtain the 

position of the user's face relative to the robot arm, for example, by attaching an AR 

marker to the user's face and capturing it with a camera fixed to the robot arm,  

In order to obtain these values, it is necessary to attach an IMU sensor to the head 

to obtain the face orientation and a distance sensor to obtain the distance to the 

target. As a hardware base, some accessories such as hats, glasses, and masks are 

considered that have been conventionally used near the human face. In this study, 

we used eyeglasses as a hardware base because it is easy to install the distance 

sensor between the eyes, which is the center of the face. Fig. 16 shows the appearance 

of the developed eyeglass-type device. The total weight is 34g, the processing 

frequency is 200Hz, and the data is transmitted to a PC by a BLE module (BLE Nano 

v2; RedBear, America). In this interface, sensing modules are attached to the frame 

with 3D printed parts (Object500 CONNEX; Stratasys, America). A 9-axis absolute 

orientation sensor (BNO055; Bosch, Germany) is fixed to the temple of the glasses 

to measure the orientation of the face. The distance from the target was obtained 

from a ToF infrared laser sensor (VL53L0X; ST Microelectronics, Switzerland).． 

The developed instruction interface using face vectors aims to achieve intermittent 

control by only pointing at a target point and making movement commands. However, 

unfamiliarity with pointing by face orientation may create new cognitive challenges. 

For example, the user may think that they are pointing their face toward the plate 

they want to pick up, but in reality they may be pointing at a slightly different point. 

If they continue to give instructions such as "pick it up," a task error will occur, and 

 

Fig. 16 Prototype of eye-glass type interface for a face vector 
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this repeated correction will increase the attentional resources required for the 

operation, thus losing the benefit of intermittent control. To prevent this from 

happening, we implemented a visual biofeedback (vBF) function in which a red laser 

pointer is placed just above the distance sensor of the eyeglass interface and 

illuminated in the direction of the face vector to visually indicate the point where the 

user is currently instructing. The red laser pointer used is a Class 1 laser, which is 

considered safe even if the naked eye looks directly at it for 100 seconds. We expected 

that this visualization function would make pointing with face vectors more accurate 

and reduce the consumption of attentional resources by reducing errors. 

In the next section, we will use the developed interface prototype to verify the 

effectiveness of this intermittent control and the usability of the interface in a two-

step procedure. First, we investigate whether "intermittent instructions" are 

effective for dual-tasking in comparison to conventional "continuous instruction". 

Using only the IMU sensor in the interface prototype, we implement a continuous 

instruction mode in which the hand position is controlled completely manually by 

head tilt. Next, we investigate whether visualization improves pointing accuracy and 

how it affects dual-task performance when using this interface as an intermittent 

instruction to point a target point by face vector. 

 

2.3 Evaluation: effect of point instruction 
 

 In this section, we investigate whether intermittent or continuous instructions are 

more suitable as a method of operating SRLs. Both types of instruction mode can be 

implemented in the developed interface. In this section, we refer to intermittent 

instructions as "point instructions" and continuous instructions as "path 

instructions". 

 In path instruction, the SRL is moved by tilting the head in the direction of each 

of the three degrees of freedom along which the head can be moved: yaw, pitch, and 

roll (see Fig. 17). In this example, the roll rotation corresponds to the x-axis 

(horizontal), the pitch rotation to the y-axis (vertical), and the yaw rotation to the z-

axis (depth). In order to convert the sensed value into the amount of movement of 

the robot arm, Gompertz function was used, in which amount of movement varies 

depending on the magnitude of the tilt [77]. 

 In this section, we operate the SRL using the point-instructed and path-instructed 

methods and verify the difficulty of performing dual tasks. The dual task in this 
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experiment consists of a task performed by the SRL (E-Task) and a task performed 

using the natural limb (N-Task). The difficulty of performing dual tasks using each 

operation method is verified by the task execution time when the two tasks are 

performed sequentially versus when they are performed simultaneously and the task 

performance when the N-task performed alone versus when it is performed together 

with the E-task. As discussed in Section I, this study focuses on tasks that may defy 

expectations of the superiority of the point-instructed method; for the E-task, this is 

the number of times the instructions are repeated, and for the N-task, this is the 

level of attention required. In this experiment, the E-task involves the subject 

operating a SRL to press a desired button without hitting an obstacle, and the N-

task involves the subject performing two tasks that seem to require different levels 

of attention. These tasks are described in more detail in subsection 2.3.2 and 2.3.3. 

 

2.3.1 Overview 

 

 Fig. 18(c) provides an overview of the experimental environment. The subject sits 

on a chair in a defined position, with the N-task area just in front of them and the 

robot arm and E-Task area set up slightly to the side. SRL hardware is often 

wearable; however, in this experiment, the robotic arm is fixed to a pole at the height 

 

Fig. 17 Path instruction method using the head tilt 
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of the subject's shoulder to reduce the effect of fatigue and misalignment. The robotic 

 

 

Fig. 18 Setting and overview of experiment 

(a) Specific design of the robot arm. The two shoulder motors are Maxon DCX35L (gear: GPX42C, 

encoder: ENX16, controller: EPOS4 Compact 50/8 CAN). The movable range of the y-axis shoulder motor 

is 180°. The two elbow motors are Maxon DCX22L (gear: GPX26C, encoder: ENX16, controller: EPOS2 

24/2). The movable range of the y-axis elbow motor is 180°. The end effector for pushing the button is a 

3D printed 46-mm diameter ball. The arrival angle of each motor is calculated using simple 2D inverse 

kinematics. (b) Button and LED arrangement for the E-task. (c) Basic experimental environment. The arm 

position in the figure is the home position of direct reaching task. (d) N-tasks and dual-task setups. 
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arm has a total of four degrees of freedom at the shoulder and elbow. The rotation 

speed of each motor at the shoulder and elbow is 4.5 rpm and 9 rpm, respectively, 

and the total length of the arm is 70 cm, which is approximately the same as the 

average arm length of a human adult [78]. The robot arm can reach all the buttons 

used in the E-task. More details on the actuators are provided in Fig. 18. 

 

2.3.2 E-task setting 

 

 The E-task is a button-pressing task. As shown in Fig. 18(b), four push buttons 

and a pair of LEDs are placed on the horizontal surface of a desk. At the beginning 

of the experiment, a randomly selected LED lights up to indicate the button to be 

pressed, and the subject attempts to press the button by operating the robot arm 

using the operation interface. The next LED lights up 5 seconds after the button is 

pressed. This is one set of the trial and it repeated 6 times to finish the E-task. The 

time taken from the signal indicating the start of the experiment to the completion 

all trials is recorded as the E-task time. As mentioned in the previous section, the E-

task is performed under the following two conditions to perform different number of 

repetitions of the point-instructed method:  

i) Direct reaching task: There is no obstacle between the current position of the 

SRL and the target point (Fig. 18(c)); thus, the subject does not need to 

consider the arrival path. The SRL always returns to its default position 

before the start of each trial. Therefore, when using the point-instructed 

method, the subject can basically complete each trial by only pointing once.  

ii) Indirect reaching task: There is an obstacle between the current position of 

the SRL and the target point; thus, the subject needs to consider the path to 

be reached (Fig. 18(b)). Therefore, when using the point-instructed method, 

the subject needs to add some pointer along the way and move it to avoid the 

obstacle as shown in Fig. 19. In our interface, pointing at points in the air is 

not possible, but by pointing at the floor or walls beyond its range of reach, 

the robot arm can be moved in that direction. 
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2.3.3 N-task setting 

 

The N-task comprises two tasks with different levels of attention. From the 

perspective of cognitive science, cognitive stimuli that involve language 

comprehension are considered to be among the factors that interfere with other tasks 

the most [79]. Therefore, in this study, we set up two types of tasks: one that requires 

language comprehension and another that mainly involves physical work.  

i) Language task (typing): In this task, subjects type sentences 

displayed on a computer screen using a keyboard. Each subject types 

the same number of characters under the same conditions. Task 

performance is determined by the number of keys typed per second 

and the number of errors.  

ii) ii) Physical task (measuring water): In this task, subjects pour a 

specified amount of water from a pot into a measuring cup (Fig. 18(d)). 

After completing the task, the amount of water poured is measured, 

and the deviation from the specified amount is recorded to quantify 

the N-task performance. 

 

2.3.4 Procedure 

 

Before starting the experiment, sufficient practice time was provided to use the 

interface for both the point and path instructed methods. Next, the subjects first 

performed the N-tasks (typing and measuring water) in a single-task condition and 

 

Fig. 19 Direct reaching task and indirect reaching task 
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obtained standard values of performance and required time. Similarly, the E-task 

was performed in both the point and path instructed methods, and the standard 

values of the required time were determined. The order of these conditions was 

randomized for each subject. Next, when performing the typing task as the N-task, 

the E-task was simultaneously performed in the point or path instructed methods. 

Then, the same was repeated when the N-task was a water measuring task. In the 

case of the dual task, the time from the experiment beginning being signaled to the 

subject declaring all tasks completed was recorded as the required time. Six healthy 

adults in their twenties (5 males, mean age: 23.8 SD±1.6), who gave informed 

consent, participated in the experiment. 

 

2.3.5 Result and discussion 

 

Fig. 20 shows the performance of the N-task (typing, measuring water), and Fig. 

21 shows the average time spent by the subjects in each E-task condition (direct or 

indirect) and each N-task condition (language task or physical task). For four graphs 

in Fig. 21, the left- and right-hand sides present results of the point- and path-

instructed methods, respectively. Because there are two variables, irrespective of 

whether the N-task and E-task are performed sequentially or simultaneously and 

whether the method is point- or path-instructed, a 2-way ANOVA was conducted for 

each using the Bonfferoni method. This result is expected to be strengthened by 

increasing the number of subjects in the future. 

 

Fig. 20 Performance results for each N-task 
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2.3.5.1. Result of E-task and point instruction 

From Fig. 21, the effectiveness of the point-instructed method with the E-task 

condition can be inferred by comparing (a)(c) and (b)(d). In all the four conditions, 

regardless of whether the E-task is direct or indirect, the point-instructed method 

significantly reduces the work time in dual-tasking from that in single-tasking. This 

suggests that the effect of switching cost owing to the increased number of concerned 

switches did not affect the work even if it existed at a cognitive level. In fact, in the 

N-task results presented in Fig. 20, the point-instructed method did not reduce the 

N-task performance in either the direct or indirect conditions. However, the average 

number of instructions added by the subject in the point instruction was 1.5 because 

 

Fig. 21 Time results for each task 

The figure shows the completion time in each task condition. Single completion time means the total completion 

time of N-task and E-task under a single-task situation. 
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the route for this detour instruction was relatively simple. In the future, we need to 

conduct a further investigation, with the number of instructions as a variable, and 

clarify the switching frequency that leads to the effect of switching cost appearing at 

the task level. 

 

2.3.5.2. Result of N-task and path instruction 

From Fig. 21, the effectiveness of the path-instructed method according to the 

required attention level of the N-task can be inferred by comparing (a)(b) with (c)(d). 

The results indicate that the dual-task work time is shorter than the sequential-task 

work time only when the physical task is performed and when the path method is 

implemented under the indirect condition because of two factors. First, when the N-

task is a physical task that does not use language, the required attention level for 

the task is low, and the operations can be performed simultaneously in the path-

instructed method. Second, the indirect condition requires a lower level of attention 

than the direct condition requires when performing operations in the path-instructed 

method. We expected the E-task condition to only affect the point-instructed method, 

but it may also affect the path-instructed method, which will be discussed in detail 

next. Because the attention levels of both the N-task and E-task were sufficiently 

low, dual-tasking was possible in the path-instructed method only under this 

condition. In other words, dual-tasking can be possible even in the path method when 

the required attention level of the N-task is low, but this may also collapse depending 

on the attention level of the path-instructed operation itself (e.g., whether one wants 

to operate carefully or roughly). 

 

2.3.5.3. Discussion 

Two hypotheses were assumed in this experiment: when the E-task is an indirect 

task, dual-tasking is no longer possible even with the point-instructed method, and 

when the N-task is a water-measuring task, dual-tasking is possible even with the 

path-instructed method. The results reject the former and partially prove the latter 

when the E-task is an indirect task. In addition, the subjects tend to think that the 

indirect task is easier than the direct task when the path-instructed method is used. 

This is supported by the fact that the performance in the N-task was significantly 

inferior when the direct task was performed with the path-instructed method than 

when it was performed with the point-instructed method. A hint for this can be found 

in the interview conducted with the participants after the experiment, in which they 

said, “In the Direct task, I tried to reach the target directly, so I tried to go the 
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shortest distance as much as possible. In the case of the Indirect task, first I bypassed 

roughly the obstacle, and then, after getting close to the target, I seriously operated 

the remaining distance.” In other words, it is considered that even in the path-

instructed method, the indirect task required less time to pay substantial attention 

to the operation and thus had essentially become similar to the point-instructed 

method. 

The results of this study make two important suggestions. First, for the operating 

interface of the SRL, the point-instructed method is still recommended as it requires 

less attention time per input. In this study, the point-instructed method 

outperformed the path-instructed method in all E-task and N-task conditions and 

enabled dual-tasking. The dual task was also enabled in the case of the indirect task 

with the path-instructed method. This is not a classification of point- and path-

instructed methods, but it rather highlights the need for further verification of the 

input method using the time spent per operation and the required level of attention 

as variables. The second suggestion is for the next approach, to evaluate the 

feasibility of dual-tasking for the same N-task by varying the input method along 

several axes: duration, frequency, and magnitude of attention directed at it. For 

example, if a task that requires attention for a certain period of time, such as 0.5 s, 

1 s, 3 s, etc., is given as the E-task, with typing as the N-task, we can find the 

characteristics of the “duration” of the input method by examining how much the 

performance of the N-task is disturbed. If, for example, the results indicate that 

attention for 1 s does not affect the N-task performance, we can design the SRL 

operation input to be less than 1 s at a time, which can be easily used in a dual task. 

This experiment also includes some limitations. For example, we adopted head 

movement as the common input modality for point and path instruction. If other 

modalities are adopted, the base attention level required for the operation will 

change. It required to be investigated whether other modalities can support the 

present results. In addition, mechanical errors in the SRL and eyeglass interfaces 

used in the experiments may have resulted in unexpected attention to the 

instructions in some trials. While these task settings in a real-world environment 

can yield practical results that are closer to the application, simulation task with 

tightly controlled conditions, for example in a VR environment, should be conducted 

in parallel. 
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2.4 Evaluation: effect of vBF 
 

2.4.1 Overview 

 

The purpose of the experiment is to clarify the basic characteristics of a face vector 

in aspects of the pointing accuracy and task execution time, and thus to evaluate 

voluntariness and intuitiveness as pointing modality of the SRL. In order to 

construct a dual-task environment, two independent tasks are set; a task performed 

by the SRL called E-task and a task performed by a natural body called N-task. Fig. 

22 is the overview of task setting. 

 

 

 

Fig. 22 Overview of dual task evaluation 
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2.4.2 E-task setting 

 

The E-task is a target pointing task by a face vector. The requirement of the task 

is that the pointing error distance or direction can be measured without mechanical 

error of hardware. Therefore, the environment of the E-task was constructed in 

virtual reality (VR) using software Unity [80]. The experimental field is visually 

projected by immersive head mounted display, Oculus [81], accompanied by spatial 

scale equivalent to the real-world environment. 

The experimental environment is set as shown in Fig. 23. 10 target markers are 

displayed on a vertical plane, which is about 70 cm forward from the subject, this 

distance refers to the maximum reaching range of the average adults assumed by 

their arm length [78]. A face vector is defined in the vertical forward direction from 

the center of the subject's face plane set by the Oculus, and its position and direction 

are constantly tracked in the Unity engine. Because the position of the subject's face 

 

Fig. 23 E-task setting 
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is not static, the error distance Edis at 70 cm forward from subjects can be 

recalculated using error degree from target direction θ and φ (Fig. 23(c)):  

𝐸𝑑𝑖𝑠 = 70√tan2 ∆𝜃 + tan2 ∆𝜑 (2) 

 

After the start signal, subjects point at the center of the marker with the target 

indicator behind it using their face vector. The target indicator moves to change the 

target marker every 5 s at random, so subjects should continue to point at the center 

of the target marker indicated during that time period. In each time period, the error 

degree at 0.1 s before the indicator is switched is recorded. 6 time of target pointing 

as one set of trial, and two trials are prepared for each experimental condition. 

 

2.4.3 N-task setting 

 

The N-task is a shape discrimination task of blocks performed by natural human 

arms. One requirement of the task is that it can be performed with no visual 

information in order to separate required modalities and exclude the influence of 

alternately observing of tasks for condition simplicity. Another requirement is that 

the pause of human can be detected to confirm performing of the dual task at the 

moment of recording error degree in the E-task. Therefore, a task was set to touch 

the block and determine its shape as shown in Fig. 22 with a hand wearing a data 

glove which can record the acceleration of hand movement and bending of fingers.  

As shown in Fig. 22(a), a box that is partitioned into six areas is provided and six 

wooden blocks with various shapes are given in a block container. At the bottom of 

each area, there are bottom panels with holes in six shapes that correspond to each 

of the block shapes. In the initial state, the subjects are blindfolded with Oculus and 

all six blocks are placed in the block container. After the start signal, the subjects 

pick blocks up at random, touch the holes in the bottom panel, and locate the area 

with a hole that has the same shape in its bottom panel as that of the block that the 

subject is currently holding. The subjects do not need to embed the blocks in the 

appropriate holes in bottom panel, and are only required to place the block in the 

correct area. The time from when experiment start cue was given to the point at 

which the subject declared that they had finished the task was recorded. 

 

2.4.4 Procedure 
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Sufficient practice time was allowed for both the E-task and the N-task before the 

experiment was started. First, subjects performed each E-task and N-task in a 

single-task situation to determine the standard value of their scores. Next, they 

performed both E-task and N-task similarly for every E-task's condition as shown in 

Fig. 22(b). For both single-task and dual-task conditions, the order of trial in the E-

task using simple face vector or with its vBF was random. The number of subjects 

was eight, and all of them were healthy adults in their twenties. 

 

2.4.5 Result and discussion 

 

2.4.5.1. Result and discussion of Pointing Accuracy 

Fig. 25 and Table I show the average results for the error distance for each 

experimental condition denoted by (A)-(D) in section 2. Fig. 25 also shows the results 

of the analysis using two-way analysis of variance (ANOVA). We used this method 

because there are two conditions for each experiment, i.e., simple face vector or with 

vBF, and single or dual tasks, and all subjects were tested under all experimental 

conditions.  

The condition (A) of simple face vector in a dual-task situation is closest to the 

actual use environment of the SRL in 4 conditions. The influence of vBF and of 

natural body movement for accuracy can be discussed by comparing this condition 

(A) as a basic condition to others. First, regards of vBF influence, the condition (A) 

is compared to the condition (C) that is in a dual-task situation and with vBF. There 

was a significant difference between the pointing accuracy of the condition (A) and 

(C), and thus the vBF is considered to be effective in improving the accuracy of 

instruction when using a face vector. Next, as for influence of body movement, 

condition (A) is compared to the condition (B) that is the case using simple face vector 

in a single-task situation. There was no significant difference between the condition 

 

Table I Average error distance 

Face vector condition 
Task condition 

Single task Dual task 

no vBF 5.52 cm 6.68 cm 

with vBF 0.42 cm 2.00 cm 

 



Chapter 2: Operation System  

 

40 

 

(A) and (B). On the other hand, there was a significant difference between with vBF 

the condition (C) and (D), a single and dual-task conditions. These results indicate 

pointing accuracy is decreased by body movement due to body movement in dual-

task situations, and additionally, instructed point can easily to be blurred if there 

was no vBF. Therefore, in aspect of accuracy, showing vBF of face vector is 

recommended because it can stabilize the instruction point and improve pointing 

 

Fig. 25 Average error distance of pointing in each condition 

 

Fig. 24 Average time required to N-task and task score in each condition 
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accuracy when using proposed modality.  

Validity of numerical value in Table I is difficult to discuss. Because the scale of 

objects assumed to be pointed in daily life is various from 1 cm width of a pen to 1 m 

height of a chair, and required accuracy cannot be determined in non-task-oriented 

assistant devices. However, these data become important values in order to design 

the hardware of a robot arm and an end effector. 

 

2.4.5.2. Result and discussion of Pointing intuitiveness 

Fig. 24 shows the average time required to perform the N-task and average task 

score. As previous part A, the intuitiveness can be discussed from N-task score and 

efficiency by comparing the condition (A) as a basic condition to others.  

First, regards of the N-task score, there was no significant difference between each 

dual-task condition (A) (B), and the single-task condition (C). The result indicates 

that the cognitive load required for using face vector did not prevent the correct the 

N-task performance at least this difficulty level of the task. In order to discuss the 

limitation of cognitive load can be given to the N-task, more detailed verification is 

needed that the difficulty level is changed, for example, discrimination of heptagon 

and octagon for future work.  

Next, regards of work efficiency, the condition (A) is compared to the condition (C) 

that is single-task situation of the N-task. There was no significant difference 

between the required time of the condition (A) and (C). On the other hand, the 

required time of the condition (B) which of face vector with vBF in the E-task, 

significantly increased compared to the condition (C). The reason for this result is 

believed to be that the subject pays too much attention to the vBF when it is available. 

If there is no vBF for a face vector, the subjects may want to point at the object less 

strictly because there is no way to know whether or not the point for which they are 

providing instructions is correct. The subjects were satisfied to point only intuitively 

at what they think to be the target point, and then pay more attention to the N-task 

soon after that. In contrast, if there is vBF for a face vector, the subjects may want 

to point more strictly at the object because they could determine the extent to which 

they had pointed beyond the correct target point. Therefore, it is assumed that the 

subjects pay more attention to object instruction in the sub task, and as a result, 

they tend to be negligent in performing the N-task.  

Based on these discussions, it is suggested that cognitive load of the simple face 

vector is low enough to perform dual-task correctly and efficiently. On the other hand, 

there is a trade-off relationship in vBF, which increases pointing accuracy but 
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increases cognitive load and decreases work efficiency. For this problem, the 

influence of proficiency to the pointing by face vector modality should be considered. 

If the error distance become decrease due to continuous using, one solution to this 

trade-off is remove the vBF when users accustomed to face vector operation. Other 

experiments are also necessary to discuss the influence of the N-task difficulty level 

and characteristics to modality intuitiveness. For example, the N-task of cutting 

vegetables with knife requires a large cognitive load and using vision information 

continuously. Such experiments will be set to perform in a real environment where 

mechanical errors and measurement errors should be considered. The basic 

characteristics of a face vector revealed in the VR environment with this paper play 

an important role to design hardware for these experiments or analyze results. 

 

 

2.5 Chapter discussion 
 

In this chapter, we proposed intermittent control as a method of operating the SRL 

that does not occupy attentional resources for a long time in a dual task, and 

developed an eyeglass-type device capable of pointing using a face vector. One of the 

problems that may be a negative factor for consuming attentional resources is that 

the instruction points by face vectors are not visible. In order to improve pointing 

accuracy and dual-tasking performance, we implement the visual biofeedback (vBF) 

of pointing location and conducted an experiment to evaluate the effect of vBF. The 

results suggest that although vBF improves the pointing accuracy, the user would 

rather allocate more attentional resources to pointing by making it visible. 

Now we discuss issue (1) "In a fully manual operation that emphasizes 

voluntariness, a large amount of attention is taken to the SRL, making it difficult to 

efficient dual-presence task" from the development and verification of the operation 

system using a face vector. There was a trade-off between improving the pointing 

accuracy by presenting vBF and reducing the attention required for operation. This 

trade-off occurred even when we adopted intermittent operation instead of 

conventional fully manual operation. This is due to the assumption that the high 

voluntariness in intermittent instructions is meant to be the high accuracy of the 

instructions. One approach to resolving this trade-off is to allow the inaccurate or 

roughly instructions by other design elements in the system. It may be possible to 

reduce the attention required for it, while preserving the voluntariness of the 



Chapter 2: Operation System  

 

43 

 

operation. For example, the instruction error for pointing in the present study was 

about 6 cm without vBF. Conversely, we can address this problem by developing a 

robot hand that can absorb the error and robustly grasp the object even if the user 

instructs a point 6 cm away from the object to be grasped. For this purpose, we have 

developed a new robot hand that can absorb the instruction error as shown in Fig. 

26. The fingers of this robotic hand are made of silicon material in the shape of a 

small bag, and the coffee powder is sealed inside. After contacting the object to be 

grasped, the air inside the fingers is sucked out, and the shape of the fingers is fixed 

according to the shape of the object. This kind of mechanism is called a jamming 

mechanism [82] [83], and this robot hand is equipped with three of these in a radial 

pattern. Even if the indicated point is slightly off from the object to be grasped, it 

draws the object to the center of the hand and deforms the shape of the fingers to 

enable robust grasping. We have performed object grasping of various shapes and 

scales with this hand, and confirmed that it can absorb errors of about 6 cm [84]. 

In this way, the pointing interface using a face vector can function according to the 

user's intentions even when the user gives "rough" instructions, by using it together 

with hardware that can absorb pointing errors. From the above, as the design theory 

of a SRL for dual task, it suggested that focus on reducing the attentional resources 

consumed rather than the accuracy of the instructions, and absorb the errors by 

other design elements such as hardware mechanism. 

 

  

 

Fig. 26 3-finger jamming gripper for absorbing instruction error 
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Chapter 3: Feedback System 
 

In this chapter, we will address issue (2), “the feeling of anxiety about the state of 

the SRL, such as in automated parts, causes user to pay attention to it repeatedly, 

making it difficult to perform efficient dual-presence task”. The problem of attention 

in this chapter is one that arises when understanding the state of the SRL. This 

chapter discusses the design elements of the SRL system to achieve efficient 

concurrent task by designing the FB system of SRL state and evaluating its usability 

in a dual-task experiment. 

 

3.1 Issue and approach 
 

When using a wearable robot, such as in the research of human augmentation, 

user can basically check the robot's operating status by looking at it directly, feeling 

the moments returned to the user as the robot moves, and listening to the motor 

sounds transmitted by the hardware. However, these are often considered to be a 

burden on human attention in dual-tasking. Consider a dual task in which the 

natural body cuts vegetables with a knife while the SRL puts used utensils and 

plates into the sink one by one for washing. If we use the face vector interface 

proposed in the previous chapter to give instructions, the robot will be instructed by 

pointing at the dishes to be grabbed and the point at which they are to be carried, 

but the robot will move autonomously between these points. During this time, the 

user may gaze at the work of the SRL several times to check whether the grasped 

plate is about to fall during transportation, whether the glass utensil is about to hit 

the surrounding area. Such unnecessary visual confirmation may cause frequent 

interruptions of the task on the natural body side, incurring switching costs and 

degrading the performance of the dual task. In order to reduce the number of these 

unnecessary visual confirmations, it is possible to take automatic functions such as 

adding an algorithm that detects obstacles and automatically avoids them [85], or 

increasing the number of functions that stop the operation when an abnormality is 

detected, such as falling a plate. There is also a system that sounds an alarm when 

an obstacle is approaching in the vehicle design [86]. However, it is not realistic to 

anticipate and consider all errors in advance, and it also causes automation problems 

such as strong task orientation and adaptability only to specific environments and 
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tasks. Therefore, it is necessary to have a system that feedback the state of SRL 

information independent from the environment without using visual information, 

such as the proprioception of the additional body or the sense of touch, same as the 

natural body. 

Previous research on sensory FB of the SRL often focused on the questions of how 

to faithfully reproduce the realistic and raw sensation transmitted to the robot arm 

or human arm [87] [88], and how to create it in the case of the SRL where the original 

part of such sensation cannot be defined. This is an extension of sensory FB research 

in conventional telepresence and VR technologies. Fig. 27 shows an example of an 

application for transmitting such raw sensations to the arms of a natural body when 

touching an object in VR [89]. However, if we consider the SRL with these features 

in terms of dual-task feasibility, there arises the problem of the upper limit of 

attentional resources. As suggested by the experiments in the previous chapter, the 

more information (visually explicit pointing positions) that humans need to process 

on the SRL side in a dual task, the lower the task efficiency of the natural body side 

tends to be. In the case of FB, the higher and more complex the dimensionality of the 

information, the more attentional resources are consumed by the processing, and the 

lower the efficiency of the dual task. 

In this thesis, we aim to reduce the number of unnecessary task switching while 

always recognizing the state of the SRL by limiting and simplifying the FB 

information from the SRL side. There are various types of information from the SRL 

 

Fig. 27 Haptic feedback device for virtual reality environment [89] 
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side, such as proprioception that conveys position and posture, force sensation that 

conveys where an object is touched, and tactile sensation that conveys the softness 

and temperature of the touched object. In these information, we selected the three-

dimensional coordinates of the hand position as the most representative and 

important one in the operation. The requirements for the modality to transmit this 

information are that it must be something other than vision, and that it must be able 

to intuitively transmit the sense of three-dimensional position. In general, vibration, 

sound, and force are commonly used as FB modality for systems [90]. For example, 

Hashimoto et al. presented the posture of a two-joint robot arm by a vibration 

frequency of the two vibrators which are placed on the back of user [91]. In addition, 

phenomenon called phantom sensation has been used to represent the position of a 

robot using vibration [92]. By vibrating the right side of two vibrators at 100 Hz and 

the left side at 50 Hz, a vibration of 75 Hz is created in the middle of the two vibrators. 

In this thesis, we attempt to represent the position of the hand of SRL using vibrators, 

because vibration is a good method for position presentation due to its intuitiveness 

and freedom of resolution. 

 

 

3.2 Prototype development 
 

In order to reduce the number of unnecessary visual checks on the SRL side and 

to improve the efficiency of dual tasks, we take an approach of recognizing the state 

of the SRL without using vision by using an array of vibrators, to represent simple 

information such as the three-dimensional coordinates of the hand position. In this 

section, we describe the development of a FB system that satisfies the above 

functions. 

There are several ways to represent a three-dimensional position in space, such as 

presenting x, y, z in a Cartesian coordinate system or r, Θ, φ in a polar coordinate 

system. When placing the vibrator on the surface of the body, user's back and 

abdomen can be candidate as the placement position, where the vibrating display 

can be arranged over a wide area and where it does not overlap with the two arms 

used for natural body-side work. In this study, we selected the abdomen for the 

placement of the vibrators, and used a belt-like hardware base wrapped around the 

abdomen. This is because the back is two-dimensional plane, while the abdominal 

circumference allows three-dimensional placement of the vibrator in a hollow 
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cylinder. The three-dimensional position of the hand is represented using a polar 

coordinate system centered around the belly button, as shown in Fig. 28. Theta and 

phi are expressed by the position of the vibration, and r is expressed by the frequency 

of the vibration. The vibrators were placed every 15 deg in the horizontal direction, 

referring to the fact that the two-point discrimination threshold of the human 

abdominal region is about 3-4 cm [93] and the average waist circumference of an 

adult is 88 cm [78]. By connecting several of them vertically, it is possible to represent 

the position of the hand in three dimensions. Because the torso cross section is not a 

true circle but an oval, the vibrators can be easily attached and detached so that it 

is possible to finely adjust the position according to the individual’s figure after 

wearing. With regard to the vibration frequency, the frequency difference that 

human can easily distinguish is known to be follow the exponential of 2 [94]. Thus, 

for example, when the frequency is 25 Hz at 60 cm of radius, it becomes 12.5 Hz and 

 

Fig. 28 Haptic belt for detecting the position of end effector 
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6.25 Hz as radius increases every 3 cm (away from the human). Detail information 

of the system is mentioned in Fig. 28(b). 

The vibration FB belt developed in this way can transmit the motion status of the 

SRL through somatosensory perception even while the user is paying attention to 

the task at hand on the natural body side. On the other hand, it is unclear whether 

the attentional resources required for this FB information processing do not affect 

the task on the natural body side. This system pursues the simplicity by limiting FB 

information to only hand position, as opposed to the conventional FB systems that 

pursue realistic sensation. However, there is possibility that giving FB information 

is itself something that consumes a large amount of attentional resources. In that 

case, other modalities and methods should be considered. On the other hand, if the 

current amount of information does not affect the dual task, we can consider adding 

more information to FB (e.g., the feel of the touched object as well as the hand 

position). 

On the contrary, it is also possible that the amount of attentional resources devoted 

to the task on the natural body side may affect the accuracy of the hand positions 

that the user identifies by FB. If the task is simple, such as the natural body side is 

mixing a pot, the user can use the information from the FB to sense exactly when 

the SRL's hand is at the target location and switch tasks appropriately. On the other 

hand, in the middle of a difficult task such as cutting vegetables with a knife, the 

user does not have time to even pay attention to the information processing of the 

FB, and it is possible that the robot arm has passed the destination where the it 

should be stopped when the user notices it, even though the information of the FB 

has been input. Thus, it is also important to clarify the positional accuracy of the 

user's hand that can be identified by the FB in both single-task and dual-task 

conditions. In the design, the transducers are placed at 15-degree intervals. 

Therefore, it is estimated that the FB can locate the hand with an accuracy of about 

10 cm for a 70-cm-long arm under the condition that only a single vibrator vibrates 

at a time without using phantom sensation. 

In the next section, we use the developed FB system to verify the accuracy of 

identifying these positions and the usability in dual-tasking in a two-step procedure. 

First, we clarify detecting accuracy of the SRL's hand by the FB belt under two 

conditions: one is when the FB belt only identifies the hand positions, and the other 

is when the FB belt identifies the hand positions while performing other tasks. Next, 

we investigate whether being able to identify the hand position with the FB belt 
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improves dual-task performance by reducing the number of unnecessary SRL state 

checks for the user. 

 

 

3.3 Evaluation: detecting accuracy 
 

3.3.1 Overview 

 

The purpose of this measurement is to determine the accuracy of detecting the 

position of the robot hand using the proposed system in single-task and multi-task 

situations. We also verify the effectiveness of the proposed system by comparing its 

detection accuracy with that of a robot arm only without the feedback system. The 

subject wears the robot arm and plots the hand position of the robot arm on a test 

paper (Fig. 29(c)) randomly set by the operator. The following four experimental 

conditions were set according to the feedback belt condition and the task situation. 

A) No feedback / single task (drawing only task) 

B) With feedback/single task (plotting task only) 

C) No feedback/Multiple task (with calculation) 

D) With feedback/multiple tasks (with computation) 

The hardware of the robot arm is the one we developed in other study for 

multitasking [95] as shown in the Fig. 29(b). The total weight is about 7 kg and the 

arm length is about 70 cm, and the shoulder joint rotates in the pitch and yaw 

direction at an angular velocity of 5 rpm. The dynamic momentum and standing 

centroid vibration which occurs when the robot arm moves should be canceled to 

reduce user’s fatigue, on the other hand it may be a clue information to know the 

hand position without a feedback system. Therefore, in this measurement, we 

conducted tasks with wearing the hardware which has no cancellation of the 

dynamic momentum, and clarify the effect of the development system by comparing 

to the just wearing robot arm condition. 

 

 

 

 

 



Chapter 3: Feedback System  

 

50 

 

3.3.2 Settings 

 

As for the plotting task, Fig. 29 shows an overview of the measurement 

environment. The subject wears the robot arm and stands in a designated position. 

The initial posture of the robot arm is stretched to forward from the subject and 

parallel to the floor, and it can move in a horizontal plane within a range of 0 deg to 

180 deg (Fig. 29(a)). Subjects wear a goggle that arm existed area is filled with black 

masking so that they can not obtain the robot hand position information by seeing. 

Subjects also wear the earphone so that they can not estimate the robot hand 

position from sound of vibrators and motors. A pen and recording paper as shown in 

Fig. 29(c) were given to the subjects, and all these materials can be seen through the 

blank area on the mask goggle.  

As for the calculating task, subjects try to subtract a certain number from other 

number repeatedly, for example subtracting 7 from 1000. This method is often used 

as a parallel task of multitasking [96]. Subjects continue calculating task while 

plotting task has been performed. 

 

 

Fig. 29 Settings for measurement of detecting accuracy 
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3.3.3 Procedure 

 

Before the measurement, a training period is given to subjects to use the 

feedback belt. In a 10 minutes training period, the robot arm keeps moving randomly, 

and Subjects look the robot hand position and associate it with the feeling of feedback 

vibration. After the start cue of the plotting task by the operator raising the hand in 

the blank area of the masking goggle, the operator moves the robot arm to a random 

position, and he raise the hand again when the movement is complete. Subjects plot 

a point on the recording paper where they think a robot hand is, and this is the cycle 

of one trial.  

After the plotting, the operator moves the robot arm to the next random 

position within 5 s, and subjects plots the hand position again. Trials are repeated 

10 times for each of the four conditions A) to D). In condition C) and D), the 

calculating task is performed simultaneously, and subjects say the result every 

subtraction. The order of the conditions is random for each subject.  

Recorded data in plotting task is the actual coordinates of the hand in each 

trial, and the coordinates plotted by the subject, and error distance between them. 

In addition, the reaction time from when the operator completes the movement of 

the robot arm until the subject performs plotting, and the overall task time for one 

condition are also recorded. In the calculating task of the condition C) and D), the 

number of subtraction times and correct answer rate are recorded. The number of 

subjects was 6 and all of them were healthy adult in twenties, no one has experience 

with this device and habit of using wearable arm in a daily life. 

 

3.3.4 Result and discussion 

 

 Fig. 30 shows the detecting error distance in each condition. This figure also 

shows the results of two-way analysis of variance (ANOVA), because we set two 

factors in the measurement for all subjects, i.e., without or with feedback belt and 

single or multiple task situation. In both single and multiple task conditions, the 

error distance was significantly reduced when using the position haptic belt, and 

the detecting accuracy was improved by about 7 cm on average. The result 

suggested that the position haptic belt can improve the detecting accuracy even in 

the condition that dynamic momentum was given to users. Validity of numerical 
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value of detecting accuracy is difficult to discuss because required accuracy is 

depending on task especially in daily life environment. However, this value is a 

new knowledge as real-time detecting accuracy of position using vibration feedback 

and would be important reference when comparing to detecting accuracy using 

other modalities.  

Fig. 30 also shows that there is no significant difference of detecting accuracy 

between the single task situation and the multiple task situation under the same 

feedback condition. The reason is considered not only because the feedback 

information was simple enough and not to interfere the parallel task, but also 

because the required attention level for the parallel task was very low. This is also 

indicated by the result that there was no difference in the correct answer rate of 

calculating task between the condition of with and without feedback system. Fig. 31 

shows the correct answer rate of the calculating task in the condition C) and D). 

Therefore, in the next chapter, we will verify how the feedback information of robot 

hand position affects task performance in the case where the parallel task requires 

a large amount of attention. 

 

Fig. 30 Detecting error distance in each condition 
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3.4 Evaluation: User study 
 

The purpose of this case study is to discuss the influence of position feedback 

information of the robot hand to the multiple task situation. The effectiveness of the 

system is verified by comparing the task score and subjective evaluation to the case 

of only using the robot arm without the feedback system. 

 

3.4.1 Overview 

 

The subject performs a point stopping task by the robot arm and water pouring 

task by their natural arms as the multiple task situation. The point stopping task is 

to stop the robot arm at the target point, and the water pouring task is to pour the 

water to the target amount. Both of task should be performed as accurately and fast 

as possible and requires large amount of attention. Since the purpose is to know the 

influence of feedback information given by position haptic belt to the attention 

allocation, the robot arm was fixed to the pole at the height of the subject's shoulders 

in order to avoid that subjects are paying unnecessary attention to the physical 

burden with wearing. The structure of the robot arm and experimental conditions 

conform to C) and D) of the measurement chapter. 

 

 

Fig. 31 Correct answer rate of calculation task 
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3.4.2 Settings 

 

As for the point stopping task, Fig. 32 shows an overview of the experimental 

environment. Subjects sit in a designated chair in front of a desk, and a grid of 10 

cm square is displayed on the desk which covers the range of the robot arm can move. 

The scale of this grid is referred to the result of the detecting accuracy in the 

measurement chapter. The robot hand can move at an angular velocity of 5 rpm in 

the range of 0 to 180 deg on a circumference of a radius of 65 cm centered on a pole. 

This area is set to be out of center vision field when subjects look at the parallel task 

 

Fig. 32 Settings for user study of FB system 
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area. A thin stick is attached to the robot hand in the vertical direction so that the 

position of robot hand in the grid can be easily confirmed.  

As for water pouring task is always performed in the parallel task area as shown 

in the Fig. 32. This area is within the central vision field when the subject is sitting 

at a designated position. A pot which filled with 2 L of water and several measuring 

cups are on the table (Fig. 32(b)). The measuring cup with a line on the target value, 

and there are six types of target value as 50, 100, 150, 200, 250 and 300 ml. The 

operator replenishes random types of cup when subjects complete one pouring. The 

subject can not return the water to the pot if it has filled more than the target. 

 

3.4.3 Procedure 

 

A 10 minutes training period is given before the experiment same as the 

measurement. Before the trial, the operator points at the center point of a grid cell 

with a laser pointer, and the subject see it and confirm the position. The subject then 

returns the face to the parallel task area, and the operator moves the robot arm to a 

random initial position. With a trial start cue by operator's voice, the robot arm starts 

to move in the direction of backward or forward as shown in the Fig. 32(a). When the 

subject thinks that the robot hand has come to the target position, they say "stop" to 

stop the robot arm movement. If this stopping position is within the area of the target 

grid cell, the trial is over. If not, the subject says "backward" or "forward" to move 

the robot arm and say "stop" again at a position they considers to be correct, and 

repeats this until the robot hand has come in the target grid cell. All trials are 

performed in multiple task condition with water pouring task and the subject can 

only pour water while the robot arm is moving. 10 trials are performed for each 

experimental condition C) and D) which defined in chapter 3.  

Recorded data in point stopping task is the number of corrections until the robot 

hand to be in the target gird cell and the overall task time for each condition. In the 

water pouring task, the error volume by weight which is the difference between the 

 

Table II Questionnaire of subjective evaluation 

No. Questionnaire 

(1) I can easily imagine the position and movement of robot hand. 

(2) I can concentrate the water pouring task. 
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actual poured amount and the target amount, and the number of used cups are 

recorded. After all the experiment is over, subject answered the questionnaire using 

a 7-step Likert scale as a subjective evaluation. The Table II shows the question 

items. There were two subjects (A and B) in this case study, both of them experienced 

previous measurement task. 

 

3.4.4 Result and discussion 

  

Fig. 33(a) shows the average number of corrections and the number of visual 

confirmations in the point stopping task for each of subjects A and B. The Fig. 33(b) 

also shows the average error volume and number of trials for the water pouring task. 

The figures regarding the number of visual confirmation and error volume also 

shows the result of a simple T-test because the number of trials depended on each 

task. As shown in the figure, when there is no feedback information, subject A tends 

to increase the number of corrections, while subject B tends to increase the number 

 

Fig. 33 Result of two subjects 

(a)Number of correction and number of visual confirmations in the point stopping task. (b)Average error 

volume and number of trials in the water pouring task. 
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of visual checks. In any case, it is suggested that the feedback system is useful to 

perform parallel tasks efficiently, since both subjects were able to do more trials in 

the water pouring task compared to the conditions without feedback system.  

Fig. 34 shows the questionnaire results of subjective evaluation. As a whole, both 

subjects had a positive impression for the feedback systems in this multitasking 

situations. Also in the interviews with subjects after the experiment, one subject said 

that "I could concentrate on the water pouring task at ease because I could feel the 

movement of the robot arm". This indicates that position feedback information may 

lead to a sense of security or control to the robot arm. The psychological analysis of 

the attention allocation in the multitasking is required because the result shows the 

possibility that the task efficiency or score is affected not only by the switch cost but 

also by subject's mental condition. 

 

 

3.5 Chapter discussion 
 

In this chapter, we discussed the effectiveness and limitations of the proposed FB 

system from two evaluations. The evaluation of detection accuracy suggested that 

the system can intuitively know the position of the robot hand on the horizontal 

plane without degrading the task performance even when the users not pay much 

attention to the FB. The evaluation of user study also suggested that the FB of the 

robot hand position improve the performance of the main task. These results indicate 

that the somatosensory feedback system of the hand position is effective in terms of 

efficient attention allocation in dual tasking. In addition, considering the setting 

position of the robot arm in the experiments, the FB is effective in the case of not 

 

Fig. 34 Result of subjective evaluation 
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only dual-presence task but also dual tasking in single-presence where it is easy to 

see and feel the movement of the robotic arm. Since this result was obtained using a 

system with two-dimensional information, it requires to be verified for a system with 

three-dimensional information. It is also necessary to verify the usability of the 

feedback system when it is combined with other feedback technologies such as 

phantom sensation, or when it represents more information such as the tilt of the 

robot's hand and the open/close state. 

Now we discuss issue (2) "The feeling of anxiety about the state of the SRL, such 

as in automated parts, causes user to pay attention to it repeatedly, making it 

difficult to perform efficient dual-presence task" from the development and 

verification of the hand position FB system using vibration belt. In the evaluation of 

the usability, the number of times the subject checked the arm tended to increase in 

the case without the FB compared to the case with the FB. Therefore, as a design 

theory of the SRL for dual tasking, it suggested that to have a FB system which 

inform the posture or working state of the SRL is effective to reduce the attentional 

resources required to the SRL, especially when there is the part of automation in the 

operation method. 

In addition, the development of a FB system that can inform the state of the SRL 

by somatosensory perception is not simply to save switching costs in dual-tasking, 

but also has another development. It is a possibility of contribution to induce 

embodiment to the SRL, that is, the users feel the SRL as their own body, not just as 

a tool or a robot arm. In the conventional study, three major conditions are known to 

be necessary to induce embodiment in an object [97]: the sense that the object can be 

moved independently and voluntarily by the user (agency) [98], the sense that the 

object belongs to the user (ownership) [99], and the sense that the object exists in the 

position of the body image that the user envisions (location) [100]. Research on the 

induction of embodiment has been conducted for a long time [101] [102]. For example, 

the rubber hand illusion is a famous experiment [103]. When a rubber hand is placed 

right next to the subject's hand, and the subject's natural hand is hidden, 

experimenter simultaneously making brush strokes on the same part of the rubber 

hand and the subject's hand, the subject begins to feel the rubber hand as their own 

hand. These experiments and conditions for embodiment have been discussed on the 

premise of inducing the embodiment of an existing body part (e.g., hand) into an 

object such as a rubber hand or a robotic arm. However, it is unclear that whether 

the same phenomena and conditions can be applied in the case of SRL's embodiment, 

which is a body part that did not originally exist in the body scheme. In addition, it 
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is unclear that whether the embodiment of the SRL can be regarded as the same 

sensation as the embodiment of the natural body. However, the ability to obtain the 

posture of SRL through somatosensory perception may contribute to the 

enhancement of ownership or location, and to the induction of embodiment in the 

SRL. In such a case, how the induction of embodiment in the SRL affects the 

attention allotment during the dual task is also an issue to be discussed in the future. 
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Chapter 4: Dual-presence System 
 

In this chapter, we will address issue (3), "dual-presence increases the amount of 

environmental information that needs to be processed, which takes up a large 

amount of attention and makes it difficult to perform efficient dual-presence task”. 

The attention problem we are discussing in this chapter arises in the presentation 

of information in dual-presence, where we have to decide how to process the 

information from each of the two locations. In this chapter, we design a dual-presence 

system, evaluate its usability in a dual-task experiment, and discuss the design 

elements of a Detachable body system to perform efficient dual-presence task. 

 

 

4.1 Issue and approach 
 

 In the dual presence task, a natural body and a Detachable body are placed at 

two different points and operated simultaneously. As shown in Fig. 35, the user 

requires to process information from two bodies (natural body and Detachable body) 

and two environments (environment A and environment B) at the same time. As for 

the information of the body, users can obtain the information of the natural body by 

their own somatosensation and vision, and the information of the Detachable body 

by using the FB system developed in the previous chapter [104]. On the other hand, 

 

Fig. 35 Dual-presence task require to process two bodies and environments information 
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as for the information of the environment, if the environment on the side where the 

user's natural body is located is A, the user can obtain information on environment 

A by his or her own vision, but information on environment B is difficult to obtain. 

This difficulty increases as the distance between environment A and environment B 

increases. Therefore, for dual-presence tasks, it is necessary a dual-presence system 

that allows users to obtain information about environment B at the same time as 

information about environment A, while their natural body is in environment A. 

Systems that can present multiple work environments at once have been used 

mainly in teleoperation of construction machinery or surveillance system [105]. For 

example, when remotely operating a construction equipment, a single screen can be 

divided to show some images, such as an aerial shot of the machine's position, an 

enlarged image of the grapple area, and images of the machine from the front and 

side (Fig. 36 [106]). In the control room of a nuclear power plant, images of various 

locations are displayed separately on each display so that monitors can view them 

all at once [107]. 

The two images that required to be presented this time are the environmental 

image of the natural body side and the environmental image of the Detachable body 

side. There are various methods of presenting the two images, such as dividing the 

screen and displaying them side by side on the right and left, or showing small 

thumbnail view on the bottom of main screen. Other systems have been proposed, 

such as superimposing a semi-transparent screen to make the user more aware of 

the sense of straddling two environments [59]. Since the purpose of our dual-

 

Fig. 36 Multiple display on the construction system  
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presence system is to conduct physical task in two locations, manipulation is 

assumed to be performed in both environments. For manipulation, it is said that the 

most efficient way to work is to present the image from the first-person view [108], 

and the larger the screen, the more details can be observed. High immersion also 

improves the performance of remote work [109]. In order to satisfy these 

requirements, we can consider a method of superimposing two transparent images 

that can present both environmental images at the maximum size, or a method of 

presenting small sub image thumbnail on the bottom of the main image that can 

present the first-person view of main environment. However, in the method of 

presenting thumbnail image, user may have to pay large attention to the sub 

environment in order to recognize what is happening in detail simply because the 

image is small. Furthermore, switching between the main screen and the secondary 

screen may induce unnecessary switching, which was a problem in the design of the 

FB system. For this reason, we decided to use the method of superimposing two 

images. The application of this method to multiple screens instead of dual screens 

will be discussed in Chapter 6. On the other hand, we are concerned about the 

negative factor of consuming attentional resources when presenting screens in the 

superposing method. It is difficult to distinguish between images in this method. If 

attentional resources are consumed in identifying this information, the performance 

of dual-presence task may be decreased. 

Therefore, we propose a disparity-based environment presentation system in 

which two images are projected on a screen with depth difference, and the images 

are distinguished by the binocular disparity of the user. This method of 

distinguishing images by disparity is one whose discriminability has been verified in 

some studies [110] [111]. By reducing the attention required for the user to 

discriminate between images, we aim to free up attentional resources and prevent 

performance degradation in the dual task. 

Even in single-presence situation, it can be interpreted that the users process the 

image of two very near environments. In this respect, even in the single-presence 

state, the two tasks were visually separated entities, and the task switching between 

the two environments by moving the vision field between them occurred. However, 

there are several major differences between the single-presence and dual-presence 

cases. One is that in single-presence, the two tasks are performed adjacent to each 

other, so it is easy to recognize the positional relationship between the tasks. 

Moreover, this is consistent with the spatial location of the visual field being 

presented, which makes it possible to intuitively identify which visual information 
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corresponds to which task. In the case of dual-presence, it is assumed that the user 

will be dealing with two tasks that are sometimes far away apart, for example, the 

US and Japan. In this case, it is difficult to identify which image information belongs 

to which task because the direction the user is facing and the positional relationship 

between the tasks are difficult to figure out. Another reason is that in single-presence, 

the subtask is performed very close to the main task, so the user can recognize the 

environmental information of the subtask using information other than visual image, 

such as the sound of a pot boiling. On the other hand, in dual-presence, the 

environmental information of the subtask is provided almost exclusively by vision. 

 

 

4.2 Prototype development 
 

In order to reduce the attention required to distinguish between the two 

environments while maintaining the ease of manipulation in the two environments, 

we took an approach of superimposing the transmitted images using a binocular 

disparity (hereinafter just "disparity"). In this section, we describe the development 

of an environment image presentation system that satisfies the above functions. In 

addition, we develop a prototype of an interface for dual-presence tasks by 

integrating it with the existing operation system and FB system. 

The concurrent vision presentation system consists of two cameras and an 

immersive Head Mounted Display (HMD). One camera is placed at the front of the 

HMD on the natural body side, and the other camera is placed at the head position 

against the arm position on the detached body side. The camera angle is always 

synchronized with the angle of the HMD by a servo motor. In the HMD, transparent 

images from the two cameras are displayed and superimposed to enable disparity. 

Here, we show the integration procedure with the operation system and FB system. 

As for the operation system, the distance sensor and IMU sensor used to acquire the 

face vector can be changed to a system based on a camera module that plays the role 

of a head on the remote side, by mounting it right next to the camera on the remote 

side used in the environment presentation system. A laser pointer can also be 

attached to the camera module in the same way when it is used as a function to 

indicate a point. As for the FB system, since the modalities and body parts (vibration 

array to the abdomen) used do not overlap with other system, it can be achieved by 

simply wrapping it around the waist. Fig. 37 shows the integrated system for dual-
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presence task contains concurrent vision presenting system and concurrent 

proprioception presenting system. 

The interface for dual-presence tasks has been developed to: 1. allow manipulation 

with little attentional resources by intermittent control, 2. reduce switching costs by 

vibrating FB of the hand position, and 3. reduce the cost of discriminating between 

two environmental information even in dual-presence by disparity. At present, 3 has 

not yet been verified, and it is unclear whether the disparity will reduce the required 

attention for environment discrimination or improve the performance of the dual 

task. In addition, each of the manipulation and FB systems has been designed to 

consume as little attentional resources as possible, and it has been verified that the 

use of only each device contributes to the improvement of dual-task performance. On 

the other hand, when all of them are integrated, the problem of the total amount of 

attention resources arises again. For example, in the FB system alone, the processing 

of FB information did not degrade the performance of the main task and was 

contained in small attentional resources. However, when the system is used 

simultaneously with a concurrent vision presentation system, the attention 

resources required as a sum may exceed the limitation as a result of having to pay 

 

Fig. 37 Structure of dual-presence system 
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attention to both the environmental images in the subtask and the information in 

the FB, and the dual task may collapse. This is especially in systems where the user 

has to process information passively, such as FB systems and concurrent vision 

presentation systems, where the amount of information input to the user and its 

processing load should be examined. Therefore, in the next section, we will 

investigate the effect of disparity in concurrent vision presentation systems and the 

performance of dual-tasking when it is used simultaneously with FB systems. 

 

 

4.3 Evaluation 
 

The purpose of this experiment is to clarify the effect of disparity in the concurrent 

vision presentation system and the effect of position feedback in the concurrent 

proprioception presentation system on attention distribution while performing 

concurrent tasks. The usability of the proposed interface is verified by measuring 

work efficiency and through subjective evaluation. 

We hypothesize the impact of binocular disparity and vibrotactile feedback in dual-

presence tasks as follows.  

 

⚫ H1: Binocular disparity is effective for distinguishing information of both the 

current and remote environments within a superimposed field of vision, and 

assists with easily switching attention between the two environments.  

⚫ H2: Somatosensory feedback (FB) information is effective for determining 

detached body state without relying on visual information; it assists with 

allocating attention 

 

4.3.1 Overview 

 

Subjects performed the dual-presence task at the current location where their 

natural body is at, and at the remote location where their detached arm is. Ideally, 

the experiment should be conducted with several types of tasks in order to avoid any 

dependency of the result on task contents. However, as the first step of the basic 

evaluation of disparity and FB, the intent was to verify both hypotheses using one 

task. This decision was based on the need to first focus on assessing if the subjects 
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would be able to perform the task according to the following aspects.  

 

a) Distinguish between information belonging to the current and remote 

environments. In addition, respond to a sudden event originating in an 

environment that they are not currently focused on.  

b) Continue part of a task without using visual information if they know or are 

aware, by other means, of the position or posture of the detached arm. 

 

In order to satisfy the above conditions, we set up the main task and subtasks as 

follows. The main task is a continuous button-pressing task in which the user 

operates the detached arm and presses the button indicated as the target. The sub-

task is an intermittent block-collecting task in which subjects use their natural arms 

to collect wooden blocks of the color indicated by the color marker only if the marker 

is visible in the current environment. Subjects perform the main task and the 

subtask as a synchronous task for 3 minutes. The following four experimental 

conditions were set for all subjects. 

 

A) With disparity/with FB 

B) With disparity/without FB 

C) Without disparity/with FB 

D) Without parallax/without FB 

 

4.3.2 Main task setting 

 

 The main task consists of pushing a button using the detached arm; Fig. 38 shows 

the environment. Two poles are set up in front of the test bed, each with a robot arm 

and a camera that provides environment information. The position of a camera 

against the detached arm was determined from the position of the head against the 

shoulder of an average adult [78], and the camera angle is always synchronized with 

the subject’s head angle by the servo motor. The detached arm has a length of about 

60 cm in accordance with the average arm length of an adult [78], and has two 

degrees of freedom (i.e., yaw and pitch) as shown in Fig. 38(c). Four numbered 

buttons are arranged on the desk; the detached arm can reach all of them. The 

hardware configuration of the detached arm supports for simplicity two degrees of 

freedom; complex operation and movement have the potential to introduce 
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extraneous variables and may potentially distract from any accurate discussion of 

the validity of the proposed interface.  

 After the starting cue of the experiment is given, a random question number is 

displayed on the 7-segment LED near the second button; test subjects will then 

operate the detached arm and push the button corresponding to the question number. 

The subject controls the detached arm using the right and left foot pedals located at 

the natural body side. There are several conventional studies regarding the control 

method of SRL as we referred in previous section, but we chose to use feet in this 

experiment due to avoid using body parts that were already used for receiving 

information of detached body. Pushing either the left or the right pedal will rotate 

the detached arm within the yaw axis, while pushing both pedals at the same time 

will lower the arm in the pitch axis. At this time, if there is a button just below the 

hand of the detached arm, it can be pushed. When the correct button is pushed, the 

next random question number is displayed on the LED; this completes a cycle or one 

trial. Subjects have to repeat this trial continuously until the ending cue of the 

experiment is given. The data recorded for the main task are the times required to 

perform a trial, and the number of times the left and right pedals are pushed before 

 

Fig. 38 Overview of experiment setting 
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the correct button is pushed, again within a single trial. 

 

4.3.3 Sub task setting 

 

 The sub task is a block collection task performed with natural arms; Fig. 39 shows 

its environment. Subjects sit on a chair at the designated position in front of the desk. 

There are 3 colored buttons, an empty tray, and a bowl with 12 cubic wooden blocks 

on the desk. All blocks are put with the surface, which has the color marker (red, 

blue, black) facing down. The white wall is at both the current and remote task areas, 

and the color indicator can be shown at any position on this wall, as shown in Fig. 

38(a) and Fig. 39(a).  

After the starting cue of the experiment is given, the color indicator is presented for 

one second, with random timing, on the white wall in both current and remote 

 

Fig. 39 Settings of main task and sub task 
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environments, at the same time. When subjects notice the indicator being presented, 

they judge which color is being displayed in the current environment, push the color 

button associated with that color, collect blocks of the same color from the bowl, and 

move them to the tray. The trial ends when subjects push the button again after they 

finish collecting four blocks of the designated color. The data recorded for the sub 

tasks are the rates of correct answers given for judgment of color, and the times 

required for completing a trial. 

 

4.3.4 Interface setting 

 

Fig. 40 shows a system configuration of the interface used in this experiment. VIVE 

[112] was used for the immersive HMD that presents images of the environment, 

and the display system was built by Unity [80]. The distance of two image layers was 

set to 3 m and 50 m as measured from the user’s eyes; one layer is within the range 

where binocular disparity is in effect [113], while the other is sufficiently distant 

from this effective range. In conditions without binocular disparity, the distance of 

both image layers was set to 50 m. Since the detached arm has two degrees of 

freedom, the yaw angle is represented by vibration position and the pitch angle is 

 

Fig. 40 Interface setting of concurrent vision system and FB system 
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represented by vibration frequency in the feedback belt as shown in Fig. 40(b). This 

feedback belt is changed from Fig. 37(b) for representing two-dimensional 

information. Although the feedback belt is worn over thin clothes, all subjects are 

questioned and asked to confirm via conversation whether if they can identify the 

associated vibrations for all vibration positions and frequencies. Other system 

details, such as the model number of cameras, the vibration frequency, and 

processing frame rate, are shown in Fig. 40. Because we have used the ERM for 

vibrators, there was a limitation that we couldn’t design vibration frequency and 

magnitude separately in this experiment. 

 

4.3.5 Procedure 

 

Before the experiment, subjects were given sufficient practice time to perform each 

task independently and then concurrently. The experiment was conducted for 3 min 

per each term, and subjects were intermittently directed to perform the sub task 

while continuing with the main task as much as possible during the term. Subjects 

performed two terms for each of the experimental conditions A) to D) as mentioned 

in section A, and the order of the conditions was random for every subject. The 

number of subjects was 12 and all of them were healthy adults in their 20 s (11 males 

and 1 female of ages 21-24, mean age 22.3 years, SD 1.23); none of them had any 

experience using SRLs within daily life. After finishing all conditions, we conducted 

subjective evaluations by NASA-TLX and a questionnaire using a 7-step Likert scale 

as a usability evaluation of the system. The contents of the questionnaire are shown 

in Table III, Q1 and Q2 were related to attention distribution based on two 

hypotheses, and Q3 and Q4 to survey user impressions of the proposed system and 

its concept of dual-presence task. Since these were set as the unique scale value, 

 

Table III Contents of questionnaires for dual-presence system evaluation 

No. Category Questionnaire 

Q1 Switching I could switch my attention between two tasks easily. 

Q2 Allocation I could continue main task easily even when perform sub task. 

Q3 Efficiency I could perform dual-presence task efficiently. 

Q4 Dual-presence I could feel I am at two places at a time. 
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exploratory factor analysis (EFA) was conducted and Cronbach’s α was also 

calculated, to verify its reliability especially when discussing the overall usability of 

the interface. Other variables in this experiment design were set as follows. In H1, 

we measured the effectiveness of disparity in terms of rates of correct answers given 

for judgment of color, and easiness of attention switching can be discussed by the 

times required for completing a sub task. In H2, we measured the effectiveness of 

FB in terms of the time required for a main task cycle and the number of pedals 

pushing. The effect on attention allocation can be discussed by time required for a 

main task and a sub task. 

 

 

4.4 Result and discussion 
 

We conducted two-way repeated measures ANOVA (2 with/without disparity x 2 

with/without FB) for all the quantitative results. Multiple comparisons with 

Bonferroni methods were also used as shown in Fig. 42 to Fig. 44. As a result, the 

interaction of the disparity and FB was significant in Fig. 42(a) with F(1, 11) = 8.38, 

p = 0.015 and in Fig. 42(b) with F(1, 11) = 5.21, p = 0.043. Regarding the 

questionnaire, the EFA for the scale supported a single factor structure, with items 

1 to 4 loading in factor 1 (respective loads = 0.42, 0.81, 0.74, 0.86). Cronbach’s alpha 

for the whole scale was of 0.79 (minimum corrected item-total correlation = 0.39). 

  

4.4.1 Results and Discussion of the Disparity 

 

Fig. 42(a) shows the correct answer rate of color judgment in the sub task. 

Regardless of FB condition, the main effect of disparity on the correct answer rate of 

a sub task was significant with MD = 2.31, F(1, 11) = 53.72 and p < 0.001. This result 

suggests that disparity is effective in helping with the identification of elements 

within two superimposed environments in this experiment. This is also suggested by 

the result of the subjective evaluation Q1 (attention switching) shown in Fig. 43. The 

score of Wilcoxon signed-rank test was significantly improved in conditions with 

disparity compared to conditions without (MD = 1.75, Z = 2.19, p = 0.028). These 

results support and prove H1. However, the practical effects of disparity with respect 

to work efficiency needs more discussion, because the observed numerical differences 
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in work efficiency are not particularly significant. Fig. 41(a) shows the average 

required time of each trial in the main task, and Fig. 42(b) shows the average 

required time of each trial in the sub task. There was no significant difference at the 

 

Fig. 42 Results of the subtask 

(a) Correct answer rate of color judgment. (b) Average required time per trial. 

 

Fig. 41 Results of the main task 

(a) Average required time per trial. (b) Average number of times subject has pushed foot pedals per trial. 
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level of 0.05 between conditions with and without disparity in both indexes when 

there was no FB. However, the subjective evaluation Q3 (work efficiency) in Fig. 43 

shows that the subjects felt there was higher work efficiency when there was 

disparity (MD = 2.00, F(1, 11) = 23.94, p < 0.001). These results indicate that the 

disparity effect does not appear as a quantitative difference in work efficiency in this 

experimental setting but appears as a usability difference in attention switching. 

Therefore, the disparity effect is considered to play an important role in dual-

presence tasks that involving switching attention between two places many times 

(e.g., turning over the pages of a book in the library while writing down its contents 

in a separate note). 

 

4.4.2 Results and Discussion of the FB 

 

Fig. 41(a) shows the average required time of each trial in the main task. When 

there was disparity present in the interface, the required time was significantly 

reduced in conditions with FB compared to conditions without FB (MD=1.31, F(1, 

11)=3.66, p=0.001). In addition, in the subjective evaluationQ2 (attention allocation) 

in Fig. 43, the score of Wilcoxon signed-rank test was significantly improved in 

conditions with FB compared to conditions without FB (MD = 2.42, Z = 2.93, p = 

 

Fig. 43 Results of subjective evaluation 
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0.003). Therefore, these results suggest that FB is effective in knowing the state of 

the detached arm and in reallocating attention to each task with optimal timing. In 

addition, many subjects looked at and confirmed the progress of the main task at 

unnecessary times during the performance of the sub task in conditions without FB. 

These results partially prove H2; however, H2was rejected when there was no 

disparity in the interface. As shown in Fig. 41(a), there was no significant difference 

at the level of 0.05 in time required between conditions with FB and without FB 

when there was no disparity. Surprisingly, the correct answer rate of a sub task 

shown in Fig. 42(a) was significantly reduced by FB when there was no disparity 

(MD = 0.54, F(1, 11) = 2.94, p = 0.008). FB seems to require a certain amount of 

attention for its information processing. Indeed, in case of the absence of disparity, 

the subject would have difficulties correctly identifying the environment related to 

the FB, sometimes mistaking it. Moreover, the additional focus necessary for the 

comprehension of the FB information would be taking attention away from the main 

and sub tasks. Hence, H2 is partially rejected. When a dual-presence task requires 

significant attention, e.g., when performing a dangerous task such as handling a 

knife, or when it is difficult to identify the environment related to the FB such as no 

disparity in the interface.  

 

 

Fig. 44 Results of Nasa-TLX 

(a) Overall score of each condition. (b) Every index score of each condition. 
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4.4.3 Optimal Combination of Disparity and FB 

 

In this experiment, we discussed the effects of disparity and FB on attention 

switching and allocation as parameters of the interface for dual-presence tasks. 

From the viewpoint of usability, both disparity and FB are necessary for the interface. 

Disparity helps the user to identify elements between the two environments and to 

switch their attention between them, while FB helps the user to determine the 

condition of two bodies without using vision and to reallocate his or her attention 

when necessary. Since disparity reduces the amount of attention required for 

identifying and switching environments, it is effective to use disparity together with 

FB requiring varying amounts of attention for information processing in the case of 

normal dual-presence tasks. The results of the subjective evaluation in Fig. 43 and 

NASA-TLX in Fig. 44 showed the highest usability in almost all indices when the 

interface with combination of disparity and FB were used. However, it is preferable 

that disparity and FB are used properly according to the contents of dual-presence 

task, based on their characteristics clarified by this experiment. For example, when 

two environments are very similar and users are required to identify their workplace 

accurately, disparity would be more important than FB. On the other hand, when 

there is no sudden visual event and continuing a particular operation is important 

(e.g., stirring a pot), FB information would be more important for the interface. The 

required amount of attention for disparity and FB should be further discussed from 

a cognitive science standpoint. Wilson & Golonka [114] suggested that we have to 

analyze the information resources that subjects use when discussing embodied 

cognition. In the future study, it is important to analyze how information resources 

are assigned including processing the disparity and FB through various kinds of task 

situations. 

 

 

4.5 Chapter discussion 
 

Dual-presence tasks enable the execution of concurrent tasks in two distant 

locations. In this section, we propose an information presentation interface for the 

dual-presence task, verified the effects of disparity in the concurrent vision 

presentation system, and the effect of FB in concurrent proprioception presentation 
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system for the free distribution of user attention. The results suggest that disparity 

is effective for environment identification and attention switching, while FB is 

effective for optimal attention allocation.  

Now we discuss issue (3) "Dual-presence increases the amount of environmental 

information that needs to be processed, which takes up a large amount of attention 

and makes it difficult to perform efficient dual-presence task" from the development 

and verification of the concurrent vision presenting system. The difference in 

whether or not to use disparity when presenting image information of the two 

environments can be considered not only in terms of the ease of visual identification 

of the images, but also in terms of whether or not the information was weighted for 

the user. For example, when there was no disparity, the two images are always 

presented equally, and the users cannot tell which side they are on. This can be 

explained by the fact in the discussion of the experiment that some users were 

reported to have mistakenly reached for objects in the remote environment. On the 

other hand, when there was disparity, users were able to properly identify which 

environment they were currently in, and were able to pay greater attention to the 

task as needed depending on the situation. In terms of the strength of the sense of 

"dual-presence", a state in which the users do not know which environment they are 

in is considered to be a strong sense of dual-presence in two environments. On the 

contrary, a state in which the users know exactly which task they are focusing on 

will bring about a sense of being present at one point while being thinly present at 

the other, and the sense of dual-presence will be weaker. If we consider this in the 

design of the current system, it would be desirable to have no disparity if the strength 

of the sense of dual-presence is important. If the performance of the dual task is 

important, it would be desirable to have a clearer sense of where users are paying 

attention than the sense of dual-presence. Therefore, as a design theory for a SRL 

for dual-presence tasks, it suggested that to create a situation where the user can 

focus on mainly one environment at a time while paying a low level of attention to 

the other environment, rather than presenting information from two environments 

equally to increase the sense of dual-presence. 

This discussion also has implications for the design of FB systems. In the current 

experiment, FB contributed to the distribution of attention to the two tasks, which 

may be due to the difference in the type of FB from the natural body and from the 

Detachable body, and the subjects did not confuse these two. When we create a FB 

system that can make the state of the SRL feel the same as that of a natural body, 

or when we handle more than two SRLs, there may be confusion in the association 
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between FB information and task information as in the case of environmental 

images. In this case, it is necessary to come up with an idea to make the information 

stronger or weaker. For example, the system determines which body the user is 

currently paying a lot of attention to from the environmental image where the eyes 

are focused, and then weaken the FB from other bodies. 
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Chapter 5: Discussion 
 

This chapter discusses the contributions, limitations of this thesis through the 

development and experiment of the operation system, the FB system, and the dual-

presence system. In addition, this chapter also discuss new research questions 

regarding the design theory of the SRL based on the contribution of this thesis. 

 

 

5.1 Contribution 
 

The final goal of this research is to develop the SRL system for dual-presence tasks. 

In order to achieve this, we proposed the concept of a Detachable body, which can be 

attached to or detached from the natural body, in contrast to conventional human 

augmentation systems that have been proposed for wearable use. The main research 

question was how to design an SRL system for dual-presence task. This is a very 

general question, and there are many possible approaches. In this thesis, we started 

from the point that humans are not good at performing dual tasks due to their 

cognitive characteristics. We set up three issues in terms of human attention when 

trying to perform a dual-presence task, and conducted experiments on each of them, 

suggesting three contributions to the design theory of the SRL. 

First, through the development of an intermittent operation system using a face 

vector, it suggested that there is a trade-off between reducing instruction errors and 

reducing the required attention. As a result, the design theory was suggested that it 

would be better to focus on reducing the attentional resources consumed rather than 

the accuracy of the instructions, and absorb the errors by other design elements such 

as hardware mechanism. 

Second, through the development of a FB system of hand's position of the SRL 

using the vibration array belt, in suggested that the introduction of partial automatic 

control may interfere with proper attention allocation because the user may have to 

repeatedly look at the SRL to check it. In order to prevent this, the design theory 

was suggested that to have a FB system which inform the posture or working state 

of the SRL is effective to reduce the attentional resources required to the SRL, 

especially when there is the part of automation in the operation method. 

Third, through the development of a dual-presence system with superimposing 
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two transparent images using the disparity effect, it suggested that a strong sense 

of simultaneous presence and equal input of information from each environment may 

make it difficult to switch attention. As a result, the design theory was suggested 

that to create a situation where the user can focus on mainly one environment at a 

time while paying a low level of attention to the other environment, rather than 

presenting information from two environments equally to increase the sense of dual-

presence. 

 

 

5.2 Limitation 
 

As the interfaces and verification tests developed in this study have some 

prerequisites, the scope of the above contributions and considerations is subject to 

some limitations. In this section we discuss the most important of these: task 

dependency and time dependency. 

 

5.2.1 Limitation of task dependency 

 

 In this study, we have developed three interfaces for a dual-presence task and 

tested their usability in a dual-presence task situation, where all the main tasks and 

sub tasks were different and there was only one of each kind of task. The reason why 

each task was set was to reflect the target situation of the interface verification as 

described in each experimental design, but it is unclear whether the same results 

and tendency would be seen if the task contents were changed. However, it is unclear 

whether the same results and trends would be seen if the task contents were changed. 

Although there is no detailed analysis of the tasks to be set in such cases in the past 

study, some properties can be summarized from the tasks that have been set in the 

design of the SRLs for the current work. 

 

⚫ Physical task, cognitive task 

Physical tasks are tasks that focus on the placement and manipulation of objects 

by moving the joints of the body such as limbs. For example, the task of during 

the verification of a face vector system which discriminating the shape of a block 

with the sense of touch and placing it, or the task of during the usability 
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verification of a FB system which measuring water as quickly and accurately as 

possible, are considered to classified into this category. On the other hand, 

cognitive tasks are tasks that focus on cognitive activities such as calculation 

and stimulus response rather than body movement and object work. Examples 

of such tasks include the mental arithmetic task performed during the 

verification of the accuracy of the FB system, and the task of pressing the color 

buttons presented in one's environment as quickly as possible during a part of 

the verification of the dual-presence system. 

 

⚫ High attention task, low attention task 

A high attention task is a task that requires a lot of attention. For example, a 

dangerous task such as cutting vegetables with a knife, an unpleasant task such 

as a weak electric current flowing when touching a wall while walking through 

a narrow passage, and a precise task such as stacking 1mm-wide coins vertically, 

are considered to classified into this category. On the other hand, low-attention 

tasks are the opposite of these, and can be set up by, for example, repeating 

simple trajectory drawing incessantly, or increasing the range of hit judgment in 

pointing tasks. 

 

⚫ Intermittent task, continuous task 

An intermittent task is a task that does not require constant attention during 

the task, but requires intervention at regular intervals or as needed. For 

example, a task that occurs every 10 seconds, such as breaking a balloon or 

turning down the heat when a pot starts to boil, can be considered as an 

intermittent task. A continuous task, on the other hand, is a task that requires 

constant execution and intervention. For example, a task that requires the user 

to keep tracking a moving target with his or her eyes or hands. 

 

⚫ Task with modality overlapping, without modality overlapping 

This is a classification based on the relationship between the main task and sub 

task set up in a dual task. A task with overlapping modalities is one in which, 

for example, the main task is to track a moving target while the sub task is to 

read out the displayed text. In this example, both the main task and the sub task 

require the use of vision, so there is an overlap of modalities. The dual task 

becomes a "macroscopic" dual task where the two tasks are not completely 

concurrent, but are performed by switching between them in detail. On the other 
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hand, a task that does not overlap modalities is the opposite. For example, as 

the situation of verifying face vectors, only tactile perception is used in the main 

task, while vision and face orientation are used in the sub task, which logically 

means that a complete concurrent task is possible. 

 

 In this way, tasks can be set in various ways depending on their nature, and the 

experiments discussed in this paper need to be re-examined under task settings with 

different characteristics. This will allow us to further investigate the range of 

applicability of the properties of each system revealed by the present experiments. 

 In addition, setting one continuous task as the main task to be performed by the 

natural body in parallel with the operation of the SRL, would allow for the evaluation 

of the quantitative and temporal characteristics of the attention required by each 

interface. For example, if we consider the task of following a moving target with the 

hand as a continuous task as shown in Fig. 45, the performance of this task can be 

output as a temporal change in the distance between the subject's hand and the 

target. This become to the standard performance in the single-task state where all 

the attention is directed to the following task, as shown in Fig. 45. By comparing this 

to when performing the task in the dual task state with the operation of the SRL, we 

can evaluate at what timing and to what extent the attention was taken. 

Also, setting one common task as the main task would allow for the comparison of 

these elements across systems. For example, when comparing face orientation and 

eye gaze as modalities for pointing at an object in a operation interface, it becomes 

clear that the time spent in eye gaze is shorter, but the level of attention required in 

face orientation is smaller. This comparison can also be applied to other system 

elements of the interface. For example, if the performance in the single state of the 

following task is 100, and the performance is 50 when it is done at the same time as 

the FB system is used, and 30 when it is done at the same time as pointing, because 

it can be seen that 50 of the attention is taken up by FB and 70 by pointing. As a 

result of this example, a design theory could be to turn off FB when pointing so that 

the limitation of attention resources is not exceeded. 

 

5.2.2 Limitation of time dependency 

 

 In the experiments conducted in this thesis, the subjects were given some practice 

time to use the interface device before the data collection, but these were all 5 to 10 



Chapter 5: Discussion  

 

82 

 

minutes to understand how the device works and to reduce the variability in the 

performance during the experiment. The overall duration of the experiment, 

including data measurement, was kept to less than an hour in consideration of the 

subject's fatigue and loss of concentration. In other words, we have not been able to 

go into the characteristics of attention when the device is used for longer than an 

hour. 

 It is thought that the amount of attention required to maintain performance while 

executing a certain task differs between those who are proficient in the task and 

those who are not. For example, for a novice driver who has just obtained a car 

license, driving requires a great deal of attention. However, as the driver gradually 

becomes proficient and accustomed to driving, he or she can afford to do other tasks 

at the same time, such as talking with other people in the car or adjusting the air 

conditioning. This is thought to be the result of a decrease in the amount of attention 

devoted to driving as a result of mastery of the driving task, and as a result, attention 

can be diverted to other tasks. A similar situation can be expected when using the 

SRL for a long period. After the performance in the use of the operation system and 

the FB system has stabilized, it is possible that the attention devoted to these 

systems will decrease as the user continues to use them for several hours, days, or 

even years to become proficient (Fig. 46). Indeed, some references show that training 

 

Fig. 45 The model of continuous tracking task 
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of dual task can be improve its performance [115] [116]. Therefore, the experiments 

discussed and the design theories in this thesis are useful in the very initial stages 

of introducing SRLs, but it is necessary to re-evaluate the usability of each system if 

it is to be used for a long period of time. For example, in the design of the prototype 

of the FB system, we decided to use only the three-dimensional position of the hand 

as simple and limited information as possible so that interpreting the FB 

information itself would not be a burden on attentional resources. However, if the 

attentional resources consumed for interpreting the FB information become small 

after several days of use as shown in Fig. 46, it is possible to consider putting more 

information on the FB system than the current design, such as the three-

dimensional position of the elbow joint or the point of contact with the environment. 

 On the other hand, the investigation of attentional characteristics with time on 

the instantaneous scale of one second or one millisecond is also a limitation that we 

have not been able to go into in this thesis. For example, the operation interface 

using face vectors was proposed as an intermittent instruction that requires only 

instantaneous attention, as opposed to the conventional master-slave method that 

requires continuous attention. However, it is difficult to give a specific definition to 

the term "intermittent," and it is not possible to say whether an instruction that ends 

in 0.5 seconds can be considered intermittent or whether an instruction that ends 

within 3 seconds can be considered intermittent. Also, as mentioned in the previous 

section, even if the time required for an instruction is the same, if the level of 

attention required for that instruction is different, it is likely to affect the dual-

presence task performance. For example, as one-second operation, user can continue 

 

Fig. 46 Model of required attentional resource with long term use 



Chapter 5: Discussion  

 

84 

 

with the other task if the operation is as simple as pushing a button in. However, as 

same one-second operation, if the operation is as precise as turning a dial exactly 

1mm, the other task will have to be interrupted completely. 

 Based on these discussions, we propose a concept of "attentional product", which 

is the product of "time required for attention" and "required attention level," to 

quantitatively discuss the characteristics of human attention to the SRL during dual 

tasks. Fig. 47 shows this concept of the attentional product, which can be tested by 

making various hypotheses from the three perspectives of the time axis direction, 

the attention level direction, and the area calculated as the product of these two axis. 

For example, to examine the characteristics of the time axis direction, we can 

measure the performance of the main task by changing the duration of the sub task 

that requires the same level of attention for 1 second, 3 seconds, 5 seconds, etc., as 

shown in Fig. 47. If the results show that a 3-second or 5-second instruction 

completely disrupts the main task, but a 1-second instruction does not completely 

disrupt the main task, we can obtain a design theory that allows us to improve the 

performance of the dual task by, for example, completing the instruction within 1 

second as an intermittent operation. To examine the characteristics of the attention 

level direction, we compare the operation method that require different attention 

levels for the same amount of time, as shown in Fig. 47. This is similar to the 

discussion of modality comparison in the previous section. In addition, we need to 

investigate the possibility that these two characteristics are not independent, but 

that their product influences task performance. This possibility can be examined, for 

 

Fig. 47 The concept of attentional product 
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example, by measuring the performance of the main task when a task with attention 

level 1 is continued for 3 seconds and when a task with attention level 3 is continued 

for 1 second, as shown in Fig. 47. If result can be observed that these two are 

equivalent in some cases, it may draw a new design theory when selecting a 

operation method or FB method. For example, when using a modality with a high 

attention level, the information exchange should be completed in as short a time as 

possible. On the other hand, in the case where a long period of information input or 

output is unavoidable, it is recommended to select a modality or transmission 

method with a low attention level. 

 

 

5.3 Next research questions 
 

 In this paper, we have discussed three issues that arise when performing tasks 

while using a SRL from the perspective of attention allotment. Based on the above 

contributions and limitations, we propose two new research topics that should be 

approached in the future. One is to establish a design theory of the SRL when 

expanding from a dual-presence task to a multi-presence task, and the other is to 

investigate the effects of inducing "embodiment" of the SRL on attention allocation. 

 

5.3.1 Question to Multi-presence task 

 

Regarding the expansion to multi-presence tasks, the question is how design the SRL 

system for efficient multi-presence task. This takes over the issues of dual-presence 

tasks that we have approached in this thesis, but raises new issues due to the 

increase in the number of tasks and locations. For example, we discussed the 

possibility that dual-presence tasks may not be viable due to the additional 

environmental information that must be processed as opposed to single-presence 

dual tasks, which consumes attentional resources. When the task becomes multi-

presence, the user has to process information on multiple bodies and multiple 

environments in each location at the same time, and the load on attentional 

resources is expected to become higher and higher as the number of tasks increases. 

Some studies have also indicated that the human brain is biologically incapable of 

performing more than three tasks [117]. On the other hand, when we are performing 
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two different tasks A and B, for example, we can perform task A1, then task B1, then 

task A2, then task B2, and so on. It is known that the performance of dual task can 

be improved if the executor knows in advance the order and timing of the two tasks 

[118]. In such a case, even if the tasks are different, the two tasks might be 

recognized by the executor as one continuous task, as if they were a single task. The 

same thing is expected to happen when processing three or more multiple tasks. In 

other words, the users pay a great deal of attention to the main task they are 

currently performing, and all the remaining tasks, no matter how many they are, 

are taken as one chunk. When switching tasks, the users select the desired one from 

the "rest of tasks" and shift the main attention to it, and the task to which the users 

have been paying attention is integrated into the "rest of tasks. Thus, by viewing 

multitasking as a dual task consisting of the "main task" and the "remaining task 

group," the design theory for dual tasking that has been approached in this thesis 

can be applied. However, in multitasking, the process of searching for the next task 

to shift attention to from among the "remaining tasks" is newly added. This is 

expected to become more pronounced as the number of tasks increases, and the 

following issue can be set. 

 

⚫ [Issue 4]: Task searching process consumes a large amount of attention and 

prevent the efficient multi-presence task, especially the number of tasks become 

larger. 

 

 We will discuss this issue in more detail through the interface design for multi-

presence tasks in Chapter 6. 

 

5.3.2 Question to SRL’s embodiment 

 

At the beginning of Chapter 1.3, we mentioned that there are two major questions 

in the development of a Detachable body: One is "How can we design a system that 

can perform dual-presence tasks?" The other is "How can we design a system that 

feels like our body when we wear it or detach it?" The three issues, system 

development, and experiments in this thesis are all focused on the former question. 

In this section, we will discuss the latter question in more detail based on the 

contributions obtained in this research. 

The question of the embodiment of the SRL can be discussed from two additional 
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perspectives. One is to clarify the specific benefits or effects of inducing embodiment 

into the SRL, and the other is to clarify the method to create the embodiment feeling 

to the SRL that have never existed before in the natural body. 

 

5.3.2.1. The benefit of inducing embodiment into the SRL 

Although there are many augmented body applications being developed for the 

purpose of work assistance, there is still no clear answer to the question of why they 

need to be felt as a "body" and not just a robotic arm. As mentioned in Chapter 1, one 

advantage of introducing an augmented body that allows users to voluntarily operate 

it as if it were their own body is that it enables non-task-oriented support for 

situations that are difficult to handle through full automation, such as daily life. On 

the other hand, this is simply an advantage of a "wearable personal manipulator," 

and it is not essential that the user feels the manipulator as if it were his or her own 

body. 

It is possible to think of the difference between feeling the robot arm as one's body 

or not from the perspective of user experience. For example, there are some tasks in 

our daily life that we do not want others or unfamiliar systems to perform, such as 

touching a baby or a pet, or carrying a very expensive item from room to room. For 

such tasks, even if users get a simple robot arm, they would not want to use it for 

this purpose, but if it feels like their own body, users will have the option to use it. 

In this way, it may be beneficial for users to recognize the SRL as part of their own 

body, thereby expanding the range of tasks that the augmented body system can 

support. On the other hand, it is difficult to even formulate a clear question about 

the effect of the presence or absence of the embodiment on task performance and 

system usability. When we use the term "as if it were our own body," we include 

vague nuances such as "as if it were our own body, we can control it as we wish" or 

"as if it were our own body, we can use it with confidence." However, it is difficult to 

verbalize what exactly is useful. 

Given the contributions of this study, now we can start to discuss the benefits of 

embodiment in this task support in terms of "how does the embodiment affect the 

user's attention allocation during a dual-presence task?" From this perspective, the 

following questions can be considered. 

 

⚫ "Does embodiment reduce the required attention?" 

In the section on the development of operation systems, we mentioned that there 

is a trade-off between the accuracy of the operation instructions and the attention 
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required, and suggested that one solution is to absorb the error in the instructions 

with other design elements such as hardware development. However, if we use our 

own natural body, we can do some detailed work without devoting too much attention. 

If there is a possibility that we can pay less attention with maintaining the task 

performance by feeling the system as our body, then we have a new direction to 

resolve this trade-off. 

 

⚫ Does embodiment improve the confidence?" 

In the section on the development of the FB system, we mentioned that the 

purpose of FB of the posture information of the augmented body is to reduce the 

user's anxiety about the system. Also, to prevent the attention required to interpret 

the FB information itself from affecting the dual task, we limited the amount of FB 

information: the 3D coordinates of the hand position. However, we are less likely to 

distrust our own natural body, even when we pay little attention to where our arms 

are. If there is a possibility that perceiving the SRL as one's own body can improve 

the confidence, even though the amount of FB information is the same, then a new 

solution can be considered for reducing distrust in SRL, other than increasing the 

amount of FB information which risks degrading task performance.  

 

⚫ Does embodiment reduce the switching cost? 

In the section on the development of the dual-presence system, we mentioned that 

the system should be designed so that the focus of the user's attention is clearer than 

presenting all information flatly. While this method encourages the focus of attention, 

it also has the possibility of making it difficult to notice changes or errors that occur 

in the environment to which less attention is currently paid. However, in the case of 

our own natural body, we can naturally react to someone approaching behind us, 

even if we are not paying much attention to our own back. If it is possible that 

perceiving the SRL as one's own body makes it easier to notice changes or errors that 

occur in the vicinity, even when not much attention is being paid to it, this opens up 

new possibilities for further reducing the switching costs of dual-presence tasks. 

 

5.3.2.2. The method of inducing embodiment into the SRL 

The augmented body is a new body part that human beings have never possessed 

before. This is different from the case of a patient who has lost a limb due to an 

accident, and uses a prosthetic hand or leg as a substitute for the natural body, which 

requires the creation of a new body part and its embodiment. Thus, there are two 
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possible approaches to inducing embodiment in a body part that has never existed 

before: a bottom-up approach and a top-down approach. 

As a bottom-up approach, several conditions are known to induce the embodiment 

to the object as described in Chapter 3.5: it can be moved voluntarily (agency), it can 

be felt as one's belongings (ownership), and it is located in the same position as the 

image of the body part (location). For example, in terms of agency, it has been 

suggested that synchronizing the manipulation intention with the result can induce 

an agency in the target object. In this case, if we use the movements of the hands 

and feet of the natural body to manipulate the SRL like a master-slave system, the 

embodiment induced in the SRL will not be recognized as a new part of the body, but 

as a remapping or copy of the existing embodiment of the hands and feet. Therefore, 

it is desirable to manipulate the SRL and obtain an agency by using a method that 

can output the manipulation intention while preserving the existing body scheme as 

much as possible. The same thing can be said about ownership. In the natural body, 

it is known that ownership can be induced by synchronizing the sensory feedback to 

oneself with the sensory feedback that can be generated in the object to which 

embodiment is transferred. For example, when an object touches the fingertips of 

the SRL, if the tactile sensation is transferred to the fingertips of the natural body, 

the embodiment induced in the SRL may be a copy of the embodiment of the existing 

hand. Therefore, it is desirable to perform sensory FB of the SRL using modalities 

and sites that do not interfere with the natural body senses as much as possible. 

We are now in the process of challenging a method to induce agency and ownership 

to the SRL based on this approach of not interfering with existing body schematics 

and body sensations as much as possible [119]. As a prototype for this purpose, we 

constructed a myoelectric control system for inducing agency (Fig. 48(i)) and a force-

feedback (FB) device for inducing ownership (Fig. 48(ii)) to move a SRL in a VR 

environment as shown in the figure. In the myoelectric control system, the timing of 

the start of rotation of the VR arm was synchronized with the myoelectric potential 

fluctuation caused by active contraction of the upper trapezius muscle. The trapezius 

muscle is usually contracted consciously infrequently, and we thought that this 

would hardly interfere with the embodiment of the existing body scheme. The system 

is calibrated in advance to set a threshold, and when the muscle potential exceeds 

the threshold, the VR arm starts to rotate. In the force-feedback FB system, the FB 

belt, to which three servomotors and four vibration motors are attached, is used by 

wrapping it around the left upper arm near the shoulder. One servomotor is assigned 

to each 30 deg of the VR arm. The servo motor rotates its horn according to the 
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direction of the VR arm to present a clamping force to the shoulder, which imitates 

the movement of the VR arm. In addition, when the VR arm comes in contact with 

an external object, the vibration motor vibrates simultaneously, and the servo motor 

corresponding to the direction of the VR arm works further pushing force. We will 

investigate whether or not embodiment is induced in the SRL when it is operated 

and FB using such a system. Although it is difficult to directly measure the induction 

of embodiment in the SRL, subjective evaluation and changes in body width 

sensation are used as indicators for the induction of embodiment in the natural body. 

For example, as shown in the Fig. 49, an obstacle is fired from various positions in 

front of the subject, and the position where the subject feels that the obstacle has hit 

his or her body, which represent their body width. It considered to change depending 

on the presence or absence of embodiment to the SRL. 

As a top-down approach, let users perform various tasks in the daily life while 

wearing the SRL, and observe whether there are any changes in their behavior, 

cognition, or brain activity. In fact, it has been reported that after five days of 

wearing a sixth finger made by a robotic system, brain activity regions responding 

to the movements of the sixth finger were newly created in addition to which 

corresponding to the movements of the normal thumb, index finger, middle finger, 

ring finger, and little finger [120]. This indicates that the continuous use of the SRL 

itself may actually cause changes in brain activity and alteration of the body scheme. 

On the other hand, the behavioral component of how the SRL is used and acted upon 

to promote such a change is not known. In the aforementioned study, the subjects 

 

Fig. 48 Setting of embodiment induction interface [119] 
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were only instructed to use the sixth finger as much as possible. There are some 

behavioral factors considered to influence this transformation of the body image, for 

example, whether the behavior of moving objects with the SRL had a strong influence 

or whether the behavior of moving while wearing the SRL so as not to bump into the 

surroundings had a strong influence. If we can find out what behavioral factors 

influenced the transformation of these body scheme, we can develop training 

programs which incorporate these factors to speed up the process of inducing 

embodiment in the extended body. 

We are now in the process of challenging a training field in a VR environment that 

includes several behavioral elements which considered to be involved with 

embodiment induction. For example, VR interaction sites such as VRChat [121] often 

have mirrors in the space, and it has been reported that when the reflection of oneself 

in the mirror and one's avatar in the VR are synchronized, the sense of body 

ownership toward the avatar is significantly higher than when they are 

asynchronous [122]. Thus, the element of looking at the full body view of one's own 

body with the SRL in a mirror, can be a behavioral element for inducing embodiment. 

Other studies on the embodiment of tools are also informative. For example, it has 

been reported that motor learning to use a tool and move to a target quickly and 

accurately leads to faster target detection around the tool [123]. It is believed that 

by moving the upper limb quickly and accurately, the brain learns the relationship 

between motor prediction and sensory feedback, allowing it to take the upper limb 

as its own body. Therefore, playing a game that requires quick reaching to a target 

 

Fig. 49 Example of the environment setting of measuring body width [119] 
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object using the SRL can be considered as behavioral elements to induce embodiment 

to the SRL. 
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Chapter 6: Advanced discussion 
 

This chapter further discusses the application to the multi-presence task, which 

was taken up as the next research question in Chapter 5, by addressing problem (4), 

"Task searching process consumes a large amount of attention and prevent the 

efficient multi-presence task, especially the number of tasks become larger.” 

 

 

6.1 Multi-presence task 
 

The purpose of this thesis was to develop an interface for the dual-presence task, 

which two different tasks are performed in two distant locations. As the next step, it 

is expected to expand this interface design for multi-presence tasks, in which the 

user can perform multiple different tasks simultaneously in multiple locations. In 

this case, the user has multiple Detachable bodies and places them in several 

environments to perform concurrent tasks in multiple environments. Some of the 

body parts placed in the environment may be temporarily unused by the user, or may 

 

Fig. 50 Daily life scenario of multi-presence task by Ubiquitous Body 
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be temporarily used by others. It is expected that these systems will develop 

regardless of the number of tasks, the physical distance, and even the single or 

multiple user. In this thesis, this kind of ubiquitous SRL application is defined as 

"Ubiquitous body". Fig. 50 shows an example of a usage scenario of a Ubiquitous 

body in a daily life environment. 

The concept of multi-presence has existed for a while [106], but in recent years, 

especially with the restriction of movement due to COVID-19, the benefits and 

demand for multi-presence have rapidly increased, where the body can be in one 

place but also in several other places [124] [125]. As an example of such multitasking 

between multiple locations, monitoring and assistance of autonomous robots have 

attracted much attention. For example, there are robots that are remotely controlled 

the work in stores such as convenience store chains [126]. This does not solve the 

shortage of manpower because each robot is operated by a single operator who is 

immersed in the robot from a remote location. On the other hand, when a robot is 

used to perform complex tasks such as stocking items, it can automatically carry rice 

balls and lunch boxes with certain specifications by learning how to grasp them 

through pre-programming. However, it is difficult for a fully automatic robot to 

handle cases where it requires to grab an object that it has never experienced before 

such as a newly released product, or when an error occurs such as dropping an 

existing product. A human operator will need to temporarily intervene in the robot's 

work by teaching it how to grab the new object or correcting the error. Thus, it is 

hoped that a system in which one person can monitor and assist multiple robots and 

reduce manpower is possible by having multiple robots operate basically on autopilot, 

but having a human operator involved only when an error occurs or intervention is 

needed. 

As in the case of dual-tasking, the definition of the term multitasking often 

includes not only the strict situation of performing multiple tasks completely 

simultaneously, but also switching between several tasks as needed. In the case of 

using a SRL system to reproduce six multitasks, if we aim for perfect simultaneity 

as in the former case, we need to develop a operation system and FB system to 

operate each of the six robot arms in six locations (e.g., the first arm can be operated 

by the right foot like a joystick, the second arm by the left foot, the third arm by the 

tilt of the head, etc.). In addition, it is necessary to develop an environment 

presentation system that can monitor all the work areas simultaneously (e.g., 

superimposing six semi-transparent images, or dividing the screen into six sections 

to present the respective information, etc.). On the other hand, the latter case of 
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multitasking, in which task switching is a prerequisite, can be further divided into 

two possibilities. One is a type based on dual-tasking. As in previous systems for 

dual-presence tasks, the task performed by the natural body is used as the main task, 

and one subtask is selected from among the other five tasks, and the subtasks are 

switched as necessary. The other type is based on teleoperation. One of the six tasks 

is used as the main task at a time, and it is switched in sequence. In the former, the 

basis is dual-tasking, so the current operation system and FB systems for dual-

presence tasks can be applied. However, as for the environment presentation system, 

the configuration of it needs to be changed because it is necessary to be able to view 

all the environments when selecting which task should be the next subtask. In the 

latter case, the basis of the system is a single task, and we are not bound by the 

design theory for dual-tasking discussing in this thesis, and can adopt the 

conventional method of teleoperation research. However, an environment 

presentation system is also required in this case to obtain information on the other 

environment by some means when selecting which task to move to next. 

Thus, the new cognitive challenge that must be considered in the case of a multi-

presence task in addition to a dual-presence task system, is the process of selecting 

the next task to which attention should be moved, and the design of the attention 

required for it. With regard to this shifting of attention during task switching, there 

are two possible ways of doing this: passive and active. In passive switching, users 

notice that a fire has broken out in a certain room by seeing the image of room or 

hearing the alarm, and switch our attention to it. In active switching, users 

remember that they twisted the dial of a toaster in a certain room about five minutes 

ago, and look for that room to check if it is burnt. The simultaneous monitoring of 

multiple autonomous robots being explored in the convenience store chain 

mentioned above is close to the former context. In this case, the task to be focused 

on next is presented by the system, thus the process of task searching is omitted. On 

the other hand, as mentioned at the beginning of this thesis, there is a limit to the 

number of errors that can be assumed in advance, so it is difficult to completely 

eliminate the process of task searching in order for human to intervene. In such an 

active task searching process, it is known that, for example, in a visual search task, 

the larger the number of target stimuli to be explored, the longer the search time 

(set size effect) [127] [128]. If we think about this in terms of multi-presence task, 

the more tasks there are, the more difficult it is to visually find the image of the 

target task. In addition, the larger the number of tasks, the more difficult it is to 

keep them in memory due to the limitations of working memory [129] [130], and the 
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more difficult it is to manage which task to pay attention to and when. For example, 

you put bread in the toaster, put the pot on the fire, answer the visitor's chime, notice 

it's raining, rush to put the laundry in, the phone rings, and by the time you've 

finished talking, you've forgotten about the bread you put in the toaster in the first 

place. 

The problem is that the task searching is scanning type. That is, for example, when 

checking the image of 10 environments from the first one, it takes as much time as 

the number of all tasks to reach the image of the desired environment. As a result, 

the performance of multitasking is degraded. If the user remembers where the 

information of the task they wants to focus on next is indicated, the time required 

for the task searching will decrease. However, when the number of tasks increases, 

it is difficult to keep all of them in memory. In an environment presentation system 

for multitasking, it is necessary to have a mechanism that allows easy search, 

switching, and execution of a specific task while providing a comprehensive view of 

all environments. In this thesis, we apply the environment presentation system for 

dual-presence to propose a multi-environment presentation system that presents 

multiple tasks in the same arrangement as the actual location of environments, and 

try to achieve both a comprehensive view of the environment and ease of exploration 

and execution.  

 

6.2 Prototype development 
 

In the multi-presence task, the users mainly focus on one or two tasks while 

simultaneously paying "continuous partial attention" [131] to other tasks and 

switching their focus depending on task state. To gain the task state awareness, 

environment information, such as images or audio, and body state information 

including haptic sensation or proprioception are available. In this paper, we focused 

on developing the visual information presentation interface as a first step. The 

important requirements for the vision presenting system are follows.  

 

1. Users can see all environments even when they are focusing on one environment.  

2. Users can find the environment they want to see immediately. 

 

In this thesis, we have already proposed a dual-image presenting system that 

superimposes two half-transparent image layers for concurrent tasks at two distant 
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places [132]. Ubiquitous body system can be considered to the expands and more 

complex system of this idea. Especially when the number of environments increases, 

it is difficult to perform physical manipulation because the size of each image is 

getting smaller, or it becomes difficult to distinguish each image because the layer 

number is increased. In addition, the ease of finding information from many images 

(second requirement) are not clarified in these systems. 

Therefore, we designed a new vision presenting interface for the ubiquitous body 

system as shown in Fig. 51. There are two half-transparent layers, one is for the 

overall view and the other is for the detailed view. The transparency ratio can be 

changed by the user’s upper body posture as shown in Fig. 51. In the overall view, 

users can choose the environment with their face direction and it is shown in the 

detailed view. With this design, the users can see an image of good enough size for 

manipulation while maintaining the ability to see other environments. In addition, 

each environment’s images on the overall view are arranged in the same place as the 

real-world placement. The system was designed with reference to studies on visual 

surveillance systems showing the camera image with the floor map for effective 

monitoring [133] [134]. This design is expected to be effective to the vision interface 

of the ubiquitous body which also requires to manage many tasks at once and move 

user’s attention efficiently. 

 

Fig. 51 Mechanism of Multi-presence task system 
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As for the variables of this system prototype, e.g. setting of the transparency ratio, 

each window size, or setting of the upper body angle which is used for switching view, 

it should be verified individually. In this report, we focus on the effect of spatial 

arrangement of the information because it is considered to affect the reaction time 

or memory in aspect of cognitive science [135]. These window arrangement on the 

real map is also used in the user interfaces of computer games [136], but few studies 

discussed how it affects the management of manipulation tasks in real world 

especially in case of dealing with many tasks. In the next section, we conducted the 

case study to investigate the effect of spatial arrangement of the task windows and 

the usability of this interface prototype. 

 

 

6.3 Evaluation 
 

6.3.1 Overview 

 

The purpose of the case study is to clarify the effect of spatial arrangement of the 

task windows and the usability of the interface, along with to investigate the user’s 

behavior when they try to perform too many tasks simultaneously. We set three 

conditions regarding the arrangement of the task window on overall view as shown 

in Fig. 52.  

⚫ Map: fix window’s position with the map to create the spatial relationship of 

vision information same as the real-world placement.  

⚫ Array: fix window’s position with an array to create the spatial relationship of 

vision information not same as the real-world placement. (participants can still 

 

Fig. 52 Condition of image presenting 
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reconstruct new spatial relationship of vision information in this condition)  

⚫ Move: change window’s position each time to vanish the spatial relationship of 

vision information.  

The study environment is constructed in virtual reality using Unity software [80]. 

Participants accessed the environment by using an immersive head mount display 

VIVE [112]. As shown in Fig. 53(a), 6 rooms are in the scene and there are 6 

ubiquitous bodies. Each ubiquitous body consists of a robot arm and camera, and the 

movement of the ubiquitous bodies of each room are synchronized to participants’ 

movement only when participants choose the room and proceed to the detailed layer. 

4 participants took part in this case study, all of them are healthy adult students in 

their twenties (mean age=24, SD=0.71, male=3), and none of them directly involved 

in this project. 

 

6.3.2 View Settings 

 

Fig. 54 shows the participant view and its structure. As mentioned previously, 

 

Fig. 53 Overview of task settings 
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there are three arrangements of the task window which is on the overall view layer 

(Fig. 54(b)). In any arrangements, all windows are in the participant’s vision field 

when they face forward. Before starting the experiment, the calibration point to 

switch the layers is set for each participant as shown in Fig. 54(c). The transparency 

ratio of two layers was 70% : 30%, and it can be switched by participant’s movement. 

A simple direction messages (e.g. “start”, “finish”) and current score are also shown 

in the participant view.  

 

6.3.3 Task Settings 

 

The tasks are almost the same in each room and it was set assumed trajectory 

manipulation using a robot arm in the future. As shown in Fig. 55, the target object 

appears at a certain timing in the room. Participants should touch the start point 

(red sphere) and then stop point (black sphere) using their ubiquitous arm as soon 

as possible after the target object appears. The score is decided depending on the 

 

Fig. 54 Subject’s view of the multi-presence system and its operation 
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reaction time from the target object appearing until participants touch the start 

point. The faster reaction gets more point, and the slower reaction lose more point. 

The criteria of reaction time were decided from the result of advance player test. The 

tasks in each room are featured by “frequency” of the target object appearing and 

“score range” when they get a score (Fig. 55(c)). For example, the task of room2 is 

high frequency but users can get a small score even if they could react faster. These 

task features are informed to the participants before the practice. 

 

6.3.4 Procedure 

 

Before starting a trial, participants are given enough time to practice on the tasks 

with each condition. Participants are instructed to get as higher score as possible, 

and maintain a high performance in all tasks. The trial starts at the experimenter’s 

 

Fig. 55 Task setting in each room and its characteristics 
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cue (also shown in participant view as the text message) and ends automatically 

after 2 minutes. Participants attempt to perform six tasks simultaneously, once for 

each of the three conditions. The order of conditions is randomized in every subject. 

At the end of each condition, a questionnaire with a seven-point Likert scale is 

administered as a subjective evaluation (see questions in Table IV). After all the 

trials are completed, an interview about the usability of the interface is conducted. 

 

 

6.4 Result and discussion 
 

6.4.1 Result 

 

Fig. 57 and Fig. 56 show the participant mean values of task score and reaction 

time in each condition, the number of sets completed during one trial, and the results 

of subjective evaluation. Unfortunately, we still have only a small number of 

participants, so this short paper mainly focused on the tendency of the data and 

behavioral considerations from the interview results, and we will leave the statistical 

processing and further discussion to a subsequent report. As for the task 

performance, the total score was the highest in the map condition, more than twice 

as high as the score for the array condition and the move condition as shown in Fig. 

57(a).  

As for the reaction time from the appearance of the target object to the time when 

participants touched it, there seemed to be not much difference between the move 

condition and the array condition, but the Map condition was about one second faster 

than those two conditions. As for the subjective evaluation (see Fig. 56), the score for 

task recognition from environmental information (Q1) was not very high for any of 

 

Table IV Statements of the questionnaire 

No. Category Statement 

Q1 
Task recognition 

Detect tasks by its visual background. 

Q2 Detect tasks by its location. 

Q3 
Attention movement 

I tried to find the task what I want to do next. 

Q4 I did the task which recently appears. 
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the indices, while the score for task recognition from location information (Q2) was 

the highest in the Map condition. As for the attention movement strategies (Q3: act 

with strategy or Q4: react what is appeared), there seemed to be an opposite trend 

between the map condition and the move conditions. 

 

 

Fig. 57 Results of the case study 

(a)average reaction time from appearing the target object to participants touching it, 

(b)average final score, (c)average number of completed sets. 

 

 

Fig. 56 Average scores of questionnaires 
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6.4.2 Discussion 

 

Before the start of the case study, we assumed that the task score will be highest 

in the map condition because participants can make the strategy by associating 

spatial task positions and each task features. We also assumed that this possibility 

of making strategy in the map condition leads to a smaller number of task sets and 

larger average reaction time because some tasks (especially lower point tasks) would 

be ignored under the strategy to get a higher score. However, as shown in Fig. 55, 

the presentation of realistic spatial arrangement tended to show good results not 

only in the final scores but also in the number of task sets and reaction time. In the 

interview, two participants said that it was easy to pay attention to check the next 

task on the over view layer even while doing the current task on the detailed view 

layer. This may lead to optimizing attention switching to each task by having a 

spatial map image of them by the user when performing multiple tasks 

simultaneously. This is a very interesting suggestion that may lead to the importance 

of allowing users to perceive the ubiquitous body as a single body. Through this case 

study with small number of participants, the limitations and improvements to the 

study design were revealed before increasing the number of participants. First, the 

task was periodic and easy to actively manage. In contrast, we wondered if the 

spatial arrangement of information would not be very effective for tasks that involve 

passive attention shifting to deal with irregular problems such as responding to 

phone ringing. Second, when assumed the real use case of the ubiquitous body, the 

positional relationship of body parts may change dynamically. In this situation, 

presenting a spatial relationship of each task may be more effective in managing 

many tasks. On the other hand, some disadvantages could be caused by presenting 

a spatial relationship precisely (e.g. when one body part is at very far from others), 

so it also need to verify how accurately we should represent the positional 

relationships. In the future work, we will update the experimental system 

considering these limitations and investigate the effect of having the spatial 

relationship of each bodies on efficient managing of the ubiquitous body. 
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Chapter 7: Conclusion 
 

 

7.1 Summary 
 

The purpose of this study is to achieve dual-presence tasks using human 

augmentation technology. We set the research question of how to design a system 

that can perform dual-presence tasks efficiently, and discussed the design theory of 

SRL to improve the performance of dual-presence tasks. The contribution of this 

paper is to propose the concept of a Detachable body as a new application of the 

human augmentation, and to propose three design theories based on human 

cognitive characteristics in dual tasks. First, through the development of an 

intermittent operation system using face vector pointing, it was shown that there is 

a trade-off between reducing instruction error and reducing attentional load, and 

that the hardware should be designed to satisfy the function even with "rough 

instructions" with low attentional load. Second, through the development of a state 

FB system for the SRL using vibration array, it was shown that the introduction of 

partial automatic control may increase the sense of distrust and anxiety toward the 

SRL and interfere with the appropriate distribution of attention, and inducing FB 

system of SRL states if effective to reduce them. Third, through the development of 

a dual-presence system using the disparity effect, it was shown that a strong sense 

of simultaneous presence and equal input of information from each environment 

makes it difficult to switch attention, and the system should be designed so that the 

focus of attention can be clarified while simultaneously presenting information from 

each environment.  

This thesis argues for the importance of selecting design elements that satisfy the 

required functions when designing the SRL, considering how they deprive humans 

of attention and how they inhibit or facilitate the switching and distribution of 

attention, and experimentally substantiates some of this with the three specific 

examples above. Furthermore, based on these three contributions, we discussed the 

effect of the presence or absence of embodiment in the SRL on the user's attention 

allotment during a dual-presence task. This presents a concrete question of "what 

are the benefits of using a "body" instead of just a robotic arm for task support" that 

has been difficult to discuss in the field of human augmentation. 
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7.2 Future work 
 

As mentioned in Chapters 5 and 6, it is necessary to continue investigating the 

effects of the presence or absence of embodiment on the robot arm on dual-presence 

tasks, and the application to the design theory of the SRL to perform multi-presence 

tasks. On the other hand, there are several topics that need to be considered in 

completing the overall system of Detachable body and putting it out into the society. 

First, regarding the impact of embodiment on tasks, it is necessary to conduct the 

verification of the impact of detachability on the attention allotment and the user 

experience. For example, if the embodiment of the robot arm produces positive effects 

such as reduced required attention and increased reliability to the robot, it is also 

the benefit for inducing embodiment to the detached body. In that case, when 

performing a task with a robot at a remote location, the performance and usability 

of a robot that has been worn at least once will be better than that of a robot that 

has never been worn. Also, the fact that the detached arm retains the embodiment 

of a particular person may have a new impact on the user experience as they interact 

with the people around them. For example, when someone collaborates with an 

ordinary robotic arm installed in the environment, the person may think of the robot 

as just a machine and treat it roughly, but if he or she recognizes that it is a part of 

someone's body, he or she may treat it more gently, or may be able to work more 

effectively because he or she knows the person's habits. 

Next, regarding the hardware development of the Detachable body system, 

elements other than interface systems should also be designed considering their 

impact on the user's attention allocation during the dual-presence task. For example, 

when the Detachable body is worn on the shoulder, depending on the placement of 

the degrees-of-freedom of the robot arm, the work area of the natural body and the 

movable area of the robot arm may overlap significantly, making it difficult to 

perform each task. It may be issue that interrupt the optimal attention allocation in 

the task.  We have been addressing this from the viewpoint of setting the work area 

in the case of a wearable robot arm [137] [138]. However, in the case of a robot arm 

whose positional relationship with the natural body is not fixed, such as a detachable 

body, it is necessary to consider the interference with the natural body or 

environment, such as fixing the movement angle of some joints depending on the 

situation. 
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Finally, it is necessary to take into account the negative aspects of the social 

advancement of such technologies that may fundamentally change human lifestyles. 

For example, the Detachable body and other SRL applications introduced in this 

paper are intended to assist concurrent tasks and shorten the working time. However, 

since there is no limit to human greed, we cannot deny the possibility that if one 

person is able to do many things at the same time, the amount of work assigned to 

one person will increase, and as a result, the person will become even busier. In 

addition, as shown in the discussion in Chapter 5, it has been suggested that long-

term use of the extended body actually causes changes in brain activity. Whether 

such changes are plastic or irreversible is a major ethical question. If our cognition 

and the way we use our bodies are fundamentally altered by the continued use of the 

system, no one can foresee the adverse effects, such as the physical and mental 

health implications that would follow. Thus, when we introduce augmented body 

technology into society, we must not forget to consider its social structural impact 

and biological impact on human beings.  
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