




Abstract

In recent years, systems containing convolutional operations have been widely used in

many fields, in which the convolutional operation plays a role in filtering for selecting

specific information. The main operation of convolutional systems is called multiply-

accumulate (MAC) which includes multiplication and addition. The amount of MAC

operations in convolutional systems is always very large, especially in some high-

accuracy applications. Therefore, long computing time, high energy consumption and

large circuit area are required in those applications. In order to solve those problems,

high area/power-efficiency convolutional systems are required. This research takes

the finite impulse response (FIR) filter as the starting point because the FIR filter

is a classic convolutional system of one-dimensional or two-dimensional convolution

and widely used in various digital systems for its stability. Many techniques of FIR

filter designs can be applied to other more complex convolutional systems, such as

convolutional neural network accelerators presented recently.

As the demand for high-quality signal processing, high-quality FIR filters generally

require a large number of taps, and the corresponding bit-width of signals is also

becoming longer and longer. It means a large number of multipliers, adders and

registers with long bit-width are required in those FIR filters. It is foreseeable that

the latency, power consumption and circuit area of those FIR filters will be very large,

which leads to low area/power-efficiency of target systems. Therefore, optimization

techniques for high-efficiency FIR filters are necessary. In literature, several design

methods ranging from structure-level, unit-level and bit-level have been proposed for

area/power-efficient FIR filters. However, there is still room for improvement in the

efficiency of existing designs at those three levels. Therefore, optimization methods
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at three different levels are proposed with the main objective of area/power-efficiency

improvement for FIR filter designs.

Firstly, a symmetric hybrid form for high-order FIR filters is proposed as a

structure-level optimization method for solving the driving-ability and low-efficiency

problems in the existing methods. The evaluation results show that, compared with

the existing symmetric systolic form and hybrid form, the proposed symmetric hybrid

form can achieve 21% area saving, 28% power reduction, 10% reduction in area delay

product (ADP) and 18% reduction in power delay product (PDP) with fewer regis-

ters and multipliers. Moreover, when compared with the existing symmetric systolic

form, the proposed design can achieve 33% of latency reduction.

Secondly, as a unit-level optimization method, a faithfully truncated adder (FTA)

tree-based design approach is presented for designing area/power-efficient FIR fil-

ters with predefined output accuracy. With the introduction of a generic method-

ology for error probability analysis of faithfully truncated adder and adder tree, a

method that can determine the truncate bit-width of truncated adder blocks for

various area/power-efficient FIR filter designs within the accuracy loss constraint is

presented. The evaluation results show that, for uniformly distributed random in-

puts, the proposed FTA tree-based FIR design can achieve up to 35% area saving

and 30% power reduction when compared with the existing FIR designs. In addition,

a fixed 6-tap FIR for electrocardiogram (ECG) signal filtering is also implemented

as a case study for normally distributed signals, and the corresponding results show

that 30.7X improvement of error variations, 9% area saving and 20% PDP reduc-

tion can be achieved in the proposed method, which clearly shows the accuracy and

performance improvements over the existing design.

Thirdly, an adder-segmentation approach as a bit-level optimization method is

introduced to shorten the critical path for performance improvement. The evaluation

results show that up to 40%, 30.7% and 22.8% reduction in delay, ADP and energy

delay product (EDP) can be achieved when compared with the existing FIR filter

designs.

With the development of convolutional systems in signal processing and machine

learning, it is believed that the three level optimization methods proposed in this
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dissertation can be applied and extended to design high-efficiency convolutional neural

network accelerators for edge computing. However, with the consideration of the huge

amount of data movements in these convolutional neural network accelerators, energy-

efficient dataflow including memory access optimization should be developed as a

system-level approach, which can be viewed as one of the future research directions

in designing more complex convolutional systems with high-efficiency.
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Chapter 1

Introduction

In this chapter, the motivation for this research is explained. And then, the contri-

bution and the organization of this dissertation are illustrated.

This chapter is organized as follows. Section 1.1 gives an introduction to explain

the motivation of this research. Section 1.2 outlines the main contributions of this

work. Finally, Section 1.3 presents the organization of the dissertation.
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CHAPTER 1. INTRODUCTION 2

1.1 Motivation

In recent years, systems containing convolutional operations have been widely used

in many fields, such as image processing [1], audio processing [2], video processing

[3], bioelectric signal processing [4], artificial intelligence [5], and communication [6].

The convolutional operation plays a role in filtering for selecting specific information.

The example of the circuits playing this role are filters such as finite impulse response

(FIR) filters [1]-[4], [7] (one-dimensional or two-dimensional convolutional systems)

and convolutional neural network (CNN) architectures [5], [8]-[13] with its hardware

accelerators [14]-[20] (three-dimensional convolutional systems).

The main operation of convolution systems is the multiply-accumulate (MAC)

operation containing multiplication and addition. The amount of MAC operations in

convolutional systems are always very large, especially in some high-accuracy appli-

cations. Therefore, long computing time, high energy consumption and large circuit

area are required in those applications, which will affect our lives with long waiting

time, short running time for mobile devices powered by batteries and expensive price

for digital equipments. To solve these problems, high-efficiency convolutional systems

are necessary.

High-efficiency has two meanings in circuit designs, such as high energy-efficiency

and high area-efficiency. Depending on different application scenarios, convolutional

system designs have two different goals such as high speed for servers and some com-

munication systems and low power consumption for mobile devices. However, even

if the target high-speed convolutional system is designed for server-level or desktop

equipments, high energy consumption means more electricity costs and more expen-

sive chip packaging, which will greatly increase the using or production cost. There-

fore, evaluating the convolutional systems only by performance is not comprehensive,

and the power consumption or energy consumption are also important. Thus, power

delay product (PDP) and energy delay product (EDP) could be taken as important

indicators to measure the energy efficiency of high-performance circuit designs. A

lower PDP or EDP means less energy consumption is necessary to complete the same

number of operations or to achieve the same operating speed, which can fully reflect
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the superiority of the circuit design. Similarly, as mentioned before, the production

cost of a circuit is proportional to the circuit area, and a high-performance circuit

design usually requires a large circuit area. Therefore, when designing circuits for

convolutional systems, area delay product (ADP) is also an important indicator to

measure the excellence of the design. A lower ADP means less circuit area is required

to achieve the same performance (frequency). Therefore, PDP and ADP are usually

used as important indicators for circuit measurement.

All convolutional systems have three different design levels from high to low for ef-

ficiency improvement, such as structure-level, unit-level, and bit-level. The structure-

level designs influence the circuit structure of the computational block, such as the

structure of a filter in the target system. The unit-level design focuses on the spe-

cific computation unit in a target computation block, such as the multiplier unit in

a target filter. The bit-level design affects the bit operations in the target arithmetic

resource, such as the carry of an adder or a multiplier. Structure-level, unit-level and

bit-level designs are greatly affecting the performance of the circuit. And the design

of each level can usually be integrated to achieve the purpose of improving efficiency

level by level.

There are a lot of circuits included in convolutional systems. In this research, the

FIR filter is taken as the starting point, because the FIR filter is a classic convolution

system of one or two-dimensional convolution and is widely used in various digital

systems for its stability. Moreover, many techniques of the FIR filter design can be

generalized to other more complex convolution systems, such as convolutional neural

network accelerators [18]-[20].

An FIR filter is a common circuit used to filter out noise or get the signal of a

target frequency band. The equation of FIR filters is shown in the following:

Y (t) =
L−1∑
i=0

h(i)x(t− i) (1.1)

in which, L is called the tap number of an FIR filter and L− 1 is called the order of

the FIR filter. From Equation (1.1), it can be found that, typically, an FIR filter can
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be regarded as a circuit consisting of L multipliers, L− 1 adders and L+ 1 registers,

including input and output registers. An L-tap FIR filter has L FIR coefficients, and

they are multiplied by the L discrete input signals of the nearest L clock-cycles. And

then, the output signal is generated by accumulating the results of multiplications.

Depending on the requirements of different digital signal processing systems, there are

mainly two kinds of FIR filters such as reconfigurable and fixed. The reconfigurable

FIR filters are usually used in systems with a certain versatility which means the

coefficients need to be changed for different applications, such as the digital signal

processing (DSP). And the fixed FIR filters are usually used in systems with a specific

role, which means the coefficients are predetermined and fixed, such as those in power-

line noise filtering in Electrocardiogram (ECG) equipment.

As the demand for high quality signal processing, the bit-width of digital signals

is getting larger and larger, and high-precision filtering requires a large number of

taps [6], [21]-[22]. It means a large number of long bit-width multipliers, adders and

registers are required in FIR filter designs. The power consumption and circuit area of

these FIR filters will be very large, which leads to the low area/power-efficiency of the

target application. Therefore, optimization techniques for high-efficiency FIR filter

designs are necessary. The existing research for the high-efficiency FIR filter designs

includes the structure-level, the unit-level and the bit-level optimization methods.

The area/power efficiency of the FIR filter design is successfully improved by the

existing optimization methods. However, there is still room for improvement in the

efficiency of existing designs at these three design levels.

An FIR filter has four basic structure-level designs called basic forms, such as

direct form (DF) [7], transpose form (TF) [23]-[28], systolic form (SF) [7], [29] and

hybrid form (HF) [7], [30]. The advantages and disadvantages of these four basic

forms are as follows. The direct form has the smallest area and power consumption

in those four forms because all the registers in the direct form are on the input side.

Compared with the registers on the output side, the registers on the input side have

only half of the bit-width, which reduces the circuit area and power consumption.

However, the delay of the direct form is the longest because of its long critical data

path in the adder tree. The transpose form has been proposed as the solution to
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solve the problem of the long critical data path in the direct form. Compared with

the direct form, the circuit area of the transpose form is larger, because all registers

of transpose form are on the output side. Moreover, the input register is necessary to

drive all multipliers following. When the order of an FIR filter becomes larger, it takes

a large amount of time to transmit the input signal to all the following multipliers,

which also leads to a long delay. It is called driving ability problem. Systolic form

and hybrid form are proposed for solving this driving ability problem. The systolic

form has a large number of registers to completely pipe-lining the computation of

each tap. Compared with the other three basic forms, the critical data path of the

systolic form is the shortest, while the circuit area and power consumption of the

systolic form are the largest. The hybrid form is a compromise solution to solve the

driving ability problem and the low area/power-efficiency problem by combining the

direct form and the transpose form. The critical path of hybrid form contains one

multiplier and two adders which is longer than those in systolic form and transpose

form. And, moving L/2 registers of the transpose form from the output side to the

input side, making the circuit area and power consumption of the hybrid form is

smaller than those of the transpose form and the systolic forms. The existing FIR

filter designs are all based on these four basic forms and the selection of basic form

is based on the requirements of applications.

An effective way to improve the area/power-efficiency is to utilize the symmetry

of the FIR filter [7], [31]-[32] because the absolute value of the coefficients at the

symmetrical position in linear FIR filters are equal to each other. Therefore, the half

number of the multipliers can be reduced by pre-adding the corresponding input data

in the direct form or transmitting the result of a multiplier to the two corresponding

output side adders in the transpose form. The systolic form-based symmetric method

is more complicated. To halve the number of multipliers in the systolic form, a large

number of extra registers for timing matching are necessary. And, there is no existing

research works on the symmetric methods of hybrid form FIR filters.

Another effective way to improve the area/power efficiency is to reduce the com-

plexity of the multiplier block through unit-level optimization because the circuit area

and power consumption of a multiplier are times larger than those of an adder or a
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register. And, the coefficients of target FIR filters are usually pre-determined and

fixed such as the FIR filter for filtering the power interference (50 Hz or 60 Hz noise)

in Electrocardiogram (ECG) [4] systems, which means the FIR filter having a fixed

role and unnecessary to changing the coefficients for different situations. The FIR

filter with these properties is called a fixed FIR filter, in which the general multipliers

can be replaced by multiple constant multipliers (MCM) [33]-[42]. For area saving

and power reduction, the MCM has only shift-and-add operations. Moreover, MCMs

can be combined with canonical signed digit (CSD) technologies [35]-[38] for further

reduction of the area and power consumption. As the result, the structural adder tree

block occupies more than 50% of the cost in the state-of-the-art fixed FIR filters [35],

[39], [40]-[41]. Therefore, the unit-level optimization for the adder tree is very impor-

tant in the current FIR filter design. However, the existing techniques for adder tree

optimization achieve only marginal benefits, because the total number of adders or

complexity of additions cannot be greatly reduced. On the other hand, the efficiency

and performance can be effectively improved by the methods based on approximate

computing [35], [43]-[44]. It seems that if approximate computing can be successfully

applied to FIR filter designs, delay and design cost can be further reduced.

When the bit-width of input/output signal and coefficients is large, the high com-

plexity of computation not only leads to a high-power consumption and a large circuit

area but also leads to a long delay of FIR filter circuit. To solve these problems, meth-

ods for computational complexity reduction [35]-[37], [40], [45]-[46] and parallel pro-

cessing [26], [37], [47] for performance improvement are proposed. And, performance

or area/power-efficiency are successfully improved by these methods. However, most

of them are focused on optimizing the multiplier block and the hardware complexity

of the paralleled methods is also very high. And, optimization of the adder tree is

also very important in the state-of-the-art fixed FIR filter designs [35], [39], [40]-[41].

As a solution, [41] proposed an optimization method in the bit-level to reduce the

hardware complexity in both multiplier block and adder tree. But the method pro-

posed in [41] is not sufficient for FIR filters with various MCM designs, such as the

CSD-based MCMs.
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1.2 Contributions

In this dissertation, three optimization methods in structure-level, unit-level and bit

level have been proposed for high-efficiency FIR filter designs.

In the structure-level, a symmetric hybrid form for FIR filter designs with symmet-

ric FIR coefficients is proposed for area/power-efficiency optimization. It can solve

the driving ability problem of the input register in the transpose form-based FIR filter

designs and the long critical data path problem in the direct form-based FIR filter

designs. The evaluation results show that, compared with HF and SSF-based FIR

filter designs, the proposed SHF-based FIR filter designs can effectively achieve 21%

saving in circuit area, 28% reduction in power consumption, 10% reduction in ADP

and 18% reduction in PDP. Moreover, compared with the existing SSF the proposed

form can effectively achieve 33% reduction in latency.

In the unit-level, a method for transpose form-based FIR filter designs with CSD-

based multipliers and approximate tree units is proposed for the high-efficiency FIR

filter design with an acceptable error (averagely smaller than 1 ulp). The proposed

approximate adder tree replaces all of the adders with the proposed faithfully trun-

cated adders (FTAs). The relationship between bit-width of truncated bits in FTA

tree and average error of FTA tree has been discussed mathematically for FTA tree

design. The implementation results of seven fixed FIR filters show that, replacing

the normal adder tree with the proposed FTA tree can achieve up to 44.5% reduc-

tion in ADP and 35.85% reduction in PDP. In order to further discuss the effect and

influence of utilizing the FTA-based adder tree in FIR filters, a fixed FIR filter with

predetermined FIR coefficients for exterminating the 50 Hz power noise is designed

by the FTA-based adder tree, the improved GeAr(16,8,0) [43]-based adder tree and

the normal adder tree. The results of the output waveforms and the implementations

show that, compared with the existing GeAr(16,8,0) adder tree-based FIR filter, the

proposed FTA tree-based FIR filter can get 25.7% lower power consumption and

29.3% smaller circuit area with 30.7X accuracy improvement.

In the bit-level, an advanced adder-segmentation-based optimization method for

FIR filter designs is proposed in this research. When applying the proposed method,
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the delay is shortened by the appropriate adder-segmentation-based critical data path

optimization. In addition, the optimal point for adder-segmentation with the corre-

sponding mathematical analyzing method is also proposed, which can be applied to

optimize the performance of the proposed bit-level optimization method-based FIR

filters. When compared with the existing FIR filter designs, the evaluation results

show that, up to 40%, 31% and 23% reduction in delay, ADP and EDP can be

effectively achieved by the proposed method, respectively.
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1.3 Dissertation Organization

This dissertation summarizes my research works in designs for FIR filter efficiency

optimization. Detailed description of each design in three design-levels can be found

in the appendices included in the published papers at Waseda Univeristy.

This dissertation is organized into five chapters. A brief description of these

chapters is shown in the following.

Chapter 1 introduces the motivations and the main contribution of this research.

And the whole organization of this dissertation is shown.

Chapter 2 discusses the existing designs of FIR filters in the structure-level. And

then, as a solution to those problems, a symmetric hybrid form is proposed for

area/power-efficiency improvement.

Chapter 3 discusses the existing methods for unit-level FIR filter designs. And then,

an area/power-efficiency optimization method with an approximate adder tree

is proposed for FIR filter designs.

Chapter 4 introduces the existing FIR filter designs in the bit-level. And then, an

adder-segmentation-based bit-level optimization method is proposed for further

performance and efficiency improvement while without accuracy loss.

Chapter 5 presents the conclusions and several future research directions which can

be expanded based on the optimization methods of this dissertation.



Chapter 2

Structure-Level Optimization

This chapter introduces the existing designs of structure-level and discusses the prob-

lems of each existing form for FIR filter designs. Moreover, as a solution to those

problems, a symmetric hybrid form for area/power-efficiency improvement is pro-

posed.

The content of this chapter is shown as following. Section 2.1 discusses the existing

four basic forms and three symmetric forms for FIR filters. Section 2.2 presents the

proposed symmetric hybrid form for FIR filters. Section 2.3 presents the evaluation

and comparison result by FIR filter implementations. Finally, Section 2.4 gives a

summary of this chapter.

10
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2.1 Existing Forms of FIR Filters

2.1.1 Basic Forms

Most of the existing FIR filters are based on the two basic forms shown in Fig. 2.1,

in which (a) is the direct form and (b) is the transpose form. As shown in Fig. 2.1,

the circuit of the one-tap FIR filter in the botted boxes can be seen as the basic-units

of those two forms. Obviously, in the direct form, the critical data path increases

with the number of taps. Totally, 1+�log2L� adders and one multiplier are contained

in this critical data path, in which L is the tap number. Therefore, in the direct

form, when the tap number is large, the delay will be very long. On the other hand,

no matter how large the tap number L is, only one multiplier and one adder are

contained in the critical data path of the transpose form. Therefore, compared with

the direct form, higher performance can be achieved in the transpose form, which is

the main reason that most of the FIR filter designs such as [22]-[28] are based on the

transpose form.

Generally, a large L is required in FIR filter designs, such as the filter presented

in [48] contains 512-tap, due to the accuracy of frequency domain usually needs to

be high. However, the registers for storing the input data of transposed form need

to driver all the connected L multipliers. When the tap number of a target FIR

filter is very large, it will lead to a long delay and the reduction of filter frequency,

which is called the driving ability problem. To solve this problem, Fig. 2.2 shows two

solutions to this problem for high-speed filtering, such as systolic form [7], [29] and

hybrid form [7], [30], in which the basic-unit of each form is in black dotted box. There

are two advantages when applying the systolic form. First, no matter how many taps

an FIR filter has, the registers are only necessary to drive one multiplier and one

register. Second, only one adder and one multiplier are contained in the critical data

path. However, one disadvantage exists in the systolic form. In each tap, two extra

registers, one on the input side and one in the adder tree, are necessary, which not

only generate low area/power-efficiency but also lead to a long latency between input

and output.
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2.1.2 Basic Symmetric Forms

The coefficients of linear-phase FIR filters are symmetric, which means |h(i)| = |h(L−
1 − i)|, where L is the tap number. Based on this symmetry, half the number of

multipliers can be reduced for area and power reduction. Fig. 2.3 shows the symmetric

direct form and transpose form (SDF & STF) [7] with their basic-units in dotted

boxes. Because area and power consumption of multipliers are generally much larger

than those of adders and registers, significant improvement of area/power efficient

can be achieved by utilizing the symmetry of the coefficients. But when combined

with the systolic form, a large number of extra registers are necessary to match the

timing. As an example, a symmetric systolic form (SSF) is proposed in [31] as shown

(a)

(b)

Figure 2.1: General 3-tap FIR implementations: (a) direct form and (b) transpose
form.
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in Fig. 2.4 (a), in which the number of multipliers is half-subtracted by the symmetry

of a linear-phase FIR filter. However, the circuit in Fig. 2.4 (a) is not completely

pipelined. The input register has the driving ability problem because all adders on

the input side are necessary to be driven by the input register. A more complex

symmetric systolic form as shown in Fig 2.4 (b) was proposed in [32], in which the

basic-units have been completely pipelined [32]. However, in each basic-unit, three

extra registers in Fig. 2.4 (b) (two on the input side and one on the output side) are

necessary, which leads to not only additional area overhead and power consumption

overhead but also long latency. When the tap number is not very large (e.g., 16-

tap), the performance of symmetric systolic form proposed in [31] is better than that

proposed in [32], because the driving ability problem is not obvious. However, when

(a)

(b)

Figure 2.2: 3-tap FIR implementations: (a) systolic form and (b) hybrid form.
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the number of taps is very large (e.g., 512-tap), the driving ability problem of the

existing symmetric systolic form in [31] will be obvious and lead to a long delay. On

the other hand, the symmetric systolic form [32] requires times of more registers with

the corresponding latency.

(a)

(b)

Figure 2.3: 6-tap symmetric FIR implementations: (a) symmetric direct form and
(b) symmetric transpose form.
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2.1.3 Discussions

The previous two subsections discussed the existing four basic forms and three cor-

responding symmetric forms of FIR filters. In conclusion, their problems are shown

in Table 2.1.

Compared with the systolic form FIR, the number of registers required in hybrid

form FIR is much smaller. And, different from the direct form, the length of the

critical data path of hybrid form is stable, which means no matter how many taps

the target FIR filter has, the resources contained in the critical data path are only two

(a)

(b)

Figure 2.4: 6-tap FIR implementations in two types of symmetric systolic forms.
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Table 2.1: Problems of the existing FIR forms

FIR forms Problems

DF/SDF The delay is increasing with the tap number.
TF/STF/SSF [31] The driving ability problem becomes severe in large FIR filters.
　 SF/SSF [32]　 　 The circuit area is large and the power consumption is high.　

HF The symmetry is very difficult to apply.

adders and one multiplier. Moreover, different from the transpose form, the hybrid

form does not have the driving ability problem. Therefore, when the tap number of a

specified FIR filter is large, the hybrid form shows its great potential. Moreover, no

existing research work realizes the symmetric hybrid form (SHF) FIR filter, because

of its difficulty of halving the number of multiplier number by applying coefficient

symmetry. Therefore, a symmetric hybrid form is proposed in this research for FIR

filter designs in order to solve the driving ability problem of the input register in

large-tap FIR filters for performance and efficiency improvement. And, controlling

the latency of the proposed form is the smallest, which means L− 1 clock cycles for

a L-tap FIR filter.
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2.2 Symmetric Hybrid Form

2.2.1 Basic Unit and Its Connection

Fig. 2.2 (b) shows the basic-unit of HF, which is the combination of the TF and the

DF. Like that, the basic-unit of the proposed SHF is also composed of SDF and STF

shown in Fig. 2.3.

Unlike the basic-unit of TF and DF that can be directly connected together while

not causing any timing confusion, the basic-unit of STF and SDF cannot be easily

connected together in the SHF. As shown in Fig. 2.3, the basic-unit of STF has two

paths on the output side and only one path on the input side. On the other hand, the

basic-unit of SDF has two paths on the input side and only one path on the output

side. Therefore, due to the input/output difference, they cannot be easily connected

together.

The basic-unit of the proposed symmetric hybrid form and the corresponding

connection are shown in Fig. 2.5 as an example of the proposed SHF-based 8-tap

Figure 2.5: An example of 8-tap FIR implementation with the proposed basic-unit of
symmetric hybrid form (in black dotted box); in which the circuit which like the basic-
unit of symmetric transpose form is in green dotted box, and the circuit which like
the basic-unit of symmetric direct form is in red dotted box. The red path combine
the resources contained in the critical data path (© [2020] IEEE).



CHAPTER 2. STRUCTURE-LEVEL OPTIMIZATION 18

FIR filter. As shown in Fig. 2.5, the basic-unit of the proposed symmetric hybrid

form is connected by the basic-unit of symmetric transpose form and symmetric direct

form in green dotted box and red dotted box. In the basic-unit of the proposed form,

two extra paths are necessary. One path is in the input side of the basic-unit of

symmetric transpose form. And, the other path is in the output side of the basic-unit

of symmetric direct form. Due to the basic-unit of symmetric transpose form and

symmetric direct form contain the computation of two taps, the increased paths need

to insert two extra registers in each of them to match the time of nearby basic-units.

Therefore, the basic-unit of the proposed symmetric hybrid form has eight registers,

four adders and two multipliers for the computation of four taps. The hardware

resources that need to be driven by each register are only one register, one adder and

one multiplier.

As the path in red shown in Fig. 2.5, hardware resources contained in the critical

data path of the proposed symmetric hybrid form are three adders and one multiplier.

However, there is still room for critical data path optimization. Fig. 2.6 (a) shows

the resources related to the critical data path, and it can be optimized to the circuit

shown in Fig. 2.6 (b) through reconnection. The hardware resources colored by red

in Fig. 2.6 are located in the critical data path of each circuit. After optimizing,

the critical data path contains only two adders and one multiplier. It is necessary to

be mentioned that the bit-width of adders before and after multipliers are different.

After multiplying an n-bit FIR coefficient with an n-bit input data, the result of

the multiplier is in 2n-bit. Therefore, the input bit-width of the adders before the

multipliers is n-bit, and the input bit-width of the adders after multipliers is 2n-bit.

As shown in Fig. 2.6 (b), two adders after multipliers and one multiplier are contained

in the critical data path of the proposed symmetric hybrid form. It is the same with

the length of the critical data path of hybrid form. But, the critical data path of the

proposed form is longer than that of the symmetric systolic form, because one of the

two adders contained in the critical data path of the symmetric systolic form is before

multipliers.
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2.2.2 Extension to Arbitrary-Tap FIR Filters

As mentioned in the previous subsection, the computation of four taps is contained

in one basic-unit of the proposed SHF. Therefore, FIR filters cannot be designed by

directly connecting the basic-unit of the proposed SHF together, if the tap number of

them is not multiple of four. To solve this problem, extended forms of the proposed

SHF for arbitrary-tap FIR filters are presented in Fig. 2.7. As shown in Fig. 2.7 (a),

when L=4, 8, 12, ..., 4k, the FIR filters can be designed by directly connecting the

basic-unit of the proposed SHF together. When L=1,5,9, ..., 4k+1, except the basic-

unit of the proposed SHF, an extra circuit is required for the left one-tap computation.

The basic-unit of the TF can be utilized here because the final circuit in basic-unit of

(a)

(b)

Figure 2.6: Optimization of the critical data path, (a) critical data path before opti-
mization and (b) critical data path after optimization (© [2020] IEEE).
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the proposed form is like the basic-unit of the SDF and connecting it by the basic-unit

of the DF or the SDF will increase one adder in the critical data path. When L=2,

6, 10, ..., 4k+2, the proposed design is shown in Fig. 2.7 (c), except for the proposed

basic-unit, an extra circuit is required for the computation of the left two taps. The

Figure 2.7: Proposed symmetric hybrid form for arbitrary-tap FIR filter implemen-
tations: (a) L = 4k, (b) L = 4k+1, (b) L = 4k+2 and (c) L = 4k+3 (© [2020]
IEEE).
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circuit shown in the green dotted box in Fig. 2.5 can be used here. When L=3,7,11,

..., 4k+3, the basic-unit of the DF and the circuit shown in the green dotted box in

Fig. 2.5 can be utilized for the left 3-tap computation, and the final result is shown

in Fig. 2.7 (d).

Therefore, regardless how many taps an FIR filter has, the proposed SHF can be

used to implement it and the critical data path in the proposed SHF only contains one

multiplier and two adders. Moreover, each register in the proposed symmetric hybrid

form needs to drive at most one register, one adder and one multiplier. In addition,

the latency between the input register and the output register in the proposed SHF

is only L+ 1 clock cycles, which is the minimum latency of an L-tap FIR filter.
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Table 2.2: Comparisons of hardware complexity for an L-tap FIR filter (© [2020]
IEEE)

FIR Register Adder Multiplier Latency Driving Critical
Form Number Number Number (clock cycle) Resources Data Path

SF [7] 3L− 1 L− 1 L 2L 1mul + 1reg 1mul + 1add
HF [7] L+ 1 L− 1 L L+ 1 2mul + 1reg 1mul + 2add
SSF [31] 3�L/2�+ 1 L− 1 �L/2� L+ 1 �L/2�add+ 1reg 1mul + 2add
SSF [32] 3L− 2 L− 1 �L/2� L+ �L/2� 1add+ 1reg 1mul + 2add

Proposed SHF 2L− 1 L− 1 �L/2� L+ 1 1mul + 1add+ 1reg 1mul + 2add

* The bit-width of adders are varied with methods.
* The input and output registers are included in the register number of each form.
* The latency indicates the number of clock cycles between the first valid output
sample and the first valid input sample is the latency.

2.3 Evaluation and Comparison Results

To prove the effectiveness of the proposed symmetric hybrid form, the implementation

and comparison results of various FIR filters are provided in this section.

2.3.1 Hardware Complexity

As a general form for arbitrary FIR filter designs, the hardware complexity of the

proposed symmetric hybrid form is compared with those of the systolic form [7], the

hybrid form [7] and the symmetric systolic forms [31]-[32]. And, the results are shown

in Table. 2.2.

Compared with the hybrid form, the proposed symmetric hybrid form adds extra

L − 2 registers to achieve the purpose of half-subtracting the number of multipliers

by the symmetry of coefficients. And compared with the systolic form proposed in

[32], the proposed form can save L − 1 registers. Except for the symmetric systolic

form proposed in [31], which has the driving ability problem, the proposed form is

the most economical in terms of required hardware resources. Moreover, the latency

of the proposed form is only L + 1 clock cycle, which is the limit of an L-tap FIR

filter. However, compared with the SSF proposed in [31]-[32], the critical data path

of the proposed SHF is longer because it contains one adder with a larger bit-width.
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Table 2.3: Implementation results of 16-tap and 512-tap 12-bit FIR filters in various
forms

L FIR 　 Delay 　 Area 　 Power　
　 (tap)　 　 Form　 (ns) 　 (um2)　 (mw)

SF [7] 6.9 352529 19.6
HF [7] 8.6 236924 13.8

16-tap SSF [31] 7.8 171489 13.3
SSF [32] 7.8 240810 18.2

　 Proposed SHF　 8.8 169850 11.8

SF [7] 6.9 11224875 359.1
HF [7] 8.8 7606045 208.8

512-tap SSF [31] 11.8 4632771 242.1
[32] 7.8 6915051 255.8

　 Proposed SHF　 8.9 5472521 184.4

2.3.2 Comparison Results of 16-tap and 512-tap FIR Filters

For evaluations and comparisons, 12-bit (include input data, output data and FIR co-

efficients) reconfigurable FIR filters in 16-tap and 512-tap are implemented by apply-

ing the proposed symmetric hybrid form and other existing forms. The corresponding

logic synthesis results are shown in Table 2.3, by utilizing the logic synthesis tool De-

sign Complier (Synopsys) with the library of Rohm 180nm, in which delay, area and

power consumption are the comparative issues. Power delay product, and area delay

product are compared and shown in Fig. 2.8, in order to present a more comprehen-

sive evaluation.

As shown in Fig. 2.8 (a), for the 16-tap FIR filters, the SSF [31] has the best

ADP and PDP, which is because 1) 16-tap is not large, 2) driving an adder is easier

than driving a multiplier and 3) compared with the SSF [32] and the proposed SHF,

the SSF [31] has the minimum number of registers. However, when the tap number

grows up to 512, due to the driving ability problem, the delay of the SSF [31] becomes

extremely long. Therefore, the corresponding PDP of SSF [31] becomes the worst of

the five forms.

Compared with the SF [32], it is obvious that the proposed SHF can improve the
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performance by reducing the number of registers and shortening the latency to only

L + 1 clock cycles. For the 16-tap FIR filters, the proposed SHF can not only save

29% of circuit area, 20% of ADP, 35% of power consumption and 27% of PDP, but

also reduce the latency of seven clock cycles. For the 512-tap FIR filters, the proposed

SHF can not only save 21% of circuit area, 10% of ADP, 28% of power consumption

and 18% of PDP, but also reduce the latency by 255 clock cycles. Compared with

the HF introduced in [7], the proposed SHF can achieve 28% of area saving, 27% of

ADP reduction, 12% of power saving and 11% of PDP reduction.

Figure 2.8: ADP and PDP comparisons in various 12-bit FIR filters, (a) 16-tap and
(b) 512-tap.
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2.4 Chapter Conclusion

In this chapter, a symmetric hybrid form is proposed as a structure-level optimization

method for FIR filters. Firstly, the existing forms and their problems are discussed.

Secondly, the proposed symmetric hybrid form for FIR filter to solve the problems of

the existing forms is presented. Finally, the evaluation results show that, compared

with the existing symmetric systolic form [32] and hybrid form [7], the proposed form

can achieve great area and power saving with PDP and ADP improvement and latency

reduction, which clearly shows the improvement in performance and efficiency of the

proposed method. In conclusion, the proposed symmetric hybrid form is the most

suitable in the implementation of high-order FIR filters for high-speed and real-time

applications.



Chapter 3

Unit-Level Optimization

This chapter introduces the existing unit-level optimization methods and discuses

their problems. As a solution, an approximate computing-based unit-level optimiza-

tion method of unit-level is proposed.

The content of this chapter is shown as following. Section 3.1 discusses the exist-

ing unit-level optimization methods and shows the necessity of the optimization in

the adder tree of an FIR filter. And, as an effective solution of unit-level optimiza-

tion, approximate computing-based methods are also introduced. Section 3.2 shows

the proposed faithfully truncated adder-based (FTA-based) unit-level optimization

method. Section 3.3 presents the static error analysis and the optimization meth-

ods of the proposed FTA and FTA tree. Section 3.4 and 3.5 evaluate the proposed

method with uniformed distributed random input and ECG signals to show the im-

provement of the proposed method. Finally, Section 3.6 gives the concluding mark of

this chapter.

26
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3.1 Existing Unit-Level Optimization Methods

As mentioned in the previous chapter, an FIR filter is mainly implemented either

in direct form or in transpose form as shown in Fig. 2.1. In an FIR filter, input

data is multiplied by a series of FIR coefficients. And then, the results of multipliers

are accumulated to generate the output data. As a result, a large number of the

MAC operations are required in FIR filters, which leads to very high computation

complexity. For this reason, various high-efficiency FIR designs and algorithms [33]-

[42] in the unit-level have been proposed in the past decades.

Since the FIR coefficients are usually pre-determined and fixed, which can be

viewed as constants, the general multipliers in an FIR filter can be replaced by mul-

tiple constant multipliers (MCM) which contain only shift-and-add operations for

the purpose of area saving and power reduction [35]. Moreover, if combined these

MCMs with the methods of canonical signed digit (CSD) [35]-[38], the number of the

shift-and-add operations can be reduced by ensuring no consecutive non-zero bits,

and further design cost reduction can be achieved. As an example, Fig. 3.1 gives the

corresponding MCM and CSD-based MCM operations of a 4-bit coefficient and the

input data X(t).

As the result of the existing multiplication optimization, it was reported in [35],

[38], [40] and [41] that in the state-of-the-art fixed FIR filter implementations, the

structural adder tree block occupies more than 50% of the power consumption and

the circuit area. For this reason, several unit-level optimization methods have been

Figure 3.1: Operations of coefficient = 2b’0111, (a) MCM and (b) CSD-based MCM.
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proposed for improving the efficiency of the adder tree block [41]-[42]. However, these

techniques achieve only marginal benefits, because either the total number of adders

or the complexity of additions cannot be greatly reduced.

Since the approximate computing-based methods such as those proposed in [35],

[43] and [44] are effective ways in efficiency improvement while at the cost of accuracy

loss, it seems that if approximate computing can be successfully applied to the FIR

filter designs, delay and design cost can be further reduced.

For the above reasons, an error-controllable approximate computing method-

based adder tree is proposed as a unit-level optimization method for improving the

area/power-efficiency of FIR filters while without causing an unacceptable accuracy

loss.
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3.2 FTA Based FIR Filter Design

The proposed faithfully truncated adder (FTA) -based FIR filter design is shown in

Fig. 3.2, which is built on the top of state-of-the-art CSD-based FIR filter designs.

The CSD-pattern multiplication block proposed in [37] was adopted due to its low-

power consumption and small-circuit area. The structural adders (SAs) are replaced

by shorter bit-width adders called faithfully truncated adders.

Typically, as mentioned in the previous chapter, an L-tap FIR filter consists of

L multipliers, L − 1 adders, and L + 1 registers (including registers for storing the

input data and output data), therefore the hardware resources required in FIR filter

designs depends on the number of taps (L) and the bit-width of input/output data

and FIR coefficients for a required accuracy. Due to the requirement of accuracy in the

frequency domain, L is generally assumed to be large, which incurs a large silicon area

and leads to significant power consumption as well. Therefore, the number of registers

and SAs needed in the accumulation block increases linearly with the order of the

FIR filter. Moreover, in an FIR filter, the accumulation process leads to the increase

of the bit-width of the corresponding registers and SAs. However, the final output

Figure 3.2: Proposed n-bit faithfully truncated adder-based FIR filter design with
CSD-pattern multiplier block (Copyright (c) 2020 IEICE, [34] Fig. 2).
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data of the FIR filter has the same bit-width as the input data, which indicates the

possibility of bit-width reduction of SAs for area/power-efficiency improvement while

minimizing the output accuracy loss. Therefore, the analysis and the optimization

method of static error will be discussed in the following for the proposed FTA-based

FIR filter designs.
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3.3 Static Error Analysis and Optimization

As shown in Fig. 2.1 and mentioned in the previous chapter, when considering an

L-tap n-bit FIR filter, typically, the addition is performed by adding L 2n-bit data

from L multipliers, while only the most significant n bits in the result of the adder

tree will be finally output [44]. Due to its bit-width is different between the input

data and output data of the adder tree, the least significant n bits of the input data

of adders (i.e., the outputs of multipliers) cause significant power consumption and

need large circuit area for computation while having little effects on the final output,

which can be effectively explored for further power consumption reduction and circuit

area saving.

As show in Fig. 3.2, three kinds of adders can be utilized for adder tree unit

designs, they are 2n-bit normal adder, n-bit adder truncated adder [50] and (2n−k)-

bit truncated adder, respectively. When shorter adders are used in the adder tree,

lower power consumption and smaller circuit area can be achieved while with higher

accuracy loss. Therefore, with the considerations of area saving and power reduction

with acceptable accuracy loss, an improved adder tree design with the truncated adder

for area/power-efficient FIR filter designs is proposed in this section. The problem

that needs to be solved can be defined as how to determine the bit-width of the

adders utilized in the adder tree shown in Fig. 3.2(c) (i.e., the method to determine

the largest truncated bit-width (k)) for various FIR designs to get significant area

saving and power consumption reduction while meeting the accuracy loss constraint.

According to [44], the average accuracy loss of FIR filter designs should be smaller

than one unit of last place (ulp), which is defined as the weight of the least signif-

icant bit (LSB) in the output. Therefore, ulp is utilized as the unit of accuracy

measurement.

In the following, static error analysis of both the single individual truncated adder

and the truncated adder tree will be performed. And then, an accuracy/efficiency-

optimal truncated adder tree configuration method for the L-tap n-bit FIR filter will

be presented.
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3.3.1 Error Analysis of Individual Truncated Adder

Assuming that the inputs of an adder are in 2n-bit, for a (2n−k)-bit truncated adder,

the least significant k bits of each 2n-bit input will be truncated, and only the most

significant (2n−k)-bit of the inputs are added together. As a result, the 2n-bit adder

is now changed to the (2n − k)-bit adder shown in Fig. 3.2 (c), in which power and

area efficiency can be improved due to the reduction of bit-width. In addition, it also

slightly helps to raise the speed of addition. However, due to the truncated bits, the

accuracy loss will occur.

As shown in Fig. 3.3, in the following, the most significant n bits, the middle (n−k)

bits, and the least significant k bits in a 2n-bit input are indicated as important bits

(IBs), middle bits (MBs) and truncated bits (TBs), respectively. The shaded parts in

Fig. 3.3 are the computations of bits that we want to eliminate or truncate for area

saving and power reduction.

From Fig. 3.3, it is very clear that, if the least significant k bits in the 2n-bit

inputs are truncated, 1 ulp error in the final n-bit output would occur when the

generated carry of MB adder (CMB) produced by the original generated carry of TB

adder (CTB) and affects the final n-bit output.

First, the probability of the carry generation by truncating k bits in the k-bit TBs

Figure 3.3: Three possible adder designs with various bit-width for FIR filters, (a)
normal adder, (b) truncated adder and (c) proposed truncated adder (Copyright (c)
2020 IEICE, [34] Fig. 3).
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adder can be calculated as the following equation:

pC TB(k) = (2k − 1)/2k+1 (3.1)

Next, the probability of the generated carry of TBs adder(CTB) will propagate through

the (n− k) bits MBs adder and generate a carry (CMB) to affect the LSB of the final

n-bit output causing one ulp error. Considering the MBs adder shown in Fig.3.3,

if the bit-width of MBs is one (i.e., n-k=1), when the addition of MBs is 1 + 1, no

matter 0 or 1 the (CTB) from the TBs adder is, a carry (CMB) will be generated by

the MB adder. Similarly, if the addition of MB is 0 + 0, no matter the CTB is 1 or

0, no carry will be generated in the MB adder. Only when the addition of MB is

1 + 0, the carry from the TBs adder will affect the carry of MB adder. Taking these

into consideration, for a (n− k)-bit MBs adder, the probability for a generated carry

from TBs propagated through the (n − k)-bit MBs adder and affecting the LSB of

the n bits output causing one ulp error can be calculated through Equation (3.2) and

expressed in following.

Figure 3.4: Details of (2n− k)-bit Truncated Adder (Copyright (c) 2020 IEICE, [34]
Fig. 4).
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pC MB(k) =
(2k − 1)

2k+1
× 1

2n−k
=

2k − 1

2n+1
(3.2)

3.3.2 Error Analysis for Accuracy-Area Optimization

From the discussion of the previous subsection, it is easy to calculate the probability

of error in an individual truncated adder. However, in FIR filter designs, generally,

there are more than two outputs from multipliers, and they would be added together

by applying an adder tree. Therefore, the error analysis for an adder tree using

identically truncated adders is performed in this work. For example, in a small 6-tap

FIR filter with n-bit inputs, n-bit coefficients and n-bit outputs, the adder tree has 5

identical individual adders which perform the addition of 6 independent 2n-bit inputs

to generate one n-bit output as shown in Fig. 3.4, in which the equivalent adder tree

unit with IB, MB, and TB adder trees are also shown. The carries generated by MBs

and TBs adder tree blocks are indicated as CMB and CTB, respectively. It should be

noted that, unlike a single individual adder, for an adder tree block, the bit-width

of generated carries (i.e., CMB and CTB) is not in one bit but depends on the tap

number of FIR filters. To analyze the error in the final result, carries generated by

Figure 3.5: A 6-tap n-bit adder tree block with the equivalent representation (Copy-
right (c) 2020 IEICE, [34] Fig. 5).
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TBs adder tree block that will affect the final n bits output should be considered.

According to Equation (3.1), the probability of a carry generation in each individ-

ual k-bit adder is (2k−1)
2k+1 , therefore the probability (P(k,N,L)) of each generated carry

(N) in the TBs adder tree can be expressed as

P(k,N,L) = CN
L−1 × (

2k − 1

2k+1
)N × (1− 2k − 1

2k+1
)L−N−1 (3.3)

where k and L indicates the truncated bit length and the tap number, respectively,

and N is the possible generated carries in the ranging of 0 to L− 1. Because the bit-

width of the MBs adder tree in this work is (n−k), the conditions of the relationship

between n− k and N will be discussed in the following.

Firstly, assuming N < 2n−k (i.e., the carries (N) generated in TBs adder tree

is less than 2n−k), the generated carries (N) cannot directly affect the final n-bit

output; however, it might be combined with the addition of corresponding MBs to

generate a carry to affect the LSB of the final n-bit output causing one ulp error.

The carriers generated in the TBs addition (N) can affect the LSB of the final n-bit

output requires that the sum of the MBs should be larger than 2n−k − N , and then

the probability of error (1 ulp) generation in the final n-bit output can be calculated

as:

P1ulp =
N

2n−k
× P(k,N,L) (3.4)

Next, assuming N is greater than or equal to 2n−k, because the TBs adder tree

consists of L − 1 k-bit adders, the carries (N) generated in TBs adder tree in the

range of 0 to L − 1. If N ≥ 2n−k, the part beyond MBs (i.e. �N/2n−k�) in the

generated carries (N) will directly affect the final n-bit output and cause �N/2n−k�
ulp errors. Now, rewrite N as N1 + N2, where N1 = 2n−k × �N/2n−k� and N2 =

N − 2n−k × �N/2n−k�. If N1 ≥ 2n−k, which means the part beyond MB exists, and

the number of this part is �N/2n−k�, it will directly affect the final n-bit output and

cause �N/2n−k� ulp errors. On the other hand, N2 (the part in the range of MB)
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can lead to at most one ulp error when the sum of MBs and N2 would generate a

carry to affect the LSB of the output. Therefore, the possible errors generated in the

final n-bit output are in the following two situations: 1) �N/2n−k� ulp, when only N1

affects the LSB of the final n-bit output and causing errors; or 2) �N/2n−k�ulp, when
both N1 and N2 affect the LSB of output and contribute to the final errors.

For situation 1, it requires that the sum of MBs addition should be less than

2n−k −N2, and the probability of �N/2n−k� ulp error can be calculated as:

P� N

2N−k � =
2n−k −N2

2n−k
× P(k,N,L)

= (1− N − 2n−k × � N
2n−k �

2n−k
)× P(k,N,L) (3.5)

While for situation 2, because both N1 and N2 affect the output and contribute to

the final errors, the sum of MBs addition must be greater than 2n−k−N2. And then,

the probability of �N/2n−k�ulp error can be calculated as following:

P� N

2n−k �ulp =
N2

2n−k
× P(k,N,L)

=
N − 2n−k × � N

2n−k �
2n−k

× P(k,N,L) (3.6)

In Equations (3.5) and (3.6), P(k,N,L) can be calculated according to Equations (3.2)

and (3.3). And then the expected error of L inputs adder tree with k-bit truncation

can be expressed as following:

Ek−bit =
L−1∑
N=1

{� N

2n−k
�P� N

2n−k � + � N

2n−k
� × P� N

2n−k �} (3.7)

Therefore, for an L-tap n-bit input coefficients and output FIR filter, with the required

accuracy (Ek−bit) ulp, the greatest k can be determined by Equation (3.7), which can

be used for power consumption and circuit area minimization to improve the efficiency

of the circuit.
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3.4 Evaluations of Uniformly Distributed Random

Inputs

To check the correctness of the static error analysis for the proposed unit-level opti-

mization method by the proposed FTA-based adder tree for FIR filter designs, the

mathematic calculation results and the exhaustive simulation results with 100 thou-

sand uniformly distributed inputs for a 6-tap 12-bit FIR filter are presented and

compared in Fig. 3.6, where the truncated bits (k) are in the range of 8 to 12. The

simulation results are in good agreement with the proposed mathematic analysis.

Moreover, it can be observed from Fig. 3.6 that, if the requirement of accuracy loss is

set to be less than one ulp, mostly, 10 bits can be truncated. Therefore, the optimal

bit-width of the adder tree blocks can be determined theoretically with the proposed

static error analysis method. And, a significant reduction in the power consumption

and saving in the circuit area can be achieved by applying the proposed FTAs.

Figure 3.6: Simulation vs. analysis for uniformly distributed random inputs in a 6-tap
12-bit FIR filter (Copyright (c) 2020 IEICE, [34] Fig. 6).
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Table 3.1: Implementation results of various FIR filter designs (Copyright (c) 2020
IEICE, [34] Table 1)

FIR Tap n Design Delay Area Area Power Power
Filter (L) (bits) Methods (ns) (um2) Reduction (mw) Reduction

MIRZAEI10 06 6 16 Normal adder 14.66 21634 0.85
[45] Proposed (k = 15) 11.81 15528 28.2% 0.75 11.8%

MIRZAEI10 13 13 16 Normal adder 14.61 34536 1.46
[45] Proposed (k = 14) 12.56 22302 35.4% 1.09 25.3%

MIRZAEI10 28 28 16 Normal adder 14.20 153358 7.66
[45] Proposed (k = 13) 13.53 110267 28.1% 5.70 25.6%

MIRZAEI10 61 61 16 Normal adder 15.63 336353 15.39
[45] Proposed (k = 12) 14.11 241959 28.1% 12.11 21.3%

MIRZAEI10 119 119 16 Normal adder 16.58 637217 27.68
[45] Proposed (k = 11) 15.81 440117 30.9% 19.94 27.9%

MASKELL07 A108 108 9 Normal adder 12.98 296165 15.72
[46] Proposed (k = 4) 12.16 246304 16.8% 13.67 13.0%

DAMPS 279 279 12 Normal adder 16.22 974163 44.57
[49] Proposed (k = 6) 15.55 765912 21.4% 36.59 17.9%

*: k is determined when Ek−bit <= 1ulp in all the FIR filter designs

To further evaluate the proposed method with hardware implementation, seven

fixed STF FIR filters in [45]-[46], [49] with a various number of taps (in the range of

6 to 279) and bit-widths (9-bit, 12-bit and 16-bit) are implemented in this work by

utilizing the logic synthesis tool Design Complier (Synopsys) with the library of Rohm

180nm. By utilizing this large set of FIR implementations, a fair comparison can be

performed for the effectiveness evaluation of the proposed unit-level optimization

method. All the FIR designs are implemented by utilizing the FTA-based design as

shown in Fig. 3.2, where the CSD multiplier block proposed in [37] is applied for area

reduction of multipliers.

Table 3.1 shows the evaluation results of seven fixed STF FIR filters implemented

with the normal adder unit and the truncated adder unit in terms of delay, area and

power consumption. In the proposed method, the maximum number of the truncated

bits (k) is calculated by Equation (3.7) to make sure that Ek−bit is less than 1 ulp
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to guarantee the accuracy requirement. It can be observed from Table 3.1 that the

circuit area can be saved up to 35.4% and power consumption can be reduced up to

27.9% by applying the proposed optimal FTA designs.

Moreover, the corresponding PDP, ADP reductions and the ratio of truncated

bits in the adder tree are shown in Fig. 3.7. The first five designs are all in 16-bit,

but with increasing tap numbers. From Fig. 3.7, it can be observed that the ADP

reduction matches the corresponding bit-width reduction. The bit-widths that can be

truncated by the proposed method is decreased with the increasing of tap numbers,

while still more than 34.4% bit-widths in the adder trees can be reduced. It is clearly

shown that the proposed FTAs can achieve significant power and area reduction while

meeting the specified requirement of accuracy.
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Figure 3.7: Results on ADP and PDP reductions with the ratio of truncated bits in
the proposed FTA-based unit-level optimization method (Copyright (c) 2020 IEICE,
[34] Fig. 7).
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3.5 Evaluations of Normally Distributed ECG Sig-

nals

To evaluate the effectiveness of the proposed FTA-based unit-level optimization method

with normally distributed inputs, a fixed 6-tap FIR filter for removing the power-line

noise in the electrocardiogram (ECG) signal is implemented. The multiplier unit in

this FIR filter utilizes the CSD method proposed in [37] and the adder unit is designed

with the proposed FTA-based method. The FIR filter is implemented by utilizing

the logic synthesis tool Design Complier (Synopsys) with the library of Rohm 180nm.

The corresponding input signal is a 10 second raw ECG data (fs=360 Hz, 12-bit) from

file ‘100.dat’ of MIT-BIH arrhythmia database [51] contaminated with synthetic noise

(i.e., 50 Hz power-line noise).

3.5.1 Implementation and Evaluation Results

Firstly, in Fig. 3.8, the amplitude-frequency response of the proposed FTA-based

FIR filter with k=10 is shown as an example and the corresponding standard results

from MATLAB is also shown for comparison. It can be observed that the power-line

noise in 50 Hz is successfully removed, and the FIR filter with the proposed design

can achieve nearly perfect accuracy even with 10 bits truncated in every adder for

normally distributed ECG signals. It should be noted that the number of truncated

bits (k) is equal to 10 according to Equation (3.7) in the proposed method while the

MATLAB result is obtained after performing 32-bit floating point calculations.

The output waveforms generated by the FIR filter design utilizing the proposed

FTA tree with a various number of truncated bits (in the range of 8 to 12) are

shown in Fig. 3.9, in which seven waveforms with different heights are presented for

visibility improvement. In Fig. 3.9, the standard waveform indicates the result that is

obtained from MATLAB with 32-bit floating-point calculations, and the normal adder

waveform indicates the result with normal adder tree (i.e., no truncated bits (k = 0)

in Fig. 3.9), respectively. From the figure, it can be observed that the standard

result obtained from MATLAB provides the smoothest curve by eliminating the 50
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Hz power-line noise and 32-bit floating-point calculations. Compared with the results

of the proposed FTA tree-based FIR filters, there is no obvious difference between the

standard implementation with a normal adder tree and the proposed FTA tree-based

design.

To check the accuracy loss due to the errors generated by utilizing the truncated

adder tree, Maximal Absolute Error (max(E)) and Mean Absolute Error (MAE (Ē))

are applied for quantitative error evaluations in the following.

Figure 3.8: Evaluation of the amplitude-frequency response of the proposed FTA tree-
based FIR filter design and MATLAB results for normally distributed ECG signals,
where in the proposed method, the number of truncated bits (k) is equal to 10; and
the result of MATLAB is obtained after performing 32-bit floating point calculations
(Copyright (c) 2020 IEICE, [34] Fig. 8).
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Ē =
1

S

S∑
t=1

(Z(t)− Y (t)) (3.8)

and

max(E) = max(Z(t)− Y (t)) (3.9)

in which, Y (t) and Z(t) indicate the FTA-based designs with various truncated bits

(k) and standard signal-based design, respectively. S is the total number of input and

output ECG signals which is equal to 3600 in this experiment. The results of error

evaluation of FTA-based designs with various truncated bits are shown in Fig. 3.10.

According to this figure, the Maximal Absolute Error (max(E)) is one ulp for k=8 and

Figure 3.9: The output ECG waveforms of 6-tap FIR filters with various truncated
adders (Copyright (c) 2020 IEICE, [34] Fig. 9).
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Table 3.2: Implementation results of the 6-tap FIR filters with various truncated bits
and the existing optimized GeAr (16,8,0) [43]-based FIR filter for 10 second normally
distributed ECG signals (Copyright (c) 2020 IEICE, [34] Table 2).

FIRs with 　Delay　 Area 　 Power　 σ
　 FTA/GeAr　 (ns) 　 (um2)　 (mw) 　 (ulp)　
FTA (k = 12) 8.32 13608 0.93 0.70
FTA (k = 11) 8.38 14253 1.00 0.42
FTA (k = 10) 8.65 14925 1.01 0.32
FTA (k = 9) 8.94 15580 1.19 0.29
FTA (k = 8) 9.32 16263 1.25 0.29
FTA (k = 0*) 10.15 21112 1.36 0.29

　GeAr(16,8,0) [43]　 8.24 16347 1.32 9.81

*: FIR filter design with normal adders

9 FTA-based FIRs, and when k is less than 10 bit, the MAE(Ē) is less than one ulp

which completely matches the mathematical analysis presented in Subsection 3.3.2

and shows that the proposed method can be effectively applied to both the normally

distributed ECG signals and the uniformly distributed random inputs. Moreover, the

error occurrence results in each FTA-based design with different k are provided in

Fig. 3.11, which further confirms the results of max(E) and Ē as shown in Fig. 3.10.

In addition, to numerical analysis applying Ē and max(E), σ is introduced to

evaluate the error variation around MAE(Ē), which is calculated as:

σ =

√√√√ 1

S

S∑
t=1

(X(t)− Y (t)− Ē)2 (3.10)

in which, Y (t) and X(t) indicate the results of the FTA tree-based FIR filter designs

with various truncated bits (k) and the result obtained from MATLAB with 32-bit

floating point calculations, respectively. As mentioned before, S is the total number

of ECG signals in this experiment and is equal to 3600. In this work, σ is applied

to describe the error variation around Ē. As shown in Fig. 3.12, when compared

with the result generated by MATLAB with 32-bit floating point calculations, error
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variations exist even in the normal adder-based design (k = 0). Considering the

proposed FTA-based FIR filter designs, when k is small (i.e., k <= 10), compared

with the normal adder-based design (k = 0) the error variation is very small. This

can also be observed from the waveforms shown in Fig. 3.9, in which the difference

between the corresponding waveforms is little. With the growth of the truncated bits

(i.e., k is increasing), the error variation grows significantly larger, and this is also

proved in Fig. 3.11 where the error range increases significantly with the increased k.

The corresponding implementation results of the proposed FTA tree-based FIR

filter designs with truncated bits (k) in the range of 8 to 12 are shown in Table 3.2,

which shows that significant circuit area saving and power consumption reduction can

be achieved by the proposed method. As an example, when k = 10, up to 29.3% area

saving and 25.7% power reduction can be achieved while guaranteeing the output

accuracy (i.e. Ē is smaller than 1 ulp) for processing the normally distributed ECG

signals.

Figure 3.10: Error evaluation results of ECG signals with various truncated adders
(Copyright (c) 2020 IEICE, [34] Fig. 10).
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3.5.2 Comparisons of Approximate-Computing-Based Meth-

ods

GeAr was proposed in [52] as a generic accuracy configurable adder design method,

which can be expressed in the form of GeAr(n,R,P ) where n is the number of input

bits, R is the number of adoption bits and P is the number of bits that is used

to predict the internal carry. As a design model, GeAr is effective in design-space

exploration for power/area-efficient adder designs, with a low error rate, however

the error magnitude might be very large. And then an optimized GeAr design is

proposed in [43]. According to [43], considering power consumption, circuit area and

error, the GeAr(16,8,0) adder tree-based FIR filter design has the best performance.

Therefore, the GeAr(16,8,0) adder has been implemented in the previous 6-tap FIR

filter for further evaluation, and the result is also shown in Table 3.2. Moreover, the

Figure 3.11: Error occurrence in various FTA-based FIR filters (Copyright (c) 2020
IEICE, [34] Fig. 11).
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comparison of the output waveform is shown in Fig. 3.13.

As shown in Table 3.2, compared with the GeAr(16,8,0) [43]-based FIR filter, the

proposed FDA tree-based FIR filter (k=10) can save 8.7% of circuit area and reduce

19.7% of PDP. Moreover, the proposed method can achieve a 30.7X improvement

Figure 3.12: Error variations in various FTA-based FIR filters (Copyright (c) 2020
IEICE, [34] Fig. 12).

Figure 3.13: Waveform comparison (Copyright (c) 2020 IEICE, [34] Fig. 13).
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of σ, which clearly shows the improvement of accuracy over the design proposed

in [43]. It can also be confirmed according to the output waveforms shown in Fig.

3.13. Compared with the GeAr-based FIR filter, a more smooth output waveform

can be generated by the proposed FTA-based FIR filter, which clearly shows the

improvement of the proposed method.
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3.6 Chapter Conclusion

This chapter proposed a faithfully truncated adder-based unit-level optimization

method for area/power-efficient FIR filter implementation with the predefined output

accuracy.

After discussing the existing unit-level optimization methods, a generic methodol-

ogy for error probability analysis of the truncated adder was presented. Then, based

on the error probability, how to determine the width of truncated adder blocks for

various FIR filters for area/power-efficient designs while meeting the accuracy loss

constraint was presented. Evaluation results showed that a significant reduction in

area and power can be achieved with the proposed FTA-based FIR design. As a

case study, a fixed 6-tap FIR filter was implemented for electrocardiogram (ECG)

signal filtering, and both the numerical analysis and the hardware implementation

results showed the effectiveness of the proposed method. The proposed method can

effectively support both high-performance and low-cost applications with FIR filters

that does not require high accuracy.



Chapter 4

Bit-Level Optimization

An adder-segmentation-based bit-level optimization method is proposed in this chap-

ter for high-performance and high-efficiency FIR filter designs.

This chapter is organized as follows. Section 4.1 introduces the necessity of bit-

level optimization and the existing research on bit-level optimization. Section 4.2

and 4.3 present the proposed bit-level optimization method. And then Section 4.4

evaluates the proposed method. Finally, Section 4.5 summarizes the contents of this

chapter.

50
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4.1 Existing Research and Its Problem

As mentioned in the previous chapter, to meet the demand for high-quality signal

processing, the bit-width of digital signals is getting larger and larger, which requires

long bit-width registers, multipliers and adders for FIR filter designs. It means the

delay, circuit area and power consumption of these FIR filters will be very large.

There are two directions for solving those problems. First, the direction of speed

up the computation of FIR filter, such as the methods of parallel processing [26], [37],

[47]. Second, the direction of area/power-efficiency improvement by reducing the

circuit area and power consumption such as the existing and the proposed unit-level

optimization methods presented in Chapter 3. However, the hardware complexity

of the paralleled methods is also very high and the unit-level optimization methods

are focused on optimizing the multiplier block or adder tree block but not both

of them. Moreover, the FTA tree-based FIR filter design proposed in the previous

chapter has accuracy loss, which makes it not suitable for systems with high precision

requirements.

In order to optimize both multiplier block and adder tree while without accuracy

loss to support the high-performance and high-efficiency applications, a bit-level op-

timization method is proposed in [41] for FIR filter designs by inserting a register

in the middle position of every adder in the adder tree and the last adder in every

multiplier to shorting the critical data path for performance improvement. However,

the method proposed in [41] can not effectively support the common sub-expression

elimination (CSE) [39], [49] or CSD-based MCM designs. Therefore, this chapter

proposes an adder-segmentation-based bit-level optimization method for improving

the performance and area/power-efficiency to support FIR filters with various MCM

designs.
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4.2 Basic Idea of Adder-Segmentation-Based Bit-

Level Optimization

The STF FIR filter with CSD pattern multipliers as an area/power-efficient FIR

implementation is shown in Fig. 4.1 and can be divided into four parts that are

pattern block (PB), bit shifter (BS), the addition of multiplier block (AMB) and

adder tree block (ATB) from the input side to the output side. The operations of

these blocks are shown in Fig. 4.2, in which PB calculates three CSD patterns,

AMB finishes the multiplication of FIR coefficients by shifting and adding the CSD

patterns generated by PB, and ATB adds the results of AMB together to get the

final output of an FIR filter. The circuit complexity is mainly generated by the

PB, AMB and ATB because the BS only contains wire connections. According to

the CSD pattern-based methods [37], the results of PB are stored in the registers

after. Therefore, the delay of these CSD pattern-based FIR filter implementations

is determined by the computing complexity of AMB and ATB blocks. As explained

previously, the addition of redundant bits causes a limited effect on the accuracy of

the output, while leading to a large circuit area and power consumption overhead and

long delay. The FTA tree-based unit-level optimization method proposed in Chapter

3 is a promising way for delay/area/power reduction. To avoid the accuracy loss

generated by the FTA tree-based designs and to optimize both the multiplier block

and the adder tree, this chapter proposes a simple but effective method for delay

reduction through segmenting all adders in AMB and ATB as shown in Fig. 4.3. In

the proposed design, the adder tree after bit shifter (BS) is divided into two blocks,

such as the high bit addition block (HB block) and the low bit addition block (LB

block). The HB block and the LB block can complete their additions independently,

and then the results generated by the HB addition can be added with the carries

presented by the LB block to get the final n-bit output.

Therefore, no accuracy loss will be caused in the proposed design based on adder-

segmentation. Moreover, it should be mentioned here that, if some accuracy loss is

allowed, the proposed method can also support the truncated adder-based design for

further power consumption reduction through LB block gating.
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Figure 4.1: CSD-based STF FIR filter.



CHAPTER 4. BIT-LEVEL OPTIMIZATION 54

(a)

(b)

(c)

Figure 4.2: Operation of each block FIR filter design in Fig. 4.1, (a) PB, (b) AMB
and (c) ATB.
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Figure 4.3: FIR filter with the proposed adder-segmentation-based bit-level optimiza-
tion method.
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4.3 Adder Segmentation Optimization

To balance the delay distribution of the proposed adder-segmentation-based filter

designs, determining the bit-widths of the HB block and the LB block is necessary.

Therefore, an optimization method for adder segmentation is proposed in this section.

Fig. 4.4 introduces the operations and the corresponding circuits of one tap in a

CSD-based STF FIR filter. Fig. 4.4 (a) is the existing method with the operations

on the left side and the corresponding circuit on the right side. Fig 4.4 (b) shows the

proposed method with the operations on the top and the corresponding circuit at the

bottom. Assuming the bit-width of the LB block is k, an optimal k determination

method is proposed to balance the delay between the HB block and the LB block for

maximizing the performance of the proposed method.

The CSD-based STF FIR filter design is considered here because the CSD pattern

multiplier is a start-of-the-art technology for efficient MCM designs in a fixed FIR fil-

ter implementation. According to [35]-[37], the CSD code has no continuous non-zero

bit. Therefore, the most complicated n-bit coefficient coded by CSD-based methods

will be“±00±00±00...”or“±0±0±0±0...”, in which“±”means plus or minus input

data (X(t)) after shifting corresponding bits, and“±0±”means (±X(t) << 2)±X(t)

(i.e., ±3X(t) or ±5X(t)). All the CSD codes can be expressed with ± and the CSD

patterns 3X(t) or 5X(t) [36]-[37]. The multiplication of a n-bit FIR coefficient is

performs as “±(X(t) << (n − 1)) ± (X(t) << (n − 4)) ± (X(t) << (n − 7))...”

or “±(3X(t), 5X(t) << (n − 3)) ± (3X(t), 5X(t) << (n − 7)) ± (3X(t), 5X(t) <<

(n − 11))...”. Therefore, due to these characteristics of the CSD pattern-based mul-

tiplier block, at most, �n/3� − 1 adders in AMB are necessary for a single FIR

coefficient.

On the other hand, since the above operations in the AMB are divided into the

HB block and the LB block by segmentation, the adders in the HB block part are

in 2n − k bits. On the other hand, due to the generated carriers of the adders in

the LB block, the largest bit-width of the adders in the LB block part should be

in k + �log2�n/3�� bits. There are L − 1 adders in the ATB of L-tap FIR filters.

The addition in the HB block does not generate any carries due to the properties of
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linear FIR filters. Therefore, the adders in the HB block are all in (2n − k) bits, no

matter in ATB or AMB. And, the inputs of the LB blocks in the ATB are all coded

by (k + �log2�n/3��) bits. Due to the carries needing to be correctly generated by

the adder tree located in ATB, the adder tree of a L-tap FIR in the LB block needs

extra log2L bits for the generated carries. As a result, the bit-width of the largest

adders in the LB block is (k + �log2�n/3��+ log2L). Therefore, to balance the delay

of the LB block and the HB block for circuit speedup, the bit-width of the adders in

the HB block should be equal to the bit-width of the largest adder in the LB block

as following:

k + �log2�n/3��+ log2L = 2n− k

And then, the optimal k should be:

k =
2n− �log2�n/3�� − log2L

2
(4.1)

Through this equation, the optimal k can be generated.
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Figure 4.4: The operations and the corresponding circuits of one tap in (a) the existing
CSD-based FIR filter and (b) the proposed adder-segmentation-based FIR filter (©
[2019] IEEE).
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4.4 Evaluation

To evaluate the performance, the 6-tap fixed CSD-based STF FIR filter proposed

in the previous chapter with 12-bit input output and 12-bit FIR coefficients was

implemented with the design proposed in [37] and the proposed adder-segmentation

method.

Table 4.1 shows a set of evaluation results on delay, circuit area and power con-

sumption with various LB block bit-widths (k). The baseline design is the CSD-based

STF FIR filter proposed in [37] (with k = 0 in Table 4.1). According to Equation

(4.1), in the proposed method, when L = 6 and n = 12, the optimal k is 9. However,

the implementation results in Table 4.1 show that the fastest design is obtained when

k = 8. The reason for this difference is that the most significant bit of the data

generated by the applied FIR coefficients in the HB is always“ 0”. Therefore, in

this specific case, the optimal k is not the same as the result from Equation (4.1).

According to the implementation results in Table (4.1), when k = 8, the delay is

reduced from 9.93 ns to 6.20 ns. By applying the proposed bit-level optimization

method of this chapter, up to 39.8% reduction in delay can be achieved with 11.0%

additional circuit area.

The proposed bit-level optimization method can be applied to most existing

structure-level and unit-level designs for FIR filters. But as the previous analysis

shows, the effectiveness of speed-up of the circuits is related to the ratio of the bit-

width of the carry information in the LB block to the bit-width of input/output

signal and FIR coefficients. When considering the complexity of multiplication, the

proposed method is more suitable for designs with start-of-the-art unit-level opti-

mization methods for the multiplication block of an FIR filter such as CSE or CSD

[35]-[37], [39], [49] than ordinary MCMs with binary-multiplier-based designs, because

of the fewer additions in the AMB. Thus, it can lead to shorter bit-width of carry

information. For a similar reason, it should be mentioned that the proposed bit-level

optimization method is not suitable for FIR filters with a large number of taps, be-

cause the bit-width of the carry information in the LB block increases with the tap

number.
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Table 4.1: Evaluation results with various k-bits in the proposed adder-segmentation-
based FIR filter designs (© [2019] IEEE)

k Delay 　Area　 Power EDP EDP Reduction　ADP　ADP Reduction
(bit) (ns) (um2) (mw) (ns2mw) (%) (um2ns) (%)

0* 9.93 22947 1.45 142.98 - 227864 -
6 6.65 25669 2.70 119.40 16.5 170699 25.1
7 6.42 25553 2.87 114.58 19.9 164050 28.0
8 6.20 25466 2.87 110.32 22.8 157889 30.7
9 6.65 25792 2.67 118.07 17.4 171517 24.7
10 7.17 25375 2.47 126.98 11.2 181939 20.2
11 7.59 25169 2.29 131.92 7.7 191033 16.2

　 12　　 8.09　 24743 　 2.11　 138.10 3.4 200171 12.2

*The baseline design for k=0 indicates the CSD-based STF FIR proposed in [37]
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4.5 Chapter Conclusion

A bit-level optimization method for FIR filter design is proposed in this chapter.

After discussing the necessity and the existing bit-level optimization methods, an

adder-segmentation method is proposed to shorten the critical path for performance

improvement. And then explains how the proposed adder-segmentation technique

can optimize the performance by balancing the length of the critical data path in the

LB and the HB block for performance improvement. The evaluation results show the

significant improvement can be achieved when compared with the existing FIR filter

designs, which clearly shows the efficiency of the proposed method for supporting the

high-performance applications with FIR filters.



Chapter 5

Conclusions and Future Research

This chapter makes a conclusion of this dissertation and shows two directions for

future research directions on high energy-efficiency and area-efficiency optimization

methods for convolutional systems.
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5.1 Technical Summary

The main objective of this research is to improve the area/power-efficiency of con-

volutional system designs. Optimization methods in three different design levels are

proposed in this dissertation. To evaluate these three methods, the proposed methods

and the existing relevant methods are compared by implementing various FIR filters.

Firstly, a symmetric hybrid form is proposed as the structure-level optimization

method for designing an FIR filter to solve the driving ability problem and to im-

prove the area/power-efficiency of existing forms. The evaluation results show that,

compared with the existing symmetric systolic form in [32] and the hybrid form in [7],

the proposed form can achieve 21% saving in the circuit area, 28% reduction in the

power consumption, 10% reduction in ADP and 18% reduction in PDP. Moreover,

compared with the symmetric systolic form in [32], the proposed form can achieve a

33% reduction in latency.

Secondly, a faithfully truncated adder tree-based area/power-efficient unit-level

optimization method for FIR filter implementations with predefined output accuracy

is proposed. Evaluation results show that, compared with the normal adder tree,

up to 35% area saving and 30% power reduction can be achieved by the FIR filters

with the proposed FTA-based adder tree. As a case study, a fixed 6-tap FIR filter

is implemented for electrocardiogram (ECG) signal filtering with the proposed adder

tree. Compared with GeAr-based design, 30.7X improvement in error variation can

be achieved and a more smooth output waveform can be generated by the proposed

method while with 9% saving in the area saving 20% reduction in the PDP.

Finally, an adder segmentation-based bit-level optimization method for FIR filter

design is proposed for improving the area/power-efficiency and the performance while

without accuracy loss. The evaluation results show that up to 40% reduction in delay,

31% reduction in ADP and 23% reduction in EDP can be achieved when compared

with the existing CSD-based FIR filter designs proposed in [37].
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5.2 Future Directions

In this dissertation, three optimization methods for convolutional system design in

three design levels are proposed for area/power-efficiency improvement, which can be

viewed as I) SHF design for structure-level optimization, II) FTA-based design for

unit-level optimization, III) adder segmentation-based design for bit-level optimiza-

tion. The utilizations and the evaluations are based on the FIR filters which are

one-dimensional convolutional systems.

An extending case of the optimization methods for FIR filters is to utilize the fast

finite impulse response algorithms (FFAs) [53]-[54] for parallel processing with less

multiplications. The FFA-based method is one of the well-known parallel computa-

tion methods based on transpose form FIR filter, in which the number of multipli-

cations can be reduced for power-efficiency improvement and the computation can

be paralleled for performance improvement. For example, a 2-tap, 2-parallel FFA-

based FIR filter only has three multipliers, while for every clock cycle two outputs

can be generated, in which the computation can be speed-up by nearly two times

with 25% reduction of multiplications. Some related works presented in [18]-[20] are

utilizing the FFA methods for designing the processing element (PE) blocks as a

structure-level optimization method for performance improvement and power reduc-

tion in CNN accelerator designs. In these works, 1/3 and 1/2 multiplications can be

saved for convolutions with 3× 3 and 5× 5 kernels, respectively.

Therefore, the first future research direction is to extend the methods proposed

in this dissertation to more complex two-dimensional and three-dimensional convolu-

tional systems, such as image processing and convolutional neural network.

On the other hand, when the system grows larger, an extra topper design level

called system-level is necessary to be taken into consideration. The system-level

design influence such as the dataflow of the target system, which includes off-chip

and on-chip memory communication. It is very important when designing a large

circuit such as a CNN accelerator [14]-[18]. The reason of do not optimize the system-

level in the previous chapters is that when the circuit is not so large or it is only a

computational block in the target system, such as an FIR filter design, due to the
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simple dataflow and infrequent data exchange, system-level optimization is no need

to be considered.

For large high-efficiency convolutional systems, such as CNN accelerators, the

optimizations in the system-level for circuit module decision, control module design

and dataflow optimization are more important than those in the structure-level, the

unit-level and the bit-level. The on-chip memory resources are very limited (typi-

cally smaller than 500KB) in low-cost CNN accelerators [14]-[17], which means, it is

generally impossible to save all the intermediate results or the parameters on-chip

even for one layer. An example of accelerating the CNN architecture VGG [8] on the

accelerator Eyeriss [16] shows that even with data compression, tens of megabytes are

required to be moved in and out of the chip in each layer, which requires much more

energy-consuming than the corresponding MAC computation, because the power con-

sumption of communicating n-bit data with off-chip memory is hundreds of times

more than that of the n-bit MAC computation [14]. Moreover, depending on [16],

the amount of on-chip GLB accesses can reach up to 50X of that of off-chip DRAM

accesses, causing large on-chip power consumption and access conflict.

Therefore, another direction of the future work is to develop a dataflow opti-

mization method as a system-level design approach for high area/power-efficiency

convolutional system designs.
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