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Chapter 1 

General Introduction 

1.1 Introduction 

Demand for advanced materials under the banners of green transformation, Industry 4.0, 

or Society 5.0 have been growing at accelerated speed, yet the pace of material 

discovery from conventional research has not matched the growth in demand. One 

promising solution to meet the acceleration in demand is data-driven materials research. 

This emerging research field has been advanced by national projects such as the 

Materials Genome Initiative (USA), the Novel Materials Discovery (Europe), and the 

Material Research by Information Integration Initiative (Japan). These projects have 

cultivated multiple research areas in data-driven materials research [1]. Furthermore, 

they have promoted open databases of ab initio calculations managed under Findable, 

Accessible, Interoperable, Reusable (FAIR) treatments [2] such as DICE (formerly 

named Materials Data Repository [3]), Materials Project [4], or QM9 [5]. These 

databases have enabled numerous laboratories to enter the data-driven materials 

research field.  

In addition to national projects, high-throughput experiments with fast data-

acquisition, such as robot-automated experiments [6] or combinatorial synthesis [7–12], 

have produced large volumes of data. Moreover, high temporal and spatial resolution 

equipment can produce measurement data that are too large for feasible analysis using 

conventional methods [13,14]. Thus, to utilize these rapidly produced data, this thesis 

focuses on methods for inputting raw measurement data into machine learning models. 
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Applications of machine learning models to raw measurement data have been 

investigated in automated analysis frameworks (e.g., [15–21]). Because their research 

focus is automated analysis, few predict novel materials or unmeasured properties from 

raw measurement data [20,21]. A practical reason for this both inside and outside the 

automated analysis framework is that few raw measurement databases exist. In open 

databases, generally, the size of a single data point is smaller than 1 MB, whereas, in 

materials science, it is often over 1 MB (for example, if an image of transmission 

electron microscopy is recorded at a resolution of 1024×1024 pixels, then the data size 

will be over 1 MB). This means that a large database of raw measurement data can 

range from 10 GB to over 1 TB in size, which is too large for easy Internet distribution. 

Although such databases are not currently common, data-driven research using raw 

measurement data is nevertheless important for utilizing data produced by high-

throughput experiments. 

This thesis focuses on measurement data from two-dimensional X-ray 

diffraction (2D-XRD) [22], an appropriate technique for characterizing the 

microstructures of thin films. 2D-XRD measurements capture cross-sectional images of 

the diffraction cone and detection plane, where the diffraction angle (2θ) indicates the 

periodicities of atomic positions and the χ angle indicates the orientations of the 

periodicities (Figure 1.1). The χ angle is an advantage of 2D-XRD measurements 

compared to conventional XRD measurements, as the orientation of the periodicities is 

essential for understanding the microstructures of thin films. The properties of a thin 

film are determined by its microstructure such as dislocation of atoms or mosaic 

crystallinity as well as the element composition [21,23]. This makes difficult to predict 

properties of thin films by either ab initio calculation or predictive models. However, 

accurately characterizing the microstructures in thin films is time-consuming, which is 
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one reason why data-driven research is not well developed for thin films as compared to 

other materials such as alloys or polymers [1,23]. Consequently, this thesis focuses on 

data-driven research on inorganic thin films using 2D-XRD measurements. 

 

Figure 1.1: Example 2D-XRD image. Horizontal axis represents diffraction angle (2θ), 

indicating periodicities of atomic positions in sample. Arc-like axis represents χ angle, 

indicating orientations of periodicities. 

 

Although design of predictive models is generally considered to be a main task 

in data-driven research, a representation of data, or feature, is actually the main task 

because it is the major factor that determines the performance of machine learning 

models [24]. Ideally, machine learning models would understand hidden mechanisms of 

their tasks using only the given datasets. However, currently machine learning models 

cannot achieve their tasks without human assistance; thus, the human design of features 

is needed to discover the hidden mechanisms and improve the accuracy of model 

predictions. Features have been intensively investigated in the field of representation 

learning. Neural networks have been a transformational method for this field because 

they can learn appropriate features based on tasks and given datasets [24]. However, 

this advantage is enabled by big data; although big data are becoming available to some 
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areas of materials science, they do not yet cover all areas. Therefore, this thesis aims to 

address this problem by investigating features for limited volume of 2D-XRD images of 

thin films that are rapidly produced during high-throughput experiments. 

1.2 Terminology of this Thesis 

This section briefly explains terminology that may be unfamiliar to readers from either a 

materials science or computer science background. More detailed explanations can be 

found in the literature referenced and chapter specific terminology in the relevant 

chapter. 

Materials science 

 Composition spread: A combinatorial library that has a continuous gradient in 

composition [8–10,12]. Composition spread samples are important in high-

throughput experiments because they serve a high density of data points on a 

single wafer. Figure 1.2 shows a schematic of a fabrication of the composition 

spread A1-xBx by pulsed laser deposition, where the chemical formula A1-xBx 

represents the target composition of the fabrication. The moving mask enables 

the concentration of the deposited materials to be changed as intended, and the 

addition of a target enables the fabrication of ternary composition spreads [10]. 

Because of the varying parameters between materials (diffusion speed on the 

substrate, nucleation speed, crystal-growth rate, etc.), an actual sample may be a 

mixed phase or solid solution depending on position x. 
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Figure 1.2 Schematic of fabrication of a composition spread of A1-xBx (0 ≤ x ≤ 1). 

 

 Orientation of periodicities of atomic positions: Deposited atoms on the 

substrate constitute a structure depending on their preference and the deposition 

environment. The structure with no periodicity of atomic positions is called 

amorphous. Unless perfect amorphous, thin films contain structures with 

periodic atomic positions, or crystal. A thin film with a single crystal is called an 

epitaxial film. Most films contain multiple crystals and called polycrystalline 

films. If orientations of crystals are random, then the 2D-XRD image of the thin 

film possess broader diffraction patterns over χ angle. If orientations are almost 

the same, then the film is highly oriented and its 2D-XRD image possess spotty 

diffraction patterns. 
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Computer science 

 Feature: An informative and lower-dimensional representation of data for 

machine learning models. If the feature is well designed, any models will predict 

accurately. How to represent is commonly determined by a data-driven manner 

with an unsupervised learning technique. The conversion of data into features is 

called feature extraction or dimensionality reduction. The choice or design of the 

unsupervised learning technique for the feature extraction is referred to as 

feature engineering. A feature is sometimes termed a “descriptor” in data-driven 

materials science.  

 Latent variable and latent space: A latent variable is an intermediate 

representation of input data in a machine learning model. A latent space is where 

latent variables exist. The latent variables of neural network models are often 

used as features of the original data [21,23]. 

 Vector (data representation): One data point is represented by a single vector in 

computer programs; thus, a dataset is represented by a matrix (Figure 1.3). Some 

program languages refer to vectors as arrays, but to maintain consistency with 

mathematics, vector is the chosen term used in this thesis. As Julia was the 

programming language used for this thesis, all data points have been represented 

as column vectors. Julia is a column-major language [25], where column major 

means that data are stored in the column direction in the computer memory. 

Other program languages such as Python are row-major languages. The 

dimensionality of data is defined as the number of parameters of the data. 
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Figure 1.3 Schematic showing data storage in computer programs. 

1.3 Outline of this Thesis 

This thesis has six chapters. Chapter 1 introduces the background of data-driven 

materials research and its related problems, and describes the research focus of the 

thesis. 

In Chapter 2, non-negative matrix factorization (NMF) is evaluated as a feature 

extraction method for 2D-XRD images. The dataset used contained 2D-XRD images 

from multiple samples fabricated under differing conditions. The NMF result is 

evaluated to determine whether it is an appropriate feature for representing differences 

in crystallinity under different fabrication conditions. 

In Chapter 3, deep learning models called variational autoencoders (VAEs) are 

trained to evaluate whether the features extracted by NMF can improve the performance 

of the models. The latent spaces of the models are analyzed in terms of their 

relationships to the NMF features and to the sample fabrication conditions. 
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In Chapter 4, the fabrication conditions of indium gallium oxide thin films are 

analyzed in a latent space. The methods discussed in Chapters 2 and 3 are evaluated as 

visualization methods for the fabrication conditions of thin films. 

In Chapter 5, the signal density of the 2D-XRD images is evaluated as another 

possible feature. The use of the density feature for optimizing the 2D-XRD 

measurement time is discussed. A graph representation of the 2D-XRD images is also 

discussed as another feature candidate.  

Chapter 6 summarizes the findings of this thesis, and describes the implications 

and business impacts of this work. 
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Chapter 2 

Feature Extraction of Two-Dimensional X-Ray 

Diffraction Images with Non-Negative Matrix 

Factorization 

This chapter is a modified reproduction under Creative Commons License 4.0 (CC BY) 

https://creativecommons.org/licenses/by/4.0/ from A. Yamashita, T. Nagata, S. Yagyu, 

T. Asahi, and T. Chikyow, “Direct feature extraction from two-dimensional X-ray 

diffraction images of semiconductor thin films for fabrication analysis,” Science and 

Technology of Advanced Materials: Methods, in press, 

https://doi.org/10.1080/27660400.2022.2029222, published by Taylor & Francis. 

2.1 Introduction 

As described in Chapter 1, this thesis focuses on features of 2D-XRD images to 

represent microstructures of thin films. Although machine learning models have been 

applied to raw measurement data in automated analysis frameworks [1–8], few focused 

on features of raw measurement data. In contrast, in computer science, features of raw 

data have been well studied and those of image data is a main focus in the research field 

of computer vision [9–11]. These features and convolutional neural network (CNN) 

have produced a lot of advances which leads to automated driving and face 

recognition [12–14]. However, they are hard to be applied to raw measurement data in 

materials science [15] because of the following three problems. 
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 Dimensionalities of raw measurement data of materials are very high because of 

their high resolution and cannot be reduced for the accuracy in research 

 Variations of signal patterns in measurement data, especially 2D-XRD images, 

are small (spot or arc-like only) and has ambiguous borders compared to those in 

computer vision 

 Accuracy in positions of signal patterns are important, but it is difficult to detect 

them by CNNs 

Therefore, this thesis studies features of 2D-XRD images. 

Among the machine learning models in the literature, this chapter focuses on 

non-negative matrix factorization (NMF) [16]. NMF approximates a non-negative 

dataset matrix V by a product of two non-negative matrices (W and H), that is, V ≈

WH. An advantage of NMF is its easiness to understand the result because each data 

point is represented by the linear combination of non-negative factors. NMF in the 

literature was applied to 1D-XRD datasets either of simulations or samples under 

identical fabrication conditions [3,6,17]. In this thesis, NMF is reevaluated by an 

application to 2D-XRD images of multiple samples fabricated under differing 

conditions. First, the NMF is evaluated whether the extracted features represented the 

propensities of the dataset. Relationships of the results to fabrication conditions are also 

analyzed. Finally, inference ability of NMF to a new dataset is evaluated. 

2.2 Method 

2.2.1 Dataset and Handling 

The samples were thin films of In2O3, Ga2O3, and composition spreads of (Ga1-xInx)2O3 

fabricated under multiple conditions (Table 2.1). These samples were investigated in 
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another study [18], therefore what propensities should be represented by features are 

known. The original objective of the fabrication of these samples was to determine the 

appropriate fabrication conditions for In2O3 and Ga2O3 crystals and their solid solutions. 

Because the fabrication conditions were optimized by experts, possible combinations of 

fabrication conditions were not fully conducted. 

 

Table 2.1 List of fabrication processes and conditions. It is noteworthy that the 

fabrication conditions were tested by experts; therefore, not all possible condition 

combinations were tested. For example, some c-sapphire samples were fabricated at 

room temperature with 40 mJ laser intensity. However, no YSZ (111) sample was 

fabricated at room temperature. The number of data was 512 for PLD samples and 272 

for sputtering. This table is a reproduction under Creative Commons License 4.0 (CC 

BY) https://creativecommons.org/licenses/by/4.0/ from A. Yamashita, T. Nagata, S. 

Yagyu, T. Asahi, and T. Chikyow, “Direct feature extraction from two-dimensional X-

ray diffraction images of semiconductor thin films for fabrication analysis,” Science and 

Technology of Advanced Materials: Methods, in press, 

https://doi.org/10.1080/27660400.2022.2029222, published by Taylor & Francis. 

Parameters Values 
Fabrication process Pulsed laser deposition (PLD), RF 

Sputtering 
Substrate type c-sapphire, yttria-stabilized 

zirconia (111) [YSZ (111)], YSZ (100), 
Pt/Ti/SiO2/Si (100), SrTiO3 (111) [STO 
(111)], STO (100) 

Target In2O3, Bi:In2O3, Ga2O3, Bi:Ga2O3 
Laser intensity in PLD [mJ] 20, 40,70 
O2 pressure in PLD [Torr.] 1e-3, 1e-4, 1e-5 
Radio frequency power in sputtering [W] 20, 35, 50 
O2/Ar ratio in sputtering [%] 5, 20, 40 
Substrate Temperature [℃] Room temperature, 300, 400, 450, 500, 

600, 650, 700 
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The 2D-XRD images were obtained using a Discover D8 system and Vantec 

500 (Bruker AXS). A typical image in this study contained diffraction signals of the 

substrate and the thin film, as well as background noise. On the measurements of the 

composition spreads (Ga1-xInx)2O3, 11 measurement points were assigned in accordance 

with their composition gradients so that each point represented an increase of x by 0.1 

step from 0 to 1. The number of 2D-XRD images in this study was 512 for PLD 

samples and 272 for sputtered samples. The original image size of the 2D-XRD images 

was 2048 × 2048 pixels. All figures of the 2D-XRD images in this chapter were 

corrected at γ = 5 to improve readability. 

Data handling, such as resizing or conversion, and calculations of NMF were 

conducted using the programming language JuliaLang [26] and its packages. Detailed 

explanations of the methods and packages are provided below. 

2.2.2 NMF 

Five hundred and twelve 2D-XRD images of PLD samples were normalized by dividing 

them with their maximum pixel values, then resized into 512 × 512 pixels to reduce 

computational time. Subsequently, the images were vectorized, and, consequently, the 

shape of dataset matrix V was a 262,144 × 512 matrix. The number of factors was set to 

10 because this number was assumed to be large enough to represent all images and small 

enough for human to interpret factors. Each column of W is called a basis vector or an 

end member in other studies [3,16]; however, here, we called it a factor vector or a factor 

image. In this chapter, a factor vector is mainly called a factor image because it is 

represented in the image form. We referred to each column of H as a feature vector 

because it represents propensities of the original image. Each row of H was recognized 

as the weight distribution of the corresponding factor because it represents how important 
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the corresponding factor is for each image.  

 

Figure 2.1 Schematic and terminology of NMF. In this section, n = 262,144, m = 512, h 

= 10. 

 

Initialization and training algorithms were non-negative double singular value 

decomposition (NNDSVD) [19] and multiplicative update [16], respectively. We chose 

these algorithms because both NNDSVD and multiplicative update omit random 

processes. In addition, these algorithms are implemented in several programming 

languages such as Julia, Python, MATLAB, and R. Note that some implementations of 

NNDSVD use randomized singular value decomposition (SVD) for computational 

efficiency. Therefore, we used NMF.jl version 0.5.1, which was implemented without 

randomized SVD, to confirm whether our results were deterministically correct or not. 

Although more sophisticated algorithms have already been proposed [20], we used the 

algorithms above because they are basic and easy to understand. The objective function 

and training times were divergence and 100, respectively. 

2.2.3 Feature Extraction of New Data 

NMF is an approximation method V ≈  WH, where W is a set of factors and H is the set 

of feature vectors. This implies that, with the new dataset V∗, multiplying the 
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(pseudo-)inverse matrix of W from the left of V∗, i.e., W1 V* = H*, corresponds to 

extraction of feature vectors from V*. Consequently, H∗ is a set of extracted feature 

vectors and W−1 is a feature extractor. In this chapter, W−1 was the Moore–Penrose 

pseudo-inverse matrix of W. 

2.3 Results and Discussion 

2.3.1 Analysing Factor Images 

First, we applied NMF to 512 2D-XRD images of samples fabricated by PLD with setting 

the number of factor images to 10. Figure 2.2 shows the factor images of the results. 

These factor images were calculated ones; therefore, the exact image did not exist in the 

original dataset. 
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Figure 2.2 Ten factor images. All images are corrected at γ=5 to improve readability. 

Factor images with shared color scale is provided in Figure A2. Lighter color represents 

stronger intensity; in contrast, darker color represents weaker. The corners of images are 

invalid region because the shape of detector was circular. Heatmap of feature vectors of 

PLD samples are Figure A3. This figure is a reproduction under Creative Commons 

License 4.0 (CC BY) https://creativecommons.org/licenses/by/4.0/ from A. Yamashita, 

T. Nagata, S. Yagyu, T. Asahi, and T. Chikyow, “Direct feature extraction from two-

dimensional X-ray diffraction images of semiconductor thin films for fabrication 

analysis,” Science and Technology of Advanced Materials: Methods, in press, 

https://doi.org/10.1080/27660400.2022.2029222, published by Taylor & Francis. 

 

We interpreted each factor image with expertise and found that NMF learned 

mainly from positions and shapes of major diffraction peaks (Table 2.2). The first seven 

factor images were identified, and the remaining factors were categorized as unknown. 

The unknown factors contained diffraction signals that seemed to represent the c-

sapphire substrate. However, referring to their weight distributions, we could not 

confirm that their signals corresponded to the c-sapphire substrate because their 

distributions possessed unreasonable weights on samples without the c-sapphire 

substrate (Figures A9-11). In this study, NMF failed to detect signals of Ga2O3, because 

they were very weak compared to those of the substrates and In2O3. Although factor 10 

contained slight signals from 401 plane of Ga2O3 (vague signal in the most right), we 

could not conclude that factor 10 represented signals of Ga2O3 referring to the weight 

distribution. We found that both factors 4 and 6 represented the diffraction signal of the 

c-sapphire substrate, with a slight difference in the diffraction angle. This difference 

was caused by a Ni-filter on the detector to eliminate reflections generated by X-ray Kβ. 

Some samples were measured with the filter, although we have not tracked the date 

when the filter was installed. The separation of factors 3 and 7 was based on orientation 
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of In2O3 (222), which is an advantage compared to the NMF application to 1D 

detectors. These results suggest that NMF is applicable to datasets of 2D-XRD images. 

 

Table 2.2 List of representing diffraction signals of the factors. All factors were 

analyzed by identifying positions and shapes of diffraction peak and referring to 

fabrication conditions. This table is a reproduction under Creative Commons License 

4.0 (CC BY) https://creativecommons.org/licenses/by/4.0/ from A. Yamashita, T. 

Nagata, S. Yagyu, T. Asahi, and T. Chikyow, “Direct feature extraction from two-

dimensional X-ray diffraction images of semiconductor thin films for fabrication 

analysis,” Science and Technology of Advanced Materials: Methods, in press, 

https://doi.org/10.1080/27660400.2022.2029222, published by Taylor & Francis. 

Factor number Representing diffraction signal 

1 Background noise 

2 Diffraction peak at 35° [YSZ (100) or 

In2O3 (400)] 

3 YSZ (111) substrate or High oriented 

In2O3 (222) on c-Sapphire substrate 

4 Contamination or c-Sapphire substrate 

5 Pt (111) electrode or STO (111) 

6 c-Sapphire substrate 

7 Lower oriented In2O3 (222) 

8 Unknown 

9 Unknown (Peak shift?) 

10 Unknown [Weak signal of Ga2O3 (201) 

and Ga2O3 (401)] 
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2.3.2 Discussing hyperparameters 

Before further analyses of NMF results, we discuss three hyperparameters, the 

number of factors, the training times and the objective function. We analyzed whether 

10 was sufficient number of factors to represent the dataset by calculating errors 

between the original and the approximated matrices. The used error metrics were the 

logarithm of posterior probability, mean squared error, and divergence (Figure 2.3). 

Because the errors did not saturate over the number of factors ranging from 1 to 512, we 

concluded that there was no typical numbers to represent the dataset. Considering the 

trade-off between the error and interpretability of factors, 10 was concluded to be a 

better number of factors in this study. In another study, the number of factors will be 

determined by referring to errors or knowledge on the focused materials. 
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Figure 2.3 Three metrics changed over the number of factors. (a) logarithm of posterior 

probability, (b) mean squared error, and (c) divergence. The red dashed lines indicates 

that the number of factors was 10. This figure is a reproduction under Creative 

Commons License 4.0 (CC BY) https://creativecommons.org/licenses/by/4.0/ from A. 

Yamashita, T. Nagata, S. Yagyu, T. Asahi, and T. Chikyow, “Direct feature extraction 

from two-dimensional X-ray diffraction images of semiconductor thin films for 
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fabrication analysis,” Science and Technology of Advanced Materials: Methods, in 

press, https://doi.org/10.1080/27660400.2022.2029222, published by Taylor & Francis. 

 

In terms of appearance of the factor images, 10 may not be sufficient number 

because some factor images contained two or three signals (Figure 2.2). We estimated 

that this would be solved by increasing the number of factors. To confirm this, NMF 

was trained with setting the number of factors to 100. Then, we found that increasing 

the number of factors did not lead to mutually exclusive factor images (Figure 2.4) and 

some of first seven factors are similar to those of Figure 2.2. This result indicates that a 

larger number of factors is worse for the interpretability because factor images tended to 

contain meaninglessly separated signals. We assume that this could be because 

vectorized images lose spatial correlations among signals. Therefore, other methods that 

preserve spatial correlations, such as non-negative tensor factorization [21], will 

improve the factor images, and this will be a future work. In this chapter, we continue 

analyses with 10 factors.  
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Figure 2.4 Factor images when the number of factors was set to 100. This figure is a 

reproduction under Creative Commons License 4.0 (CC BY) 

https://creativecommons.org/licenses/by/4.0/ from A. Yamashita, T. Nagata, S. Yagyu, 

T. Asahi, and T. Chikyow, “Direct feature extraction from two-dimensional X-ray 

diffraction images of semiconductor thin films for fabrication analysis,” Science and 

Technology of Advanced Materials: Methods, in press, 

https://doi.org/10.1080/27660400.2022.2029222, published by Taylor & Francis. 

 

To evaluate whether 100 was enough training times or not, we checked the 

training process of NMF step by step (Figure 2.5), and found that the training results 

converged quickly. Therefore, the number of training (i.e., 100 times) was sufficient. 

Considering the convergence speed, we assume that the initialization result will be a 

good indicator for estimating the proper number of factors. 

 

Figure 2.5 Factor images (a) at initialization, (b) after 10 updates, and (c) after 99 

updates. This figure is a slightly modified reproduction under Creative Commons 
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License 4.0 (CC BY) https://creativecommons.org/licenses/by/4.0/ from A. Yamashita, 

T. Nagata, S. Yagyu, T. Asahi, and T. Chikyow, “Direct feature extraction from two-

dimensional X-ray diffraction images of semiconductor thin films for fabrication 

analysis,” Science and Technology of Advanced Materials: Methods, in press, 

https://doi.org/10.1080/27660400.2022.2029222, published by Taylor & Francis. 

 

To analyze the effect of the objective function, we compared two NMF results: 

the objective function of one was divergence and that of the other was mean squared 

error (MSE). Comparing the factor images and weight distributions, we noticed that the 

factor images were almost similar to the correspondences, but weight distributions were 

differed significantly. Here, we focus on factors 5 and 6 (Figure 2.6). Figure A4–A11 

show the results of the other factors. Factor 5 represented the signal of the Pt electrodes 

on the Si substrate (Table 2.2). In this study, only two composition-spread samples were 

attached with the Pt electrodes (data number 480–490 and 491–501). The weight 

distribution of the divergence result was consistent. In contrast, that of the MSE result 

had unreasonable non-zero weights under data number 400. Factor 6 denoted the signal 

peak of the c-sapphire substrate, therefore the weight should be zero over data number 

228 (over this number, all samples were on other substrates than c-sapphire). The 

divergence result was consistent; however, the MSE result had non-zero weights over 

data number 228. These differences can be discussed in terms of generative models. 
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Figure 2.6 Comparison of objective functions. (a), (d), and blue lines in (c) and (f) are 

the results when the objective function was divergence. (b), (e), and green lines are the 

results of MSE. (a) and (b) are the images of factor 5, and (d) and (e) are those of factor 

6. (c) and (f) are the corresponding weight distributions. Data points were ordered by 

their substrate types as follows; c-sapphire, YSZ (111), YSZ (100), Pt/Ti/SiO2/Si (100), 

STO (111) and STO (100). The borders of the substrate types are indicated by dashed 

lines. This figure is a reproduction under Creative Commons License 4.0 (CC BY) 

https://creativecommons.org/licenses/by/4.0/ from A. Yamashita, T. Nagata, S. Yagyu, 

T. Asahi, and T. Chikyow, “Direct feature extraction from two-dimensional X-ray 

diffraction images of semiconductor thin films for fabrication analysis,” Science and 

Technology of Advanced Materials: Methods, in press, 

https://doi.org/10.1080/27660400.2022.2029222, published by Taylor & Francis. 

 

In a generative model framework, the choice of divergence or MSE as the 

objective function corresponds to the assumption Vij ∼ 𝑃𝑜𝑖𝑠𝑠𝑜𝑛((𝑊𝐻)𝑖𝑗), or Vij ∼

𝑁𝑜𝑟𝑚𝑎𝑙((𝑊𝐻)𝑖𝑗), respectively [16,22]. Considering the diffraction mechanism [23], 

the Poisson distribution is suitable for the mechanism. This should be the reason why 

the result of divergence was better than that of the MSE. Referring to the distribution of 

the diffraction intensity, it seemed more similar to be an exponential distribution rather 

than a Poisson distribution because it exhibited a strong peak at 0 intensity and long tail 

over 0 (Figure 2.7). Therefore, applying the corresponding training algorithm will 

improve the results. So far, we have confirmed that three hyperparameters are 

appropriate for this study. Hereafter, the analyses were based on the divergence results. 
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Figure 2.7 Distribution of diffraction intensities of (a) resized images and (b) 

normalized ones. This figure is a reproduction under Creative Commons License 4.0 

(CC BY) https://creativecommons.org/licenses/by/4.0/ from A. Yamashita, T. Nagata, 

S. Yagyu, T. Asahi, and T. Chikyow, “Direct feature extraction from two-dimensional 

X-ray diffraction images of semiconductor thin films for fabrication analysis,” Science 

and Technology of Advanced Materials: Methods, in press, 

https://doi.org/10.1080/27660400.2022.2029222, published by Taylor & Francis. 
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2.3.3 Relationship among Feature Vectors and Compositions 

Figure 2.8 shows the XRD patterns and a heatmap of feature vectors of a (Ga1-xInx)2O3 

composition-spread sample fabricated on a c-sapphire substrate at 400 ℃. Original 2D-

XRD images are shown in Figure A12. This sample was reported in another study [18]. 

This sample contained a solid solution around x = 0.7 - 0.9, and exhibited resulting peak 

shift around 30.5°. NMF detected this shift and represented it by stronger factor 6 at x = 

0.7 and emerging factor 3 from x = 0.8. Factor 6 basically represented the diffraction 

pattern of the c-sapphire substrate; thus, the values of factor 6 of the sample were above 

0.6 over all positions and almost constant under x = 0.7. At x = 0.7, the diffraction 

signal of the solid solution became stronger and the weight of factor 6 was at its 

maximum. As shown in Figure 2.2 (6), factor 6 contained slight diffraction pattern of 

the solid solution of In2O3 and Ga2O3 around 30.5°. Consequently, factor 6 had stronger 

intensity at this point. Because the diffraction signal of In2O3 (222) was intense at and 

over x = 0.8, factor 3 had non-trivial values. This result indicates that NMF works as a 

feature extraction method of 2D-XRD images although its representation may not 

straightforward for human interpretation. 



32 
 

 

Figure 2.8 (a) Heatmap of the XRD spectral of a (Ga1-xInx)2O3 composition spread. The 

spectral is an integration of the corresponding region in a 2D-XRD image over χ angle. 

(b) Heatmap of the feature vectors. The x-axes of (a) and (b) are linked and represent 

composition ratios. This figure is a reproduction under Creative Commons License 4.0 

(CC BY) https://creativecommons.org/licenses/by/4.0/ from A. Yamashita, T. Nagata, 

S. Yagyu, T. Asahi, and T. Chikyow, “Direct feature extraction from two-dimensional 

X-ray diffraction images of semiconductor thin films for fabrication analysis,” Science 

and Technology of Advanced Materials: Methods, in press, 

https://doi.org/10.1080/27660400.2022.2029222, published by Taylor & Francis. 
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2.3.4 Relationship among Feature Vectors and Fabrication Conditions 

Figure 2.9 shows the results of the In2O3 thin films on the c-sapphire substrates 

fabricated at substrate temperatures of 300, 400, and 500 °C from the left to the right. 

Other fabrication conditions were identical. The diffraction signals in the rightmost part 

of Figure 2.9(a) represent In2O3 (222) and evidently the crystal became higher oriented 

in accordance with the increase in the substrate temperature (the arc-like signal became 

a spotty signal). Images approximated by NMF [Figure 2.9(b)] represent this tendency 

through relative intensity changes among the peaks. The leftmost spot in the left and 

middle images in Figure 2.9(b) was the effect of factor 7 because the factor contained 

two spots in addition to lower oriented In2O3 (222). This is a limitation of the method. 

The feature vectors represented the change of In2O3 (222) [Figure 2.9(c)] as follows: 

Factor 3 [In2O3 (222)] became stronger at 400 °C and 500 °C; factor 1 (background 

noise) became weaker. Factor 3 was weaker at 500 °C than at 400 °C because the 

diffraction signal at 500 °C was sharp in the original 2D-XRD image. We estimate that 

this sharpness of the diffraction peak was recognized as “weak” by NMF. Factor 6 (c-

sapphire substrate) was approximately zero at 400 °C and 500 °C, which corresponded 

to the fact that the diffraction intensity of the substrate was relatively weaker than that 

of In2O3 (222) at these temperatures. Although the arc-like diffraction signal of low-

oriented In2O3 was insignificant in the approximated image at 300 °C, corresponding 

factor 7 had a non-trivial value. Further, the feature vectors represented an important 

propensity at 300 °C that the diffraction signal of In2O3 (400), which was measured at 

approximately 35°, almost the center of the 2D-XRD image, by the non-trivial value of 

factor 2. Considering these results, NMF properly recognized diffraction-signal changes 

according to the fabrication conditions. 
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Figure 2.9 Results of three In2O3 thin films at substrate temperatures of 300 C (left), 

400 C (middle), and 500 C (right). (a) Original 2D-XRD images. (b) 2D-XRD images 

approximated by NMF. (c) Heatmap of the feature vectors. This figure is a reproduction 

under Creative Commons License 4.0 (CC BY) 

https://creativecommons.org/licenses/by/4.0/ from A. Yamashita, T. Nagata, S. Yagyu, 

T. Asahi, and T. Chikyow, “Direct feature extraction from two-dimensional X-ray 

diffraction images of semiconductor thin films for fabrication analysis,” Science and 
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Technology of Advanced Materials: Methods, in press, 

https://doi.org/10.1080/27660400.2022.2029222, published by Taylor & Francis. 

 

2.3.5 Feature Extraction of New Data 

Finally, this section evaluates NMF in terms of its inference ability of feature vectors of 

new data. To test inference ability of the factors, we prepared 2D-XRD images of the 

thin films of Ga2O3, In2O3, and (Ga1-xInx)2O3 composition spreads fabricated by 

sputtering. One composition-spread sample was fabricated on an STO (111) substrate, 

and the others were fabricated on c-sapphire substrates. Because several processes exist 

to fabricate thin films, confirmation of inference ability to another process is important. 

A heatmap of the extracted feature vectors [Figure 2.10 (a)] shows that the 

diffraction peaks of c-sapphire substrates were represented by factors 4, 8, and 9. 

Referring to the measurement dates, all samples were estimated to be measured with the 

Ni-filter and this is why factor 4 was major factor for this dataset. Feature vectors that 

had significant value in factor 5 (data number 218–228) were from the composition-

spread sample fabricated on the STO (111) substrate. Therefore, the heatmap seems 

reasonable. 

To evaluate feature vectors in detail, we compared the results of two 

composition-spread samples of Bi doped In2O3 (doped amount changed from 0% to 

15%) [Figure 2.10 (b), (c), and (d)]. One sample [1–11 in Figure 2.10 (b)] contained an 

intense diffraction peak of In2O3 (222), and the shape was slightly arc-like [Figure 2.10 

(c)]. This was consistent with the feature vector, where factors 3 and 7 were non-zero. 

In contrast, the other sample had a low-oriented In2O3 (222) crystal [Figure 2.10  (d)]; 

thus, factor 3 was approximately zero [12–22 in Figure 2.10 (b)]. Note that, in 

multiplication with the pseudoinverse matrix, non-negativity was not satisfied. These 
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results show that NMF can infer features of new datasets, therefore, NMF will be an 

appropriate feature extraction method of 2D-XRD images of thin films. 

 

Figure 2.10. (a) Heatmap of the feature vectors of the samples fabricated by sputtering. 

(b) Changes in factor 3 and factor 7 in two composition-spread samples (1–11 and 12–

22). (c) The original 2D-XRD image at 1 in (b). (d) The corresponding image at 12 in 

(b). This figure is a reproduction under Creative Commons License 4.0 (CC BY) 

https://creativecommons.org/licenses/by/4.0/ from A. Yamashita, T. Nagata, S. Yagyu, 

T. Asahi, and T. Chikyow, “Direct feature extraction from two-dimensional X-ray 

diffraction images of semiconductor thin films for fabrication analysis,” Science and 
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Technology of Advanced Materials: Methods, in press, 

https://doi.org/10.1080/27660400.2022.2029222, published by Taylor & Francis. 

 

2.4 Conclusion 

In this chapter, we have confirmed that NMF seems an appropriate feature extraction 

method of 2D-XRD images because of following major five results. (1)NMF learned 

major diffraction peaks of the dataset based on their diffraction angles and shapes. 

(2)The output was better under the assumption of Poisson distribution than that of 

normal distribution. (3)NMF can detect peak shifts in the diffraction angle, although its 

representation should be improved for better interpretability. (4)NMF also leaned 

crystalline differences caused by fabrication conditions. (5)The inference of feature 

vectors of new data by NMF was confirmed to be reasonable. These results indicates 

that NMF is a candidate of the feature extraction method of 2D-XRD images. Whether 

the extracted features are appropriate one for deep learning models is evaluated in 

Chapter 3. Although other structures such as bulk samples than polycrystalline thin 

films were not tested, NMF will be applicable to 2D-XRD images of those samples. 
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Chapter 3 

Continuous Representation of Microstructures of 

Thin Films Fabricated under Multiple 

Conditions 

This chapter is a modified reproduction under Creative Commons License 4.0 (CC BY) 

https://creativecommons.org/licenses/by/4.0/ from A. Yamashita, T. Nagata, S. Yagyu, 

T. Asahi, and T. Chikyow, “Direct feature extraction from two-dimensional X-ray 

diffraction images of semiconductor thin films for fabrication analysis,” Science and 

Technology of Advanced Materials: Methods, in press, 

https://doi.org/10.1080/27660400.2022.2029222, published by Taylor & Francis. 

3.1 Introduction 

Structure related properties, such as compositions or space groups, are often represented 

as categorical variables in data-driven materials research. Categorical variables are 

nominal scale, which means that relationships among variables are mathematically 

unclear compared to continuous variables, or ratio scale. Continuous representation has 

more applicable machine learning techniques including gradient-based updates [1] than 

categorical representation has. Indeed, continuous representation has been reported its 

advantages in data-driven materials research [2–5]. The continuous representation has 

other advantages that it can plot graphical maps of datasets for human interpretation and 

represent numerous data in the fixed dimensionality, which are less described in articles 
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but important for the practical research. The main technique used in the literature is 

variational autoencoder (VAE) [6], which is a famous generative model. VAE consists 

of two neural networks, an encoder and a decoder. This model learns so that its latent 

space (the space where the outputs of the encoder exist) consists of a continuous 

probability distribution. Thus, an encoded data, or a latent variable, is in continuous 

representation. 

In this chapter, the continuous representation of microstructures of thin films 

with VAE and 2D-XRD images is discussed. Firstly, features of 2D-XRD images 

extracted by NMF is evaluated whether it improved the performance of VAE. A feature 

vector extracted by NMF is referred as a NMF feature in this Chapter. Secondary, the 

relationships of the latent space to the NMF features and fabrication conditions are 

analysed. Lastly, the inference ability is evaluated with a dataset of samples fabricated 

by sputtering. The dataset and the NMF features in this chapter were the same as those 

in Chapter 2. 

3.2 Method 

3.2.1 Variational AutoEncoder 

We modeled two VAEs [6] whose encoders and decoders each had a single hidden 

layer. One VAE directly learned the 2D-XRD images, which were resized into 64 ×  64 

pixels owing to the capacity of our computer. The other VAE learned the features 

extracted by NMF in Chapter 2. The dimensionalities of the hidden layers were 

approximately the root square of the input dimensionalities: 64 and 3, respectively. The 

output dimensionalities of the encoders were 2, thus, we visualized distributions of the 

latent variables. The prior distributions of the latent spaces were set to normal 

distributions with averages and variances of 0 and 1, respectively. Both VAEs were 
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programmed with Julialang [7] and Flux.jl [8], and trained 100 times. 

3.2.2 Visualization of NMF Factor Axes in the Latent Space 

To analyze the effect of NMF factors in the latent space of VAE, we visualized axes 

which the NMF factors constitute. To visualize, for example, the axis which factor 1 

constitute, we encoded vectors whose first component ranged from 0 to 1, and the other 

components were 0. We conducted the procedure for all factors. The origin was plotted 

by encoding a zero vector. 

3.3 Results and Discussion 

3.3.1 Evaluation of Feature Extraction by NMF 

We compared two VAEs to evaluate whether the feature extraction by NMF improved 

the performance of a VAE. In this chapter, performance of a VAE is evaluated in terms 

of a distribution of latent variables. One VAE learned directly from the 2D-XRD 

images, and the other learned from the NMF features. Figure 3.1 (a) and (b) show the 

distributions of the latent variables in latent spaces colored based on substrate types.  

The distribution of the latent variables of direct VAE application apparently failed to 

separate the samples based on the substrate types. In contrast, the distribution of the 

latent variables of the NMF features seems better in a point that latent variables of some 

substrate types were distributed separately. In particular, the latent variables of samples 

on YSZ (100) and STO (100) substrates were separated from other variables. This is 

consistent with the fact that these substrates are different from the other substrates in 

terms of lattice mismatch between In2O3 crystals and the substrates. The narrow 

dispersion in the horizontal axis indicates that 2D-XRD images in the dataset were 

differentiated mainly by a single cause. We estimate that the cause is the crystallinity of 
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In2O3. Differences of substrate types may be a minor cause which separated the latent 

variables of samples on YSZ (100) or STO (100) substrates from the major linear 

distribution. Although this dispersion in the horizontal axis can be enlarged by 

adjustment of coefficients of the loss function of the VAE, we did not adjust in this 

chapter because of the comparison of the two VAEs. (The fine-tuned results are shown 

in Chapter 4.) The reason of mixture region of latent variables of the c-sapphire and 

YSZ (111) substrates is that both the diffraction signal of In2O3 (222) on the c-sapphire 

substrate and the diffraction signal of the YSZ (111) substrate were represented by 

factor 3. This is because those diffraction signals were located at close diffraction 

angles of 30.5° and 30.1°, respectively. This slight difference in the diffraction angles 

could not be differentiated based on the resolution of our measurement setup. Therefore, 

the mixture region is not problematic. Considering another study whose data volume 

was 15,000 [9], we conclude that, with high-dimensional data points or a small dataset, 

feature extraction is important to improve performance of deep learning models. 
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Figure 3.1 Distributions of latent variables of the VAEs that learned (a) the 2D-XRD 

images directly and (b) the NMF features. (c) and (d) are decoded images from latent 

variables located at stars in (a) and (b), respectively. This figure is a reproduction under 

Creative Commons License 4.0 (CC BY) https://creativecommons.org/licenses/by/4.0/ 

from A. Yamashita, T. Nagata, S. Yagyu, T. Asahi, and T. Chikyow, “Direct feature 
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extraction from two-dimensional X-ray diffraction images of semiconductor thin films 

for fabrication analysis,” Science and Technology of Advanced Materials: Methods, in 

press, https://doi.org/10.1080/27660400.2022.2029222, published by Taylor & Francis. 

 

The major advantage of a VAE is that it can generate new data points through 

sampling from its probability distribution. To demonstrate this, we sampled single latent 

variables from each dense region in the latent spaces [stars in Figure 3.1 (a) and (b), 

respectively], and then decoded them with corresponding decoders [Figure 3.1 (c) and 

(d)]. The image decoded by the directly learned VAE contained mainly three peaks, 

which seemed the diffraction signals from the c-sapphire substrate (left), YSZ (100) 

substrate or In2O3 (400) (middle), and In2O3 (222) (right). These diffraction patterns 

corresponded to the distribution where latent variables of c-sapphire and YSZ (100) 

substrates were close. Note that the reason why background noise seemed intense was 

the reduction in image size. The image decoded by the VAE which learned the NMF 

features contained mainly three diffraction peaks, which appeared from the c-sapphire 

substrate (left), Pt electrode (middle), and In2O3 (222) (right). This corresponded the 

distribution that latent variables of samples on STO (111) with Pt electrode and on c-

sapphire substrates existed. These results show a potential to generate new data points 

to estimate microstructures of  unfabricated thin films. 

We noticed that the distributions changed their shapes over trials. This can be 

stabilized by increasing the number of NMF factors or dimensionalities of hidden layers 

of VAE. The stabilized result is discussed in Chapter 4. 

3.3.2 Coordinate System of Latent Space and Process Improvement 

Since this section, the results and discussions are on the latent space which learned the 

NMF features. The relationship between the coordinate system of the latent space and 
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the fabrication conditions is discussed in this section. For the discussion, the axes of the 

factors in the latent space were visualized by the method in Section 3.2.2 [Figure 

3.2(a)]. Each line represents intensities of the XRD patterns shown in Figure 2.1. We 

noticed that intensities of some factors were not sensitive to the position in the latent 

space, especially factor 1. This should be because factor 1 represents background noise, 

which makes a slight difference in the appearance of 2D-XRD images. The axis of 

factor 4 was drawn to the upper left corner; therefore, some data points of the c-sapphire 

substrate were distributed in this region [Figure 3.1(b)]. No axes were drawn to the 

upper right or bottom left. This implies that all the factors were correlated to each other, 

although factor 2 [YSZ (100)] can be the exception. Considering that factor 7 was 

longly drawn to the upper left and factor 2 shortly to the bottom left, the discussion 

above on the narrow dispertion in the horizontal axis is reasonable. Although this 

suggests high bias in the dataset, the suggestion will not weaken the study because high 

bias is common situation in all practical research focusing on certain material systems. 
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Figure 3.2 (a) Coordinates of the factors in the latent space and the distribution of the 

latent variables. (b) and (c) are the distribution of the features of the c-sapphire samples, 

whose components were set to zero except factor 3 and factor 7. The plots are colored 
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based on the fabrication conditions. This figure is a reproduction under Creative 

Commons License 4.0 (CC BY) https://creativecommons.org/licenses/by/4.0/ from A. 

Yamashita, T. Nagata, S. Yagyu, T. Asahi, and T. Chikyow, “Direct feature extraction 

from two-dimensional X-ray diffraction images of semiconductor thin films for 

fabrication analysis,” Science and Technology of Advanced Materials: Methods, in 

press, https://doi.org/10.1080/27660400.2022.2029222, published by Taylor & Francis. 

 

To evaluate the relationship between the fabrication conditions and the 

crystallinity of In2O3 in the latent space, we selected the data points of the samples that 

were fabricated on c-sapphire substrates. We modified features of them so that all the 

components except factors 3 and 7 were set to 0. Then, the modified features were 

encoded and colored based on the fabrication conditions [Figure 3.2(b) and (c)]. Latent 

variables located on the lines indicate pure phase either of factor 3 or 7 and the others 

indicate mixed phases of them. The results indicate that In2O3  (222) tended to be highly 

oriented under the fabrication condition that the laser intensity was 70 mJ and O2 

pressure was 0.1 mTorr regardless to other fabrication conditions such as substrate 

temperature. This was consistent with the knowledge that the higher laser intensity and 

lower O2 pressure enhanced the migration of In2O3 and its crystal growth. This result 

suggests that the visualization with VAE support researchers to compare fabrication 

conditions. 

3.3.3 New Data in Latent Space 

We encoded the NMF features of samples fabricated by sputtering (same as Chapter 2) 

to evaluate inference ability of VAE (Figure 3.3). The majority of the latent variables of 

c-sapphire substrates was distributed in the upper left, because factor 4 was the main 

factor with these samples. The latent variables of samples on STO (111) were 

distributed almost close to the correspondence fabricated by PLD. The distribution of 
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samples by sputtering appeared to be wider than that of samples by PLD. This reflects 

the propensity that sputtering can fabricate more variate microstructures with the 

material system in this study than PLD can. Therefore, we conclude that the NMF 

features are appropriate features to represent microstructures of thin films. In addition, 

the combination of NMF and VAE can visualize propensities of fabrication processes. 

This is more discussed in Chapter 4. 

 

Figure 3.3 The distribution of the data fabricated by sputtering in the latent space. The 

latent space is the same as Figure 3.2. This figure is a reproduction under Creative 

Commons License 4.0 (CC BY) https://creativecommons.org/licenses/by/4.0/ from A. 

Yamashita, T. Nagata, S. Yagyu, T. Asahi, and T. Chikyow, “Direct feature extraction 

from two-dimensional X-ray diffraction images of semiconductor thin films for 

fabrication analysis,” Science and Technology of Advanced Materials: Methods, in 

press, https://doi.org/10.1080/27660400.2022.2029222, published by Taylor & Francis. 

 

3.4 Conclusion 

In this chapter, we have confirmed that NMF is an appropriate feature extraction method 

for 2D-XRD images to improve the performance of VAE. The NMF features enabled the 

VAE to learn that differences in the dataset was caused mainly by crystallinity of In2O3 
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and partially by substrate types. Although we only evaluated VAE, the NMF features will 

improve performance of other deep learning models. The VAE converted the NMF 

features into latent continuous variables which visualized latent relationships in the 

dataset. The visualization of VAE was confirmed to be useful for fabrication analysis and 

this is more discussed in Chapter 4. We noticed that the decoders were not well optimized 

in this chapter. Although they were less important than the encoders in this thesis, they 

should be optimized to generate 2D-XRD images for prediction of microstructures of thin 

films. Although this chapter lacks this discussion, we confirmed that VAE converted 2D-

XRD images into continuous variables. 
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Chapter 4 

Fabrication Analyses of Indium Gallium Oxide 

Thin Films with Machine Learning 

4.1 Introduction 

The fabrication of thin films has various conditions to be optimized depending on a 

process [1]. In addition, suitable processes for research and mass production are 

different. For research, PLD is a suitable process to fabricate high quality thin films. For 

mass production, sputtering is a suitable process to fabricate thin films on larger 

substrates. Conditions to be optimized for PLD and sputtering are different because of 

differences of fabrication mechanisms. This makes difficult to convey optimized 

fabrication conditions from research to mass production. To circumvent the difficulty, 

this chapter discusses a way to compare fabrication processes as well as conditions with 

the methods in previous chapters. 

In this chapter, the methods described in Chapters 2 and 3 are discussed in terms 

of a fabrication analysis of indium gallium oxide (IGO) thin films. IGO thin films are 

promising semiconductors for their wider band gaps and tunability of properties. 

However, they have different crystal structures [In2O3: cubic, (β-)Ga2O3: monoclinic], 

which makes difficult to fabricate the solid solution. In addition, crystal structures of 

their mixture and their properties are still under study [2,3]. These topics will be 

explored in other studies. This chapter focuses on a relationship of their microstructures 
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and fabrication conditions of PLD and sputtering so that IGO thin films will be moved 

into mass production stage with ease. 

4.2 Method 

The dataset contained 773 2D-XRD images, which excluded 11 data with 

contaminations from the dataset of Chapter 2. The number of factors of NMF was set to 

128 to stabilize the distribution of latent variables. Data of samples of PLD (501 data) 

and sputtering (272 data) was combined from the training of NMF. The dataset was also 

shuffled to eliminate the dependency of results on the data number. The algorithms 

were the same as those of Chapter 2. The training time of NMF was 100. The number 

and dimensionality of hidden layers of encoders and decoders of VAE were one and 64, 

respectively. The input of VAE was shuffled to eliminate the dependency of results on 

the data number. The training time of VAE was 100. 

4.3 Results and Discussion 

Figure 4.1 shows the latent space of the VAE colored based on the substrate types and 

the fabrication processes. Propensities of the distribution of the latent variables were 

confirmed to be stable over trials. The latent space consisted of a normal distribution 

whose parameters were learned from the dataset. Therefore, an anomalous data tend to 

be distributed in outer region in the latent space because its likelihood should be small. 

In this study, many latent variables were plotted in the center island which had a small 

island in its upper right. Latent variables of samples on STO (100) substrates were 

separately distributed from those of the other substrate types, which implies that they 

were anomalous in this study. This distribution is consistent with the result of Chapter 

3, although those on YSZ (100) were not. The reason why the latent variables of 

samples on YSZ (100) were not recognized as anomalous is not studied in this thesis for 
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the time constraint. Latent variables of samples fabricated by PLD seem to be 

distributed broader than those by sputtering. This indicates that PLD is a better process 

to fabricate anomalous samples, which is consistent experts’ intuition that PLD is a 

suitable process for research. Therefore, the distribution of latent variables seems 

reasonable in overview. 



56 
 

 



57 
 

Figure 4.1 The latent space of VAE. (a) Not colored. (c) Colored based on substrate 

types. (e) Colored based on fabrication processes. (b), (d) and (f) are zoomed plots of 

their left plots. 

 

The latent variables which were distributed in the small island in the upper right 

of the central island were 22 2D-XRD images from two Bi doped In2O3 thin films. The 

two thin films were fabricated by co-sputtering so that they possessed dopant gradient 

from 0% to 15%. In addition to the two thin films, one thin film was fabricated the same 

conditions with different sputtering intensity. Table 4.1 shows the fabrication conditions 

of the three thin films. Figure 4.2 shows the zoomed plot of the latent space and their 

typical 2D-XRD images. Diffraction patterns were c-sapphire substrate (left), In2O3 

(400) (middle) and In2O3 (222). From (b) to (d), diffraction intensity of In2O3 (222) 

became weaker, in contrast, that of In2O3 (400) became stronger. Referring to Table 4.1, 

this difference of microstructures may be an effect of Bi dopant. The VAE seems to 

recognize that the microstructures which fabricated by sputtering power over 30 W 

were anomalous. This recognition seems reasonable because 222 plane of In2O3 tended 

to grow better than 400 plane in this study. Further measurements of other properties 

will reveal more insights. 

 

Table 4.1 Fabrication conditions of three Bi doped In2O3 thin films fabricated by co-

sputtering. 

Sample 

name 

Target 

A 

Target 

B 

Power 

for 

Target 

A [W] 

Power 

for 

Target 

B [W] 

Gas 

Ratio 

(O2/Ar) 

[%] 

Fabrication 

script 

Average 

Thickness 

[nm] 
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Sample 

α 

In2O3 Bi:In2O3 50 20 20 Co-

sputtering 

83.2 

Sample 

β 

In2O3 Bi:In2O3 50 35 20 Co-

sputtering 

85.7 

Sample 

γ 

In2O3 Bi:In2O3 50 50 20 Co-

sputtering 

76.6 

 

 

Figure 4.2 (a) the distribution of the three Bi doped In2O3 thin films. Colored based on 

the power of sputtering. (b), (c)  and (d) are typical 2D-XRD images of samples α, β and 

γ, respectively. 

 

 

Figure 4.3 shows distributions of latent variables of thin films of Ga2O3 and 

In2O3 fabricated by PLD and sputtering. Transitions of microstructures of composition 
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spreads (Ga1-xInx)2O3 (Samples A, B, C, and D) according to the composition gradient 

in the latent space are also drawn. Latent variables of thin films of Ga2O3 and In2O3 

fabricated by PLD were closely distributed. In contrast, those fabricated by sputtering 

were separately distributed. The distribution may reflect that the crystal of Ga2O3 did 

not well grow by PLD in this study. In addition, transitions of composition spreads 

fabricated by PLD (Samples A and B) seem to have little relationship to distributions of 

thin films of Ga2O3 and In2O3.  On the other hand, those by sputtering (Samples C and 

D) seem to continuously move between distributions of thin films of Ga2O3 and In2O3. 

Figure 4.4 shows valence band spectra of Sample A measured by X-ray photoelectron 

spectroscopy and represents the transition from Ga dominant structure to In dominant 

structure around x = 0.8. This result indicates that the large transitions which the four 

samples exhibited in the latent space (Figure 4.3) reflect transitions of space group from 

monoclinic (β-Ga2O3) to cubic (In2O3). Considering the transition, microstructures in 

the transition area (0.4 ≤  x ≤ 0.7) exhibited by Samples C and D may contain novel 

structures, although these are not confirmed in this thesis. These results suggest that 

sputtering is better process to investigate microstructures of the IGO system. 
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Figure 4.3 (a) Distributions of data points of thin films of Ga2O3 and In2O3 fabricated by 

PLD in the latent space. Box markers represent transitions of two composition spreads 

in the latent space according to the composition gradient. Larger size of markers 

corresponds larger x of (Ga1-xInx)2O3. (b) The corresponding plot of samples fabricated 

by sputtering. 
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Figure 4.4 Valence band spectra of a (Ga1-xInx)2O3 composition spared (Sample A in 

Figure 4.3). This figure is partially modified from Takahiro Nagata, Takeshi Hoga, 

Akihiro Yamashita, Toru Asahi, Shinjiro Yagyu, and Toyohiro Chikyow, “Valence 

Band Modification of a (GaxIn1–x)2O3 Solid Solution System Fabricated by 

Combinatorial Synthesis,” ACS Combinatorial Science, 2020, 22, 9, 433-439 ©2020 

American Chemical Society 

 

4.4 Conclusion 

The current results of this chapter are just for a proof of concept of the fabrication 

analysis. Although this chapter is a preliminary study, the VAE has been confirmed that 

it is an appropriate visualization method for a fabrication analysis. The visualization in 

this chapter will help non-experts to compare fabrication conditions of thin films. The 

visualization suggested that sputtering is a better process to fabricate composition 

spreads of indium gallium oxide to study microstructures of them. Although this chapter 
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compared only two processes, other fabrication processes can be compared in the 

similar way. The study reported by Banko et. al. [1] will be a good reference to deepen 

the study of this chapter. 
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Chapter 5 

Density-Based Analysis of Two-Dimensional X-

Ray Diffraction Images 

This chapter is partially a modified reproduction from Accepted Manuscript version of 

the article, A. Yamashita, T. Nagata, S. Yagyu, T. Asahi, and T. Chikyow, 

“Accelerating two-dimensional X-ray diffraction measurement and analysis with 

density-based clustering for thin films,” Japanese Journal of Applied Physics, 2021, 60, 

SCCG04, https://doi.org/10.35848/1347-4065/abf2d8  ©2021 IOP Publishing and Japan 

Society of Applied Physics 

5.1 Introduction 

This chapter discusses the signal density of a 2D-XRD image as another feature for 

machine learning models. In previous chapters, a result of a 2D-XRD measurement was 

evaluated in the image form, or the heatmap representation. As shown in Figure 5.1, a 

diffraction pattern is less vague in terms of the signal density compared to the image 

form. This should be advantage in a measurement of a low signal-to-noise (S/N) ratio 

sample such as a thin film. For confirmation of this advantage, the signal density was 

evaluated by a method called ordering points to identify the clustering structure 

(OPTICS) [1]. 
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Figure 5.1 Comparison of representation forms of a 2D-XRD measurement with 

heatmap representation and scatter plot. 

 

This chapter also discusses how to optimize the measurement time of 2D-XRD, 

which is practically determined based on researchers’ experiences, not on the 

literature [2]. Although un-optimization could be a bottleneck in high-throughput 

experiments, little research was reported to reduce measurement time with machine 

learning [3]. This chapter addresses this problem with a density-based analysis. In 

addition, a method to separate diffraction patterns from noises with density-based 

clustering is discussed. This method separates a diffraction signal one by one, which 

makes the fitting of a diffraction peak with a profiling function computationally 

cheaper. 

Firstly, the signal density of 2D-XRD images of bulk and thin film samples are 

compared with OPTICS in terms of S/N ratio. Then, the signal density is evaluated 

whether it represented propensities of microstructures of thin films. An appropriate 

measurement time is also discussed with OPTICS. Thereafter, a procedure was 

proposed how to separate diffraction patterns from noises with the density-based 

clustering technique called density-based spatial clustering of applications with noise 

(DBSCAN) [4]. Finally, a graph representation of a 2D-XRD image with the signal 
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density was studied as a promising feature candidate to represent microstructures of thin 

films. 

5.2 Method 

5.2.1 2D-XRD Images 

2D-XRD images were captured with Vantec 500 (Bruker AXS) and D8 Discover 

system, which detected a part of the Debye-Scherrer ring (2θ and χ angles) two-

dimensionally. Measured samples were poly crystalline bulk silicon (Poly-Si), doped 

FeCoMn alloy (FCM-X) thin films, and indium gallium oxide (IGO) thin films [5]. 

FCM-X ((FeCoMn)xX(1−x)) and IGO ((Ga1-xInx)2O3) were composition spreads 

fabricated using combinatorial synthesis [6]. All the 2D-XRD images shown in this 

chapter were applied with gamma correction to improve readability, and the gamma 

value was 5. 

5.2.2 Conversion of 2D-XRD Images into Scatter Plots 

2D-XRD images were converted into scatter plots of one unit length square so that they 

reserved diffraction intensities. For example, if the size of 2D-XRD image was 2048 × 

2048 pixels, and signal intensity at (208, 512) pixel was 10, then 10 points were plotted 

at the coordinate (208/2048, 512/2048) in a scatter plot. This multiple plots mean dense 

for clustering algorithms. 

5.2.3 Density-Based Analyses with DBSCAN and OPTICS 

DBSCAN is a clustering method which classifies data points into core points, 

neighbouring points and noise points. Core points are data points which contains more 

data points than a criteria in its ε-neighbourhood. Neighbouring points are data points 
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which contains core points and less data points than the criteria in its ε-neighbourhood. 

Other data points are classified as noise points. The criteria which separates core and 

neighbouring points is a hyperparameter of DBSCAN. Hyperparameters of DBSCAN in 

this chapter is explained in Section 5.2.4. 

OPTICS is a similar method to DBSCAN, but not a clustering method.  OPTICS 

is a method to determine ε of DBSCAN depending on the criteria. Hyperparameters of 

OPTICS are minimum points and a maximum of ε. The value of minimum points is the 

criteria to determine core points of DBSCAN, therefore we set the same value as 

DBSCAN applications. The other parameter, a maximum of ε, can be infinity because 

this value is a maximum value to calculate whether a data point is core point or not. In 

this chapter we set the maximum of ε to 26/2048, which almost corresponds to 0.5° in 

2θ angle, to reduce the computational time. 

A result of OPTICS is represented in a form of lists, which stores sets of a data-

point number, a cluster-ordering and a reachability distance. The list is analysed in a 

form of a reachability plot, whose horizontal and vertical axes represent cluster-ordering 

and reachability distance, respectively. Example reachability plot is Figure 5.2. Cluster-

ordering is a value related to the position in the original plot. Reachability distance 

represents the minimum of ε required for the data point to be a core point. Therefore, 

each valley in a reachability plot represents the dense region in the original plot. 
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Figure 5.2 Sample scatter plot (top) and its reachability plot (bottom). Each valley 

represents dense region in the original plot. This figure is a reproduction from Accepted 

Manuscript version of the article, A. Yamashita, T. Nagata, S. Yagyu, T. Asahi, and T. 

Chikyow, “Accelerating two-dimensional X-ray diffraction measurement and analysis 

with density-based clustering for thin films,” Japanese Journal of Applied Physics, 

2021, 60, SCCG04, https://doi.org/10.35848/1347-4065/abf2d8  ©2021 IOP Publishing 

and Japan Society of Applied Physics 

5.2.4 Hyperparameters of DBSCAN 

Hyperparameters of DBSCAN are minimum points and ε. The value of minimum points 

was the same as that of OPTICS applications. Each ε was determined by referring to the 

corresponding reachability plot. We also used minimum cluster size to omit smaller 
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clusters as noise from the analysis. All parameters in this chapter is summarized in 

Table 5.1. Note that orders of magnitude of minimum points and minimum cluster size 

are important rather than exact values. 

Table 5.1 Hyperparameters of DBSCAN in this chapter. This table is a reproduction 

from Accepted Manuscript version of the article, A. Yamashita, T. Nagata, S. Yagyu, T. 

Asahi, and T. Chikyow, “Accelerating two-dimensional X-ray diffraction measurement 

and analysis with density-based clustering for thin films,” Japanese Journal of Applied 

Physics, 2021, 60, SCCG04, https://doi.org/10.35848/1347-4065/abf2d8  ©2021 IOP 

Publishing and Japan Society of Applied Physics 

Data Name ε Minimum points Minimum cluster 

size 

Poly-Si 20/2048 268 268 

FCM-X 180 s 0.003 50 1000 

FCM-X 20 s 0.009 50 500 

FCM-X 60 s 0.0055 50 3000 

FCM-X 900 s 0.0015 50 100000 

 

5.2.5 Graph Representation of 2D-XRD Images 

2D-XRD images were first converted into scatter plots. Then Gaussian mixture model 

(GMM) was applied to the scatter plots with setting the number of kernels to 30. We 

used sci-kit learn v. 0.20.0, intel-python distribution for the GMM application. A base 

node was added at the middle point of the right edge of a 2D-XRD image. The all 

GMM kernels of each image were connected to the base node to constitute a graph of a 

2D-XRD image (Figure 5.3). Features of each edge and node were relative position of 

the connecting nodes and the variance of the GMM kernel, respectively. 
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Figure 5.3 Example graph of a 2D-XRD image. Each node represents a main diffraction 

signal. Strong diffraction signals were allocated multiple kernels. 

 

We modelled variational graph autoencoder with PyTorch and PyTorch 

Geometric. The number of graph convolutional layers was three. The pooling layer was 

global mean pool. The number of hidden layers was one and its dimensionality was 

four. The prior distribution was 2D normal distribution whose mean and variance were 

0 and 1, respectively. 

5.3 Results and Discussion 

5.3.1 Density Analyses of 2D-XRD Images with OPTICS 

To investigate propensities of the signal density of a 2D-XRD image, we compared 

reachability plots of Poly-Si (bulk) and FCM-X (thin film) (Figure 5.4). Note that 

differences in reachability distances over samples are basically meaningless because 

average density of noises in a 2D-XRD image may change based on the detection 

voltage which is automatically adjusted for each measurement. We selected 120 s 
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measurement data of Poly-Si and 60 s measurement data of FCM-X for comparison 

because the reachability distances of their noises were close values to each other. As 

shown in Figure 5.4, the valley of FCM-X was narrow and shallow compared with the 

valleys of Poly-Si. This means that the S/N ratio of a sample is represented with the size 

and depth of a valley in the reachability plot. 

 

Figure 5.4 Reachability plot comparison of Poly-Si (blue) and FCM-X (red). This figure 

is a reproduction from Accepted Manuscript version of the article, A. Yamashita, T. 

Nagata, S. Yagyu, T. Asahi, and T. Chikyow, “Accelerating two-dimensional X-ray 

diffraction measurement and analysis with density-based clustering for thin films,” 

Japanese Journal of Applied Physics, 2021, 60, SCCG04, 

https://doi.org/10.35848/1347-4065/abf2d8  ©2021 IOP Publishing and Japan Society 

of Applied Physics 

 

We then applied OPTICS to 2D-XRD images of IGO to investigate the 

relationship between the signal density and crystallinities of a sample. As shown in the 

left column of Figure 5.5, the crystal structures of the thin film became higher oriented 

from (a) to (c). In the same way, the bottom of the valley in the reachability plots in the 
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right column became wider as indicated by the green arrows (the inner plots are zoomed 

plots). In the conventional method, the crystallinity is characterized with the full width 

of the half maximum of diffraction peaks over 2θ angle or χ angle using high S/N data. 

This is another reason why measurement time of XRD of thin films tends to be longer 

compared to bulk samples. Considering this, an analysis with the signal density will 

reduce measurement time to characterize the crystallinity. We also confirmed that 

internal stress (weaker diffraction intensity on the diffraction axis) in thin film was 

indicated by a small mountain in a valley in reachability plot (Figure 5.6). 
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Figure 5.5 Comparison of orientations of In2O3 crystals in a composition spread with 

reachability plots. The original 2D-XRD images are listed in the left column and the 

corresponding reachability plots are in the right column. Inner plots in the reachability 
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plots are zoomed plots in the grey box regions. From (a) to (c), composition ratio of 

Ga2O3 decreases and the crystal of In2O3 became higher oriented. This figure is a 

reproduction from Accepted Manuscript version of the article, A. Yamashita, T. Nagata, 

S. Yagyu, T. Asahi, and T. Chikyow, “Accelerating two-dimensional X-ray diffraction 

measurement and analysis with density-based clustering for thin films,” Japanese 

Journal of Applied Physics, 2021, 60, SCCG04, https://doi.org/10.35848/1347-

4065/abf2d8  ©2021 IOP Publishing and Japan Society of Applied Physics 

 

 

Figure 5.6 Representation of inner stress by a 2D-XRD image and the corresponding 

reachability plot. This figure is a reproduction from Accepted Manuscript version of the 

article, A. Yamashita, T. Nagata, S. Yagyu, T. Asahi, and T. Chikyow, “Accelerating 

two-dimensional X-ray diffraction measurement and analysis with density-based 

clustering for thin films,” Japanese Journal of Applied Physics, 2021, 60, SCCG04, 

https://doi.org/10.35848/1347-4065/abf2d8  ©2021 IOP Publishing and Japan Society 

of Applied Physics 

  

5.3.2 Signal/Noise Separation with DBSCAN 

In the previous section, we confirmed that diffraction patterns are represented as valleys 

in reachability plots, which suggests that diffraction signals can be separated from 

noises referring to their signal densities. We propose the procedure to separate 

diffraction signals from background noises, then fit each diffraction signal with a 

profiling function (Figure 5.7). Note that, from this section, some 2D-XRD images were 
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flipped for the consistency of the direction of the diffraction angle with 1D-XRD. 

 

Figure 5.7 Procedure to separate diffraction patterns from background noises with a 

density-based clustering. This figure is a modified reproduction from Accepted 

Manuscript version of the article, A. Yamashita, T. Nagata, S. Yagyu, T. Asahi, and T. 

Chikyow, “Accelerating two-dimensional X-ray diffraction measurement and analysis 

with density-based clustering for thin films,” Japanese Journal of Applied Physics, 

2021, 60, SCCG04, https://doi.org/10.35848/1347-4065/abf2d8  ©2021 IOP Publishing 

and Japan Society of Applied Physics 
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As a proof of concept, we applied our method to 2D-XRD image of Poly-Si. 

Figure 5.8(a) and (c) show the 2D-XRD image and the XRD chart. All the XRD charts 

in this study were produced by integration over χ angle ranged from −7.0° to 7.0°. 

Figure 5.8(b) is the result of DBSCAN application: red and blue points are clustered and 

noise points, respectively. We integrated each separated signal (red points) over χ angle 

and fitted each peak with a Gaussian function. The fitted results were concatenated to 

constitute the XRD chart [Figure 5.8(d)]. Each fitting results are shown in Figure 5.9. 

Referring to Figure 5.8(c) and (d) we concluded that the method separated signals with 

appropriate regions. 
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Figure 5.8 Results of Poly-Si. (a) the original 2D-XRD image, (b) a scatter plot of the 

DBSCAN result, the red points belong to valid clusters, the blue points are noises and 

omitted from the analysis, (c) the XRD chart of the original 2D-XRD image, (d) XRD 

chart using our method and fitted with Gaussian functions. This figure is a reproduction 

from Accepted Manuscript version of the article, A. Yamashita, T. Nagata, S. Yagyu, T. 

Asahi, and T. Chikyow, “Accelerating two-dimensional X-ray diffraction measurement 

and analysis with density-based clustering for thin films,” Japanese Journal of Applied 
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Physics, 2021, 60, SCCG04, https://doi.org/10.35848/1347-4065/abf2d8  ©2021 IOP 

Publishing and Japan Society of Applied Physics 

 

 

Figure 5.9 Fitting results of Poly-Si diffraction patterns, raw signal (orange) and fitting 

result (blue). This figure is a reproduction from Accepted Manuscript version of the 

article, A. Yamashita, T. Nagata, S. Yagyu, T. Asahi, and T. Chikyow, “Accelerating 

two-dimensional X-ray diffraction measurement and analysis with density-based 

clustering for thin films,” Japanese Journal of Applied Physics, 2021, 60, SCCG04, 

https://doi.org/10.35848/1347-4065/abf2d8  ©2021 IOP Publishing and Japan Society 

of Applied Physics 

 

Next, we applied our method to 2D-XRD of FCM-X to evaluate the method 

limitation. As shown in Figure 5.10(a), the diffraction pattern of the sample is very 

weak compared to the noise intensity. Even with this low S/N, our method separated 

diffraction pattern signals [Figure 5.10(b)]. Furthermore, the density analysis is 

advantageous compared to the method which separates diffraction pattern signals from 

noises with thresholds of intensity (Figure 5.11). This is because the diffraction 

intensity from thin films are at the almost same level to noise signals. 
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Figure 5.10 (a) 2D-XRD image of FCM-X, the crystal system of the sample is bcc, (b) 

scatter plot of the DBSCAN result, the red points correspond to the diffraction pattern 

signal, the blue points are noise signals. This figure is a reproduction from Accepted 

Manuscript version of the article, A. Yamashita, T. Nagata, S. Yagyu, T. Asahi, and T. 

Chikyow, “Accelerating two-dimensional X-ray diffraction measurement and analysis 

with density-based clustering for thin films,” Japanese Journal of Applied Physics, 

2021, 60, SCCG04, https://doi.org/10.35848/1347-4065/abf2d8  ©2021 IOP Publishing 

and Japan Society of Applied Physics 
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Figure 5.11 Comparison of threshold and density methods. (a) and (b) are separation 

results by setting thresholds 1 and 2, respectively. (c) is the density result [same as 

Figure 5.10(b)]. 

 

5.3.3 Evaluation of measurement time 

To evaluate the appropriate measurement time in terms of the signal density, FCM-X 

was measured by changing its measurement time from 20 to 900 s and applied the 

separation method (Figure 5.12). The sample and the measurement position were the 

same as those in Figure 5.10 and Figure 5.11. In all cases, DBSCAN separated the 

diffraction pattern signals with parameter adjustments. The parameters are listed in 

Table 5.1. 
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Figure 5.12 Comparison among FCM-X results by changing measurement time from 20 

to 900 s, each row corresponds to one measurement, plots in the left column are XRD 

charts of the original 2DXRD images, scatter plots in the right column are DBSCAN 

results. Measurement times were (a) 20 s, (b) 60 s, (c) 180 s, and (d) 900 s. This figure 

is a reproduction from Accepted Manuscript version of the article, A. Yamashita, T. 

Nagata, S. Yagyu, T. Asahi, and T. Chikyow, “Accelerating two-dimensional X-ray 
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diffraction measurement and analysis with density-based clustering for thin films,” 

Japanese Journal of Applied Physics, 2021, 60, SCCG04, 

https://doi.org/10.35848/1347-4065/abf2d8  ©2021 IOP Publishing and Japan Society 

of Applied Physics 

 

Referring to the S/N ratios, 900 s (possibly 180 s for some analyses) was the 

appropriate measurement time for FCM-X with the conventional XRD analysis or 

measurements with point detectors. However, in terms of the signal density, 60 s was 

enough duration to separate the diffraction pattern signals. Because the detection of the 

diffracted X-ray with point detectors is estimated to follow the Poisson distribution [7],  

measurements with point detectors consume a lot of time for their counts converging to 

enough precision. In contrast, our approach is based on the assumption that this 

convergence is far faster in space compared with in time, and this is why we conclude 

that 60 s was enough duration. 

In terms of time optimization for practical measurements, proper measurement 

time should be moderate duration to obtain a certain depth of valleys in a reachability 

plot. Figure 5.13 shows the reachability plots of the result of Figure 5.12. Referring to 

the reachability plots, shorter measurement time may be better than longer. This is 

because long measurement time makes noise regions denser and valleys of diffraction 

patterns relatively shallow. Therefore, proper measurement time will be shorter 

compared with the conventional methods. The proper metrics of density difference 

should be discussed for further discussion over measurement time optimization, and this 

would be the future work. 
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Figure 5.13 Reachability plots of FCM-X, measurement times were (a) 10 s, (b) 20 s, 

(c) 40 s, (d) 60 s, (e) 180 s, and (f) 900 s. All measured samples are the same as Figure 

5.10. This figure is a reproduction from Accepted Manuscript version of the article, A. 

Yamashita, T. Nagata, S. Yagyu, T. Asahi, and T. Chikyow, “Accelerating two-

dimensional X-ray diffraction measurement and analysis with density-based clustering 

for thin films,” Japanese Journal of Applied Physics, 2021, 60, SCCG04, 

https://doi.org/10.35848/1347-4065/abf2d8  ©2021 IOP Publishing and Japan Society 

of Applied Physics 

5.3.4 Remarks for Practical Applications 

Because OPTICS is a computationally expensive algorithm, researchers should limit the 

number of applications as well as setting maximum value of ε in the practical study. For 

example, in the measurement of composition spread, because noises are supposed to be 

similar intensities over all measurement points, a single application of OPTICS will be 

enough to determine parameters of DBSCAN. 

5.4 Future Work 

Graph neural network (GNN) [8,9] is an emerging tool in data-driven materials 

research [10–13]. GNN is applicable to almost all domains as long as a data point can 
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be represented as a graph (a set of nodes and edges). This section shortly discusses the 

application of GNN to 2D-XRD images. 

Chapter 2 discussed the feature extraction of 2D-XRD images with NMF. 

Although the NMF features represented propensities of microstructures of thin films, 

they are hard to represent continuous changes such as peak shift. A graph representation 

of a 2D-XRD image will be a solution if it represents diffraction signals and their 

positions as nodes and edges, respectively. To confirm this assumption, we converted 

2D-XRD images into graphs and modelled a graph variational autoencoder 

(GVAE) [14] under basic algorithms without fine tuning of hyperparameters. Figure 

5.14 shows the latent space of GVAE. Red and blue points are latent variables of 

samples fabricated by PLD and sputtering, respectively. The tendency that latent 

variables of samples fabricated by PLD were distributed broader than those by 

sputtering is consistent with the results in Chapters 3 and 4. Even with the basic 

application, GVAE learned propensities of PLD and sputtering. Because the current 

graph representation failed to capture weak diffraction patterns and broadness of the 

diffraction patterns over χ angle, further study is required. 
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Figure 5.14 Latent space of GVAE. Red and blue points represent samples fabricated by 

PLD and sputtering, respectively. 

 

5.5 Conclusion 

In this chapter, we have confirmed that the signal density of 2D-XRD images represents 

a lot of information on microstructures of samples. The signal density represents not 

only differences among diffraction pattern signals and noises, but also other information 

such as crystallinities or internal stress of crystal structures. A significant advantage of 

density based representation is that these information can be obtained with short 

measurement times or very low S/N data, which is beneficial to research on ultra-thin 

films. In addition, analyses with the signal density omit arbitrariness of the integration 

range of 2D-XRD images, which is inevitable in the conventional analysis. 

We also demonstrated that combining OPTICS and DBSCAN can separate 

diffraction pattern signals from noises even under short measurement time of thin films. 

OPTICS and DBSCAN are unsupervised learning, which does not require any big data. 

Therefore, researchers can apply the method without preparing a large amount of 2D-
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XRD images in advance. Although our method requires three hyper parameters, one 

parameter (minimum points) is not so important, and the other parameters can be 

estimated using OPTICS. Our approach will work with other density-based clustering 

methods, such as hierarchical DBSCAN. 2D-XRD images of various samples, e.g., 

alloy, ceramic, and bulk, can be analysed in the similar way. 

We also confirmed that the graph representation of signal density of 2D-XRD 

images will be better features for deep learning models than NMF features. These 

results shows that the signal density is a candidate feature of 2D-XRD images to 

represent microstructures of samples. 
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Chapter 6 

Conclusions 

6.1 Conclusion of the research 

This thesis studied features of 2D-XRD images to represent microstructures of thin 

films for machine learning models. Microstructures of thin films are deterministic 

parameters of material properties; thus, they are indispensable variables for data-driven 

research on thin films. Although measurement data of microstructures can be rapidly 

produced by a combination of high throughput experiments and 2D-XRD 

measurements, the characterization of them is time-consuming. Therefore, this thesis 

studied how to represent microstructures by data-driven manners to circumvent the 

problem. 

In Chapter 2, NMF is evaluated as a feature extraction method of 2D-XRD 

images. The NMF features represented crystallinity differences of thin films, which 

reflected differences of fabrication conditions as well as those of substrate types. 

Chapter 3 describes that the NMF features improved the performance of VAE so that 

the model learned distinct borders among some substrate types in its latent space. In 

Chapter 4, fabrication conditions of indium gallium oxide thin films were visualized 

with the methods of Chapters 2 and 3. The visualization revealed that structural changes 

of samples by sputtering and PLD were different, which indicates that sputtering is 

better process for research on indium gallium oxide thin films than PLD is. In Chapter 

5, the signal density of 2D-XRD images is evaluated as another feature candidate. This 

feature optimized measurement time of 2D-XRD measurements. In addition, graph 
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representation with the density features is a promising feature of 2D-XRD images 

because this representation will capture continuous shifts of diffraction patterns which 

the NMF features did not. 

These results contribute to utilize outputs of high throughput experiments for 

data-driven materials research. Because thesis is a case study of 2D-XRD images, 

further study on feature extraction of other measurements is still required for advances 

of data-driven materials research. 

6.2 Outlook 

This thesis mainly focuses propensities of features of 2D-XRD images. Therefore, 

prediction of some material properties are not discussed. This section describes some 

details of predictive approaches with the features as follows: 

 Prediction of crystallinities under untested fabrication conditions: The prediction 

model will be a generative model such as VAE. However the input will be a 

problematic because conditions of fabrication of thin films vary depending on 

processes such as PLD, sputtering, or metal organic chemical vapour deposition. 

Concatenation of those conditions will be a sparse and high dimensional input 

vector. Therefore, NMF will be an appropriate feature extraction method for the 

input. The output will be NMF or graph features of 2D-XRD images. 

 Combination with other data types: Practical materials researches employ 

various measurements as well as XRD. Concatenating features of those 

measurements (not raw measurement data) will be an input of a machine 

learning model. 
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 Density based analysis for qualification: The separation method of diffraction 

signals in Chapter 5 will be beneficial to qualifications of products, but must be 

tested statistically in another study. 

 Prediction of materials properties from microstructures: The input will be NMF 

features or density features discussed in this thesis. The output changes based on 

the task. The model may be determined by referring to the task or the literature. 

Another way to determine the model is to simply choose the best accuracy 

model with packages such as MLJ.jl or PyCaret which train multiple models at a 

single instruction. 

6.3 Industrial Perspective 

This thesis proposes methods to extract features from 2D-XRD images of thin films and 

to visualize them for fabrication analyses. Although the most samples were thin films of 

indium gallium oxide, the research focus was on methods to treat raw measurement data 

in data science frameworks. Therefore, the findings in this thesis are applicable to 2D-

XRD images of other materials. This section describes contributions of this thesis to 

materials and semiconductor industries. 

Materials industry will be beneficiated from essential parts of this thesis. This 

thesis explains the method how to input a high-dimensional and small-sized dataset into 

machine learning models. This is a common situation in almost all sections in materials 

industry and a server problem in competitive sections such as batteries or 

pharmaceuticals. As this thesis has described, a solution is feature extraction. However, 

the importance of it has not well recognized because the feature extraction itself will not 

discover any novel materials. This thesis helps researchers realize the importance of 
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feature extraction. Considering this, the thesis also will open new consultancy in 

materials industry. 

Semiconductor industry will be practically beneficiated from this thesis. 

Semiconductor thin films are widely implemented in the modern society, such as logic 

and memory devices in IT products and power devices and sensors in electric vehicles. 

These devices are so called final products. This thesis will contribute to more upstream 

processes, mainly to the deposition process. The main product of this process is multi-

layer thin films on a wafer, which are supposed to constitute transistors. These layers 

are so thin that diffraction intensities in the XRD measurement are very weak, thus, the 

out-of-plane measurement is not feasible. Although the in-plane measurement is 

applicable, it loses spatial resolution in the film, thus positions of defects cannot be 

identified. Therefore, microstructures of them are rarely measured in the production line 

for now. As discussed in Chapter 5, the density-based method is applicable to such low 

S/N samples even with the out-of-plane measurement and reduces the measurement 

time of films to around 1/15. Therefore, the XRD measurement in the production line 

will be feasible. Feature extraction by NMF (Chapter 2) will be useful in evaluation 

whether measured points contain defects or not. This evaluation will be calculated 

within milliseconds by the method in Section 2.2.3. This identifying positions of defects 

is important to reduce the size of chips to increase the yield of chips per wafer. In 

addition, the detection of defects in upstream processes is profitable in semiconductor 

industry because current semiconductor devices are fabricated through large number of 

complex processes. Therefore, although such thin layers were not measured, this thesis 

will contribute whole semiconductor industry through the deposition process. 
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Appendix A 

Additional Information for Chapter 2 

A.1 Feature Vector Overview with a Correlation Matrix 

To verify whether the feature vectors represent propensities of the whole dataset, we 

computed Pearson’s correlation coefficients among the feature vectors and represented 

the results in a matrix form [Figure A1 (a)]. The results were arranged according to the 

substrate type and the order was as follows: c-sapphire (data number 1–228), YSZ (111) 

(229–394), YSZ (100) (395–479), SiO2 (480–490), STO (111) (491–501), and STO 

(100) (502–512). Feature vectors on the same substrate type have a relatively strong 

correlation compared to those on different substrate types. With this figure, we noticed 

11 wrongly labeled data, which were from one composition-spread sample on the YSZ 

(100) substrate but labeled as a c-sapphire sample. Some samples on the c-sapphire 

substrates (data number 180–228) were weakly correlated with other samples on the 

same substrate type. This is because these data have a major weight in factor 4, not in 

factor 6. Some feature vectors of c-sapphire have a stronger correlation with the 

samples on the YSZ (111) substrate. This may be because the 2D-XRD images 

measured from the Ga2O3 thin films on c-sapphire and YSZ (111) substrates were 

mainly background noise and the signal of the substrate. 

We also found that despite the same substrate composition, the difference in the 

crystal plane is implied by the correlations of the feature vectors. This finding is 

consistent with the fact that in this study, the lattice constant of the substrate, and not 

electric polarity, is the important factor in the fabrication of the thin films. This shows 
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that NMF is a good feature extraction method for 2D-XRD signal datasets containing 

multiple substrate types. 

Considering the results, feature vectors represent mainly substrate-type 

differences. The histogram of the correlation coefficients [Figure A1 (b)] supports this 

assumption by showing that the data from the same substrate type have a strong 

correlation and are mainly over 0.5. In contrast, the other substrate data have a slight 

correlation and are approximately 0.0. This suggests that the distribution of the feature 

vectors has some kind of hierarchy; therefore, applying a hierarchical clustering 

technique will reveal a hierarchy in which the fabrication condition differences are less 

than the substrate type. 

This text is a reproduction under Creative Commons License 4.0 (CC BY) 

https://creativecommons.org/licenses/by/4.0/ from A. Yamashita, T. Nagata, S. Yagyu, 

T. Asahi, and T. Chikyow, “Direct feature extraction from two-dimensional X-ray 

diffraction images of semiconductor thin films for fabrication analysis,” Science and 

Technology of Advanced Materials: Methods, in press, 

https://doi.org/10.1080/27660400.2022.2029222, published by Taylor & Francis. 
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Figure A1. (a) Correlation constants of the feature vectors. Both x-axis and y-axis 

represents data ID; however, the y-axis indicates the borders of the substrate types. (b) 

Histogram of correlation constants. This figure is a reproduction under Creative 
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Commons License 4.0 (CC BY) https://creativecommons.org/licenses/by/4.0/ from A. 

Yamashita, T. Nagata, S. Yagyu, T. Asahi, and T. Chikyow, “Direct feature extraction 

from two-dimensional X-ray diffraction images of semiconductor thin films for 

fabrication analysis,” Science and Technology of Advanced Materials: Methods, in 

press, https://doi.org/10.1080/27660400.2022.2029222, published by Taylor & Francis. 
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A.2 Supplemental Figures 

 

Figure A2. Factor images with the shared colour scale. All images are corrected at γ = 5. 

This figure is a reproduction under Creative Commons License 4.0 (CC BY) 
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https://creativecommons.org/licenses/by/4.0/ from A. Yamashita, T. Nagata, S. Yagyu, 

T. Asahi, and T. Chikyow, “Direct feature extraction from two-dimensional X-ray 

diffraction images of semiconductor thin films for fabrication analysis,” Science and 

Technology of Advanced Materials: Methods, in press, 

https://doi.org/10.1080/27660400.2022.2029222, published by Taylor & Francis. 

 

 

Figure A3. Heatmap of feature vectors of PLD samples. This figure is a reproduction 

under Creative Commons License 4.0 (CC BY) 

https://creativecommons.org/licenses/by/4.0/ from A. Yamashita, T. Nagata, S. Yagyu, 
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Figure A4. Objective function comparison in the case of the factor 1. (a) and the blue 

line in (c) is the result of the divergence case. (b) and the green line in (c) is that of the 

mean squared error (MSE) case. The colour scale of (a) is identical to that of (b). The 

dashed lines in (c) indicates borders of substrate types. The order of the substrate types 

is c-sapphire, YSZ (111), YSZ (100), Pt/Ti/SiO2/Si (100), STO (111) and STO (100). 

This figure is a reproduction under Creative Commons License 4.0 (CC BY) 

https://creativecommons.org/licenses/by/4.0/ from A. Yamashita, T. Nagata, S. Yagyu, 
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Figure A5. The result of the factor 2. The displaying manner is identical to Figure A4. 

This figure is a reproduction under Creative Commons License 4.0 (CC BY) 
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Figure A6. The result of the factor 3. The displaying manner is identical to Figure A4. 

This figure is a reproduction under Creative Commons License 4.0 (CC BY) 
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Figure A7. The result of the factor 4. The displaying manner is identical to Figure A4. 

This figure is a reproduction under Creative Commons License 4.0 (CC BY) 
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Figure A8. The result of the factor 7. The displaying manner is identical to Figure A4. 

The results of the factors 5 and 6 are explained in the main text. This figure is a 

reproduction under Creative Commons License 4.0 (CC BY) 
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Figure A9. The result of the factor 8. The displaying manner is identical to Figure A4. 

This figure is a reproduction under Creative Commons License 4.0 (CC BY) 

https://creativecommons.org/licenses/by/4.0/ from A. Yamashita, T. Nagata, S. Yagyu, 

T. Asahi, and T. Chikyow, “Direct feature extraction from two-dimensional X-ray 

diffraction images of semiconductor thin films for fabrication analysis,” Science and 

Technology of Advanced Materials: Methods, in press, 

https://doi.org/10.1080/27660400.2022.2029222, published by Taylor & Francis. 

 

  



104 
 

 

Figure A10. The result of the factor 9. The displaying manner is identical to Figure A4. 

This figure is a reproduction under Creative Commons License 4.0 (CC BY) 
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Figure A11. The result of the factor 10. The displaying manner is identical to Figure 

A4. This figure is a reproduction under Creative Commons License 4.0 (CC BY) 

https://creativecommons.org/licenses/by/4.0/ from A. Yamashita, T. Nagata, S. Yagyu, 
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Figure A12. 2D-XRD images of the (Ga1-xInx)2O3 composition spread discussed in 

Section 2.3.3 and Figure 2.8 in the main text. Note that the intensities are different from 

other 2D-XRD images in this thesis because this figure shows original 2D-XRD images, 

not normalized ones. 
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Appendix B 

Additional Information for Chapter 3 

B.1 Supplemental Figures 

 

Figure B1 Origin and coordinates of the factors in the latent space. This figure is a 

reproduction under Creative Commons License 4.0 (CC BY) 
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T. Asahi, and T. Chikyow, “Direct feature extraction from two-dimensional X-ray 
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