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1 Introduction

In this thesis, we study asymptotic behavior of maximum likelihood type estimator
and leats squares type estimator for parameterized stochastic differential equations
driven by a fractional Brownian motion (fBm). Note that the fBm is a centered
Gaussian process with By = 0 and

EBBI = = (*" + " — |t — s]*").

DN | —

This covariance formula implies that the sample paths of the fBm have ~-Holder
continuity for any 0 < v < H. The {Bm divided into three different families corre-
sponding to 0 < H < 1/2, H =1/2 and 1/2 < H < 1 respectively. When H =1/2,
this process is a standard Brownian motion and the increment of the process in
disjoint intervals are independent. However, for H # 1/2 the increments are not
independent. When H > 1/2, the increments exhibit long-range dependence which
is observed in the economics, physics, finance and other fields. When H < 1/2,
the increments are negatively correlated and it is more important in the field of the
mathematical finance (see [9]). Thus, fBm can represent various phenomena and it
is important to study the statistical inference for stochastic processes, modeled by
stochastic differential equations driven by fBm.

When H = 1/2, for which the process is a diffusion process, its parametric
inference has been studied by many authors. In particular, the maximum likelihood
estimator (MLE) via the likelihood function based on the Girsanov density is one of
the optimal estimation methods (see, e.g., Prakasa Rao [36], Liptser and Shiryaev
[24], Kutoyants [22] and references therein).

Since fBm is neither a semimartingale nor Markov process, it is not possible
to use the tool of the stochastic analysis. In this context, Norros [31] succeeded
in analyzing stochastic differential equation driven by fBm within the framework of
conventional stochastic analysis by applying a transformation to a certain martingale.
This idea has since been widely used in its statistical inference and various studies
have been conducted. We refer the reader to Pracasa Rao [37], Mishura [26] and also
references therein. Many authors studied the following fractional one-dimensional
Orstein—Uhlenbeck process:

t
Xt:XO—eo/ XSdS—FO'B;I, t e (O,T], (11)
0

where Xy € R is the initial value, {B/ };cjo) is a fBm with Hurst index H €
(0,1)/{3}. In this model, the drift function is linear in # and the MLE has explicit
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form. Asymptotic properties of the MLE for unknown parameter 6, in (1.1) is well
studied when 7" — oo.

The main purpose of this thesis is to construct an asymptotic inference theory
for parameterized stochastic differential equations driven by fBm with generalized
drift functions. In Chapter 3, we consider a stochastic process {X; }scpo,m which is
the solution to the following one-dimensional stochastic differential equations:

t
Xte :Xo—f-/ b(Xg,@o)ds—l—thH, t e (O,T], (12)
0

where Xy € R is the initial value, 6, € © is the parameter which is contained in
a bounded and open convex subset © C R? and b is the function on R x ©. we
consider a maximum likelihood estimator from a realization data {X7}icpom and
derive its asymptotic properties under a small dispersion coefficient ¢ — 0: small
noise asymptotic.

The parametric inference for diffusion processes under small noise asymptotics
has been well developed (see, e.g., Kutoyants [20], [21], Uchida and Yoshida [42],
Yoshida [43] and [44]). However, parametric estimation problems for the stochastic
differential equation driven by fBm has not been analyzed yet. There are some
practical advantages in small noise asymptotic. We need technical assumptions such
as long-time observation and uniformly-moment conditions in the ergodic setting to
obtain limit theorems of estimators. However, it doesn’t seem very easy to check
those conditions in (1.2) in practice. In the case of small noise asymptotics, we
can obtain some limit theorems under relatively milder conditions compared to the
ergodic case. In addition, by a suitable scaling, we can deal with a small noise model
as a long-term model, approximately. Hence the small noise model is convenient in
practice.

In Chapter 4, we consider the following stochastic differential equations which
generalize coefficients of noise in (1.2):

t t
Xf:XUJr/ b(X;‘,HO)ders/ o(X2)dB!, te (0,T), (1.3)
0 0

where ¢ is the function on R and the integral with respect to B is defined as a path-
wise Riemann—Stieltjes integral. As in Chapter 3, we consider the M-estimator that
naturally follow from the derivation of the MLE from a realization data {X7 }icpo.n
and derive its asymptotic properties under a small dispersion coefficient ¢ — 0. In
addition, we give one of the sufficient conditions which guarantee the absolute conti-
nuity between the semimartingale derived by transforming the solution of (1.3) and
Wiener measure.



On the other hands, from a practical point of view, the parametric inference
for discretely observed data is necessary. In Chapter 5, we consider a stochastic
process { X }iepo,r) which is the solution to the following one-dimensional stochastic
differential equations:

t
Xt = Xg +/ b(XS,HQ)dS + O'Bfl, t e [O,T], (14)
0

where H € (1/2,1), 6, is a parameter contained a bounded and open convex subset
O C R, and o € R is assumed to be the known diffusion coefficient. we consider the
least squares type estimators from discretely observed data { Xy, }7_; and derive
its asymptotic properties as n — oo, h, — 0, nh, — oco. The least squares type
estimators are relatively tractable estimators, and deriving asymptotic normality is
theoretically and practically meaningful. In contrast, Liu et al. [25] proved the LAN
property for the equation (1.4) when the observation of the process are continuous
and the optimal asymptotic variance and converegence rate of estimators have al-
ready known. Our results do not achieve that optimal rate of convergence. This
indicates that our least squares type estimators are not lilely asymptotic efficient for
SDE driven by fBm, unlike the case of Brownian motion. Of course, it can hap-
pen the optimality rate of estimators is different between continuous observations
and discrete observations. However, Brouste and Iacus [2] and Hu-Nualart-Zhou [14]
studied an estimator which is called ergodic type estimator in the case of fractional
Orstein—Uhlenbeck process and derived its asymptotic distribution. Their estimators
achieve optimal convergence rate suggested by [25] when H € (1/2,3/4). Thus we
expect that it is possible to improve the convergence rate of our estimator based on
discrete samples and more general drift function. In addition, the drift and diffusion
parameters and Hurst index should be estimated jointly. [2] and Haress and Hu [12]
studied the parametric estimation of fractional Ornstein—Uhlenbeck process based
on discrete samples. They proposed the ergodic type estimators and proved joint
convergence of all parameters. For more general equations such as (1.3), Kubilius
and Skorniakov [19] proposed the estimator of the Hurst index when the function o
is unknown and they proved the consistency and asymptotic normality. However, in
this general case, joint convergence of the drift and the diffusion parameters and the
Hurst index is still open.

This thesis mainly consists of three already published papers on statistical infer-
ence [27], [28] and [29].



2.1

2.2

Preliminaries

Notations

Let (2, F, P) be a probability space and F; be the o-field generated by the
random variables BH | s € [0,].

s 7

We denote op(1) for a sequence of random variables {Y,, },,en that converges to
zero in probability as n — oo.

For a measurable function f on the measure space (E, B, 1), we denote [|Y||z»(g)

(S L FPdpe) 7.

CH(R x ©) denotes the space of functions f : Rx© — R such that the function
f(z,0) is k and [ times differentiable with respect to x and 6.

CF(R™) denotes a set of functins which are bounded and C*(R™)-class with
bounded derivative.

For any 0 < A < 1, we define the Holder space C*[0,7T] which is the set of
A-Holder continuous functions g : [0, 7] — R equipped with the norm

lgllerpo,r = 19lloo, 0,11 + lglIx 0,775
with 9(8) — g(s)
g —g(s
[9lloo, 0y = sup [g()],  lgllxpr = sup ——F—
t€[0,T) stefor] |t — 8]

For any a,b > 0, the symbol a < b means that there exists a universal constant
C > 0 such that a < Cb. When C' depends explicitly on a specific quantity, we
shall indicate it explicitly through the thesis.

Fractional calculus

We recall the basic definitions in fractional calculus. See [38] for more details on this
subsection. Let f € L'(a,b) for a < b and « > 0. The fractional Riemann-Liouville
integrals of f of order « are defined for almost all = € (a,b) by

12, f(z) = ﬁ / " — g f () dy,



and ,
1
I = — — )t dy.
P 1@ = g [ =0
By interchange the order of integration, we can obtain the following semigroup prop-
erties
L =T f L) =LY f a>0,8>0.

For f € L?(a,b), g € L(a,b) such that 1/p+ 1/q < 1+ «, the following integration
by parts formula holds

/al d:p—/ F(o) I gl (2.1)

Let I¢, (LP(a,b)) (resp. Ij* (LP(a,b))) be the image of LP(a,b) by the operator
I¢, (resp. Ip). For f € I$ (LP(a,b)) with 0 < a < 1, the fractional derivative is

defined by
1
Dy f(z) == T(l—a) ( / f a+1 ) :

Moreover, for f € I (L*(a,b)),

D101 = g (g o [ e ).

Fractional derivatives also have integratlon by parts formula

/ Dp, (g () = / D2 g(a)dr,

for f € I$ (LP(a,b)), g € Iy* (L%a,b)), 1/p+1/q < 1+ o and the semigroup
properties

D Daf = Di"f,
for f € I&1°(L'(a,b)). The following inversion formulas hold
I: Dy f= T,
for f € 12 (LP(a,b)) and
D Ie f = f,

for f € L'(a,b). The following Proposition guarantees that certain functions are
contained in the image of fractional integral which is found in Theorem 13.6 in [38].

Proposition 2.1. Let f(z) := (v — a) *g(x) where g € C*([a,b]), a < b, A > «
and —a < p < 1. Then for 1 < p < oo such that p+ o < 1/p it follows that
f € 12, (L"(a,b)).



2.3 Fractional Brownian motion

The fBm with Hurst index H € (0, 1) is a centered Gaussian process and its covari-
ance function is given by

1
E[BIBY| = 5 (7T + 7 — |t — s]PM) = Ry (s, t).

By Kormogorev’s continuity criterion and Garsia-Rodemich-Rumsey inequality, we
can show that fBm has a version with ~-Hdélder continuous trajectories with 0 <
v < H. For H = 1/2, fBm reduces to the standard Brownian motion. It is known
that fBm is a semimartingale if and only if H = 1/2. Therefore, to define stochastic
integration, the tool of the stochastic analysis is not applicable and the stochastic
integral with respect to fBm needs to define other method.

Let £ be the set of step function on [0,7] and H be the Hilbert space defined as
the closure of £ with respect to the scalar product

(Lo, Ljo,s)n = Rul(t, s).

The mapping 14 — Bf’ can be extended to a linear isometry between &£ and the
Gaussian space H; spanned by Bf. We denote this isometry by f +— BH(f) and
call it Wiener integral. The covariance of the fBm can be expressed as

tAs
Rit.s) = [ k(e u)bu(s,u)du,
0

where ky(t, s) is the square integrable kernel defined by

p

du ) [(i)H_l/Q(t _ S)H_1/2

T(H-1/2
ky(t,s) =
u(t,s) —(H —1/2)sY2H [Py =320y — §)H-12qu | if H < 1/2
\F(del/Q) sl/2— Hf H 3/2,H-1/2 4y, it H>1/2,
with

['(2—2H)
Consider the linear operator K3 from £ to L?[0,T] defined by

o \/2Hr(g — H)T(H+ 1)

ku(T,8)f(s)+ [ ( f(s)) %t s)dt if H < 1/2

(K5 f)(s) = {f (1) 8kH t S)dt if H>1/2.



Notice that
Kl*il[o,t] = k’H(t, 8)1[07,5](5).

The operator K} is an isometry between £ and the L?[0,T] that can be extended to
the Hibert space H. Indeed, for s,t[0,7],

(KL, Kilp.s) 2o = (ka(t, )14, ka (s, -)1j0.6) 120,17
= /Ms kg (t,u)kg (s, u)du
0
= Rp(t,s) = (Lo, Lo.s)n-
The operator K}, can be expressed by the following fractional representation:

stl/Q—HD;/_Q_H ((.)H_l/Qf) (s) if H<1/2

(Kuf)(s) = {stl/ZHI;I__l/Q ((VI-V2f) (s) if H > 1/2.

By using the fractional inversion formula, for any a € [0, 7], the inverse operator of
K7, is given by
(K3 10a) () = st AT (H12) ()1 4(s) i H < 1/2
#, ool L/ DI (Y H12) (5)1p0,4(s) if H > 1/2.
Consider the stochastic process {W;}iepo,r]
Wy = B" ((K};) M 1oy) - (2.2)
Then W is a Wiener process. Indeed, for s,t € [0, T], we have
EWW,] = E [B" (Ki;) " 1pg) B (Ki) ™ 10,4)]

= (B (K7) " L) » B ((KG) ™ o))
= <1[0,t]7 1[0,s]> = s At.

Moreover, the process B (f) has an integral representation of the form

t
BtH:/ kx(t, s)dWs. (2.3)
0



2.4 Polynomial type large deviation inequality

The statistical inference for unknown parameter ¢ € © will be done besed on the
random fields L, : © x © — R. In Chapter 3 and 4, we formulate L, as a
likelihood function and consider the estimator that maximizes it. Let U.(fp) :=
{u ER?: Oy+cuc @} and define the random field Z. : U.(6y) — Ry by

Ze(u) = exp {Lc(0g + cu) — Lo(0g)}, u e U ().

Assume that L. is of C® with respect to 0 for every w € Q and then applying Taylor
formula, the random field Z. is locally asymptotically quadratic at 6, € © under Fp,,
that is,

Ze(u) = exp (SVQLE(H(])U* — %uF(Go)u* + Rs(“)) )

where I'(6p) is a d-dimensional deterministic matrix, u* denotes the tarnspose of u
and

Ro(u) = Ju (V3L (00) — (~T(6))) '

1 1
+ 553/0 (1 — 5)°VialLo(0y + seu)|u, u, u]ds.

with V3L (0)[z,y, 2] = 2&7,6:1 05,00,09, L (0)73y;2,. Moreover, let Y. : @ x © — R
be a randon field defined by

Y (0) =€ (Le(0) — Le(6o))
and Yy be the expected its limit when € — 0.

Assumption 2.1. For every p > 0,

sup E|eVoLpg(00)]P < oo.
e€(0,1]

Assumption 2.2. For every p > 0,

sup E (e7Y2|=e*V2L.(6) — [(6)])" < o0.
€€(0,1]

Assumption 2.3. For every p > 0,

P
sup E (62 sup \nge(e)D < 00.

e€(0,1] 0cO
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Assumption 2.4. For every p > 0,

P
sup F <sup5_1 Y. (0) — Y(9)|) < 0.
€€(0,1] e

Assumption 2.5. The matriz I'(0y) is deterministic and positive definite.

Assumption 2.6. There exists a positive constant £(0y) > 0 such that
Y(0) < —£(60)0 — 0o,

for every 6 € ©.

The following theorems are Theorems 3, 5 of Yoshida [45]. Here we give a sim-
plified version of them.

Theorem 2.1. Under Assumptions 2.1-2.6, there exists a constant C' > 0 such that

sup Ze(u) > e | < Crt,

[ul=r

sup P
0<e<1

foranyr >0 and L > 0.

Let B(R) := {u € R% |u| < R} for R > 0 and 6. be a random variable maximizes
L.:

L.(6.) = supL.(6),
#cd

and let u. := e 1(6. — 6;).

Theorem 2.2. Assume that there exists a random function Z such that for every
R >0,

7. %7,

in C(B(R)) as ¢ — 0 and there ezists a measurable mapping 4 that is a unique

. ‘ .od .
mazximum point of Z. Then . — U as € — 0.

2.5 Basic inequalities

We summarize the inequalities that will be used frequently throughout this thesis.

First, we state Holder’ inequality and Minkowski’s inequality. For proofs, see theorem
6.2.7 in [40].

11



Theorem 2.3 (Holder’s inequality). Let p,q € [1,00] such that 1/p+1/q=1. Then
for every measurable functions f,g on the measure space (E,B, ),

I fallicey < [ fllzee gl Loe)

Theorem 2.4 (Minkowski’s inequality). Let (E;, By, i;), i € {1,2} be o-finite mea-
sure spaces. Then for 1 < g < poo and measurable functions f on (Ey X Ey, By X Bs),

</E( B f(mw?)qm(dxl))zm(d%)); - (/E( o (flv“’ﬂl”ﬂz(dm))gm(dﬁ);

Lemma 2.1 (Gronwall’s inequality). Let f,g be non-negative and local-integrable
functions on [0,00). Suppose that a non-negative function ¢ on [0,00) satisfies

¢®§f@+£9@d$ﬁ

Then the following inequality is valid:

/ £(3)g(s) exp / t g(r)dr)ds.

The following lemma is often used to evaluate the Holder norm of some functions.
Its proof is found in [8].

Lemma 2.2 (Garsia-Rodemich-Rumsey inequality). Let p > 1 and o > p~t. Then
there exists a constant C,,, > 0 such that for any f € C[0,T] and for all s,t € [0,T],

p
70 = 5P < Cogle=spor [ [T L e,

We prepare fractional version of the Gronwall’s inequality (see [34]).

Lemma 2.3. Let 0 < a <1, a,b > 0 and f is non-negative and continuous function
on [0,00) such that

f(t) <a+bt” /Ot(t —8) s f(s)ds

Then
f(t) < ad, exp(catbl/(l_o‘)),

where ¢, and d,, are positive constant depending on «.

12



In order to establish some Holder norm estimates of the solution to the SDE, we
prepare the following lemma which is found in Exercise 4.24 in [6].

Lemma 2.4. Let o € (0,1), h >0, and Z € C*[0,T]. Assume that

L ‘Zs,t|
a,h -= Sup m =

1Z]

I

where sup 1is restricted to time s,t € [0, T] and |t — s| < h. Then
1Zlaory < M(1V 2(T/R)' ™).

We prepare the Burkholder—Davis—Gundy’s inequality which is appied to estimate
the stochastic integral with respect to Wiener process. For a proof, see Theorem 5.16
in [23].

Theorem 2.5 (Burkholder-Davis—-Gundy’s inequality). For every p > 0, there exist
constants ¢, and Cy, such that for every continuous martingale {M;}icpo,r) satisfying

BE[(M)5?] < oo,

o, E[(M)Y?] < B up M, "] < C,E[(M)}],
te|0,

where (M) is the quadratic variation of M.

We state Fernique’s theorem frequently used in Section 4. Let E be a separable
Banach space with norm || - ||z and B(E) be its Borel o-field. A centered Gaussian
measure p on (F,E) is a probability measure such that [*u is a real Gaussian prob-
ability measure on R with zero mean for every linear functional [ : E — R. For a
proof, see [5] or [10].

Theorem 2.6 (Fernique’s theorem). Let p be an arbitrary centered Gaussian mea-
sure on E. Then there exists a constant ¢ > 0 such that

/ eIl 1y (da) < .
E

Remark 2.1. In a later section, we will use Fernique’s theorem on the Holder space
C*[0,T]. However, we need to be a little more careful because the Hélder space is
not separable. In order to apply Fernique’s theorem, we fix 0 < § < A and let F be
a function space defined as the closure of C?[0,T] in the norm C*[0,T]. Then E is
a separable Banach space and we can see that p can actually realised as a Gaussian
measure on F. Therefore, Fernique’s theorem is applicable. See [1] and [10] for
further details.

13



Let f € C*a,b] and g € C*[a,b] with A + g > 1. Then the Riemann Stieltjes

integral ff f(s)dg(s) exists , see Young [46]. Moreover, the chain rule for the change
of variable is valid which found Theorem 4.3.1 in [47].

Lemma 2.5. Let f € C*a,b] and F € CY(R) be functions such that 0,F(f(-)) €
CHla,b] with X+ p > 1. Then

F(f(x)) — F(f(a)) = / C0.F(f(9)df (), @ € [ab].

Lemma 2.6 (Young’s inequality). Let f € C*a,b] and g € C*|a,b] with X\ + p > 1.
Then there exists a constant Cy, > 0 such that

b
/ (f(2) - £(a)) dg(z)

< Ol flInanllgll s

14



3 Additive noise case

Let {X7 }iepo,m be a solution to the following stochastic differential eqution:
t

Xf:X0+/ b(XE,00)ds +eB, t€(0,T], (3.1)
0

where Xy € R is the initial value, {B/ }icjor) is a fBm with Hurst index H €
(0,1)/{3} and 6, € © is the parameter which is contained in a bounded and open
convex subset © C R? admitting Sobolev’s inequalities for embedding W1?(Q) —
C(©). Without loss of generality, we assume that ¢ € (0,1]. The main purpose
in this chapter is the estimation of parameter 6, € © from a realization {X7 }icj0,1
when ¢ — 0.

There are several results on the parametric inference for stochastic differential
equation driven by fractional Brownian motion. Brouste and Kleptsyna [3], Klept-
syna and Le Breton [17] studied the parameter estimation problem for continuously
observed fractional Ornstein—Uhlenbeck processes. In these papers, the drift func-
tion is linear in both x and 6 (b(x,f) = —0x) and the asymptotic normality and
moment convergence of MLE are established when the terminal time of observation
goes to infinity. In similar framework, Tudor and Viens [41] discussed the statistical
estimation with special drift function b(z,6) = 6b(x) and they showed the consis-
tency of the MLE. All the drift functions discussed in these papers are linear in 6
and the MLE has an explicit expression. Recently, in the case when the drift func-
tion b(z,d) is nonlinear in both x and 6, Chiba [4] proposed an M-estimator based
on the likelihood function. Unlike previous studies, the estimator proposed in [4]
does not have an explicit expression. In order to obtain the asymptotic properties
of the estimator, he applied the method investigated by Ibragimov and Has'minskii
[15] and established asymptotic properties of the estimator when the Hurst index
H is contained in (i, %) Their approach is based on the analysis of the likelihood
ratio random field, where the large deviation inequality plays an important role to
derive the asymptotic properties. We allow the drift function b(x, #) is nonlinear in
both 2 and 6 and the Hurst index H is contained in (0,1)/{3}. We aim to deduce
asymptotic normality and moment convergence of the MLE of the drift parameter
under € — 0.

3.1 Construction of the MLE

We aim to estimate the unknown parameter 6, € © in the equation (3.1) from
completely observed data { X} };c077. We impose some assumptions on the parameter
space © and coefficients b to derive likelihood function.

15



Assumption 3.1. The parameter space © C R? to be bounded, open and convex
domain admitting Sobolev embedding W'P(0) — C(O) for p > d. Here, C(O) is the
set of continuous functions on © and WYP(0©) is the set of functions f on © such
that f and its derivative in the weak sense are LP integrable functions.

Assumption 3.2. The function b in (3.1) is of CY*(R x ©;R)-class such that for
every x € R and 0§ € ©, the following growth conditions hold:

[Vob(,0)] < e(1+ |z"), [Vydub(a,0)] < (1 + |2|Y),
for 0 <1i <4 and some constants ¢ >0, N € N,

Assumption 3.3. There exists L > 0 such that for every x,y € R,

0cO

According to [33] and [34], the existence and uniqueness of the strong solution to
equation (3.1) follows under Assumption 3.2 and 3.3. In addition, for every 0 < a <
H, the solution to (3.1) has a-Hélder continuity. By Proposition 2.1, we can define
the function

e (1) = (edp) 2L 2T (Y2 Hp(XE, )] (1) it H < 1/2
PLOT) (edgg) ™ tH = 2 DY (Y2 Hb(XE,0)) (1) if H > 1/2.

For 0 < s < t, let k;;'(¢,s) be a functin given by

_Hl/2—H _ _
koAt ) = $81/2 H]t}l 1 2[()1{ V2] (s) if H < 1/2
L g1/2-H pH- / [()512] (s) if H > 1/2.

H

Define a stochastic process {W}icjo.17 by

¢
W ::/ ky'(t,s)dBY.
0

Here we interpret the stochastic integral with respect to a fractional Brownian mo-
tion as a Wiener integral. Then W is a Wiener process and B has the integral
representation

t
BtH_/ ky(t,s)dW,.
0

16



We consider a semimartingale {Z; };>0 as follows:

T
Zy: = —1/ kit (t,s)dX¢

: g
0
t
_ / Qs o(s)ds + W,
0

We can find the following Girsanov theorem in [41].

Proposition 3.1. Under Assumptions 1-3, the stochastic process { X5 /e}icpor s a
Fi-fractional Brownian motion.

By Proposition 3.1, the log-likelihood function Ly . for the equation (3.1) can be
obtained by

T 1 T
Luc0) = [ Quaol®)iZi— 3 [ Qinolt.

We define the maximum likelihood estimator by

f. := arg max Ly.(0).
66

3.2 Main results

In order to state our main results about asymptotic properties of ée, we make some
notations. Let {x;}o<;<7 be the solution to the differential equation under the true
value of the drift parameter:

det
o~ Van o) (3.2)
Ty — XO-

We set the d-dimensional square matrix 'y (6y) which is an asymptotic convariance
matrix of our estimator as

,01 fOT 2=l <f(f sV2=H(t — §)~1V/2=H g, b(x,, Ho)ds)
x ( SV (t — 5)"V2H g, bz, 00)d3> dt it H <1/2

'y (60) == foT <02t1/2_H89¢b(xt7 0o) + cstH=1/2 J 89ib(x€£f02)Hieff§$S7eo)81/2_Hds>

0. b(x¢,00)—0p . b(xs,0 .
x <cQt1/2—Haejb<xt,eo> gtttV [ °)sl/2-Hds> dt if H > 1/2,
\
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where

¢ = (dgD(1/2 — H))™?
. 1 1 — 31/2_H
c3 = (H —1/2) (dg'(3/2 — H))™".
Assumption 3.4. The matriz T'y(6y) is positive definite.

In order to guarantee the asymptotic properties of the estimator, we need to
impose the identifiability condition. Define

Yue(0) :=¢” (Lae(0) —Lue(o)),

and let Yy be the expected limit of Yy . defined by

2
_% OTtQHfl {f()t 81/27H(t _ 8)71/27H (b([L‘S,Q) . b($s,90)) dS} dt if H < 1/2
_1 (T 1/2—H _
Yu(0) :={ 2o <Czt (b(z+,6) — b(z+,60))
2
Fegtt=1/2 fot (b(“’9)_b($t(’fi)2);(ﬁ(135§’9)_b(zs’00))81/2_Hd3) dt if H>1/2.
\

Assumption 3.5. There exists a positive constant £(6y) > 0 such that
Yr(0) < —€(60)|0 — o],
for every 6 € ©.

The following theorem gives the asymptotic properties of the estimator 9;.

Theorem 3.1. Suppose that the Assumptions 3.1-3.5 are fulfilled. Then the estima-
tor 0. satisfies that

e 0. — 6)) % N(0,T(6)7),

as € — 0. Moreover, we have

E[f (76— 00)] = ELF(©),

ase — 0 for every continuous function f of polynomial growth, where & ~ N(0,Tg(0y)71).
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3.3 Examples

Example 3.1. We consider a one-dimensional fractional Ornstein—Uhlenbeck pro-
cess that is, the drift function in (3.1) is given by b(x,0y) = Oz with 6y € R. Then
x; satisfies the following equation

dx
= o
Ty = Xo.

The explicit solution is given by x; = Xye%t. In this case, we can check Assumptions
1-4 hold true. Indeed, Assumptions 1,2 are obvious. We will show that Assumptions
3.4 and 3.5 hold. In the case H < 1/2,

2

T t
Ty(6) = / U ( / sU2H 5)1/2HX069°Sd5> dt
0 0
9 T t 2
> 1 Xg (e A1) / U (/ sU2H (¢ s)_l/Q_HcLS) dt
0 0

— o, X2 (%7 A1)° B(3/2 — H,1/2 — H)*T?**H > 0.

Thus the Assumption 3.4 holds true. In the same way,

2

T t
—Yu(0) = 02—1/0 2=t {/0 sY2H(t — 5)7 V2 Qoo — O,) ds} dt

T t 2
= 02—1(90 — 6)2Xg/ t2H-1 {/ sV H 8)1/2H€905d5} dt
0 0
> %(90 — 0)2X2 (™7 A1) B(3/2 — H,1/2 — H)>T>1,
and the Assumption 3.5 holds true. In the case H > 1/2, we restrict 6y > 0. Then

2
9_9 2 T t 6ot _ _BOps
v y(0) = =)y / (Cztl/zﬂeeot NPURY: / stzl{ds) o
0 0

> (t —s)iHi2
(0 — 90)2 T H 26 9 b bt _ gbos —H
= TXS C% ; tl 2 62 0¢ + 2CQC3€ ot ; m81/2 ds

2,2H—1 et — et 1/2—-H ’
+03t (A mS dS) dt ».
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By the mean value theorem, we have
et — et 1/2—-H ! 1/2—H _1/2—H 9
————5/*"ds > 0 t—s)/F g T8 s
| = =6 [ =

> 0pt* 2 3(3/2 — H,3/2 — H).
Thereofore

(6 — 6y)*

—YH(Q) > 5

T
Xg{cg / 1 2H 20t 4 9cycae® Pyt 2 3(3/2 — H,3/2 — H)
0

+c205t> 21 B(3/2 — H,3/2 — H)th}

(0 — 90)2 2 Cg o om | 2020360 3 op
> X T —= T 3/2—-—H.3/2— H
- 012-2H T3 om B/ 3/ )

+ ﬁT“_QHB(?)/Q — H,3/2—H)’
1—2H ! !

and Assumption 3.5 holds. Assumption 3.4 can be confirmed by the same calculation.

Example 3.2. Let us consider the drift function

b(x,0) = VO + 22,
with 6 € (m,M), 0 <m < M, Xy > 0and H € (0,1/2). Then we can confirm
to b € CY(R x ©) and all derivative functions are bounded. Thus Assumptions

3.2,3.3 hold true. We check Assumption 3.5. Note that the function x; is monotone
increasing and satisfies the relation

T+ /0y + 1? = (X0+ \/00+Xg> el

In particular, for every t € [0,T], Xy < x; < <X0 + /6o + Xg) e'. By the mean
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value theorem,

2
&1

T ¢
Yy (0) = 5/0 U {/0 sUPH (57121 (\/90 + 22 — \/G—i-mg) ds} dt

2
T t
1 2 2H—-1 1/2—H —1/2—-H 1
—(0y — 0 t s t—s ——ds p dt
5 )A {A =) VM + 22 }

T t 2
_ _p\272—2H
(6 — pp_C10B/2 = H1/2 = H)'T

8@%+<Xm+¢%:3@Yeﬂ>7

and Assumption 3.5 holds. Assumption 3.4 can be confirmed by the same calculation.

v

Example 3.3. Let H € (1/2,1). We consider a simpler drift function than Example

3.2 which is given by
b(x,0) = 0V1+ a2,

with 6 € (m,M), 0 < m < M and X, > 0. As in Example 3.2, Assumptions
1,2 can be checked and the function x; satisfies the relation x; + 0y\/1 + 27 =

(XO + 0pr/1 + Xg) e!. We check Assumption 3.5 holds true.

T
—yywy:%/ QﬂV%H@mﬂ+m%—&ﬂ+mﬁ
0
2 _ 2 _
+C3tH_1/2/t (90\/1+xt 9\/1—|—xt) (90«/1+$2 0\/1+x ) /- Hds) .
0

(t — s)H+1/2

6y —6)> [T 1 1
:(02 ) / <Ctl/2 H\/ﬂ) +20203m/ v +xt V/1+ a2 J1/2—H g
0

— 5)H+1/2
2

(CtH 1/2/ \/1+xt \/14’% g1/2- Hds> dt.

t _ S H+1/2

(3.3)
We evaluate each of the three terms that appear in the last equality in (3.3). Using

the monotonicity of x;, the first term can be estimated as

T T 1—|—X2
/ﬁtLQH(1+:ﬁ)dt2(14Xf)/"tLQHdt:-————QT”QH.
0 0 2—2H
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Let us estimate the second term of (3.3). By the change of the variable formula, we
have

t
2 _ Lu

t
1
:9 u 1 2~
o Sq:\/ + xy T

du > GOX()(t — S).

Thus

\/1+$t \/1+812H )V/2-Hgl/2-H
/ Vit / (EPLEE / dsdt>,/1+X290X0/ / 2R 2 H gt
= /1 + X200X08(3/2— H,3/2 — H)T*2H,

In the same way, we can estimate the third term of (3.3) as

t 2
/ $2H~ 1< Vitai—y1+ag §l/2- Hds> dt>92X2/ - </ (t—s)l/QHsl/QHds> dt
0

t— S H+1/2

_ RXEB(3/2— H,3/2— H) 4 oy
4—-2H ’

and Assumption 3.5 is valid. Assumption 3.4 can be confirmed by the same calcula-
tion.

3.4 Proofs
Recall that {x;}o<;<7 be the solution to the following differential equation:
dx
d_tt = b(x, 0o)
= Xj.

Lemma 3.1. For every p > 0, there exist constants ¢; > 0, i = 1,2,3 such that for
every s,t € [0,T],
E\X7 — xfP < ¢q€P
E|Xt€|p S Ca,
and
E| X — XEP < cs|t — sPH,
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Proof. By Assumptions 3.3,
t
XF il < [ IDOXE 60) = bl o)+ =| B
0
t
< L/ X5 — a,|ds + ¢ sup |BY].
0 0<t<T
By Gronwall’s inequality, it follows that

| X7 — x| <ee™ sup |Bf],
0<t<T

and the first estimate follows. Other estimates hold true by the linear growth con-
dition of the functon b. ]

Let U.(6p) := {u €ER?: 0y +ecuc @} and define the random field Zy . : U.(6y) —
R+ by
ZH’E(U) = exp {LH’E(GO + €U) — ]LH’E(H())} , U € UE(QO)

Applying Taylor’s formula, we have
1
log Zy - (u) = eVgLpy . (6p)u™ — quH(HO)u* + R.(u),
where ]
R.(u) = U (e°ViLp(00) — (—T#(6o))) u*

1 1
+ 563/ (1 —5)?°ViLp. (0o + seu)[u, u, ulds.
0

The following lemma gives Assumption 2.2 of Theorem 2.1.

Lemma 3.2. For every p > 0,

sup E [(e7% |e*ViLp(6o) — (—FH(GO))})p} < 00,

O<e<1

where

1 if H<1)2
dy = .
1/2 if H>1/2.

Proof. Note that the function Ly . is twice differentiable in ¢ and we have
T T -
Vil (0) — (=Tx(6o)) = 52/ \ .0, () AW, — <52/ (Vgino(t)) dt — FH(90)> .
0 0
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At first, we consider the case of H < 1/2. Note that

t
Qe (t) = c%altHl/Q/ sV H (¢t — )"V Hp(XE 6))ds.
0

By Burkholder’s and Minkowski’s inequalities and Lemma 3.1, the stochastic integral

part is estimated as
P T ) p/2
) S/ (54 / Hagz aej Q?—],@O (t) HLP(Q) dt)
0

E (52
2 p/2
dt)

T
0
for every i,5 = 1,--- ,d. We shall estimate the second part. For every¢,j =1,--- ,d,

T
/ 09,0, Q1 g, (1) AW,
0

t
/ sV2H(t — 5) 72| 95,09, 60X, 00) | 1o 5
0

T p/2
<eP 0sup Hl + |X§|NHZ,(Q) (/ t1_2Hdt) <e?,
0

<s<T

T
2 / O, Q5100 ()0, Qi 0, (D) — T (B)
0

T t t
= c?/ tQHl{ (/ sV/2H( 3)1/2H892.b(X§,90)d$) (/ sV/2H 3)1/2H89jb(X§,90)d3)
0 0 0
t t
— </ sV H (1 s)l/ZHagib(xs,Qo)ds) (/ s/ H (¢ 5)1/2H89jb(x8,90)ds) }dt
0 0
T t
= cf/ tQHl{ (/ sU2H(E — )TV g, (B(XE,00) — blxs, 0)) ds)
0 0
t
X </ sV H 5)1/2H89jb(X§,00)d5>
0
t
- (/ sU/2H s)l/QHagib(xs,Ho)ds)
0

« ( /O VR V1, (b, o) — B(XE, Oo) ds) }dt.
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By Holder’s and Minkowski’s inequalities and Lemma 3.1, we can show that

T t
E / 2H-1 (/ sPH(E — s) T2 Gy, (b(XE, 00) — b(ws, 0)) ds)
0 0

p

t
X (/ sY2-H (¢ — s)_l/Q_Hﬁgjb(Xse,Qo)ds> dt
0

<

T t
/O $2H-1 (/ st — 5) 71210y, (B(XE, 60) — bl 60)) | 20 ey ds)

0

p

t
([ = 9 o0 ) )
0

T
€ (0 XY+ ) 1 =l ([ ) S

0<s<T

Therefore
sup B [(=|*ViLa(00) — (~Tu(0))])"] < oc.

0<e<1

The case where H > 1/2. We have that

“B(XE, 00) — B(XE, 60)
(t — s)H+1/2

Qi) = e 1T )+ 0 g,

0
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In a similar way with the case H < 1/2, the stochastic integral part is evaluated as

P T ) p/2
( / 0,09, Q71 4, (1) AW, ) < (54 / Ha@ia@jQ;,’eo(t)||Lp(m dt)
0
{ ’51 #1195, 06,b(XF , 00) || 7oy it
€ 15 2 p/2
/ £2H-1 / Dy, 89 (Xtveo)_891‘89]'6()(3790)31/27}1055 dt
(t — s)H+1/2 .
2 T
1—|— sup E|X7[*Y / =21 gt
0<t<T LP(Q) 0
2 /2
2H—1 1+ ’X€|N + ‘Xé,N) ‘Xs §| 1/2—H ’
t 5 ds dt
(t— s)H+1/2
LP(Q)
Xz - X e
2H—1 L2r(Q gl/2-H < P
{ t (0 (t—s)H+1/2 d> dt N
for every i, j = ,d. We estimate the term &2 fo (VoQ5 4, (t ))®2 dt —Tg(6p). For

every 1,7 =1,--- ,d
T ..

2 / 00, Qg0 (100, Qoo (D)t — T (61)
0

T
=y ( / 1721 {0, b( X5, 00) g, b( X, 00) — Dp,b(y,00) 0, bz, 60) } dt)

0

T L 09 . b(XE,600) — 0p.b(XE, 0
+ (cac3)'? (/ (%ib(XtE,Qo)/ bibXT Bo) — O, b, 0)81/27Hd3dt

0 0 (t — s)H+1/2

T t 09.b(:ct 90) - 8gb<$ 90) 1
_ J 7 j S /2*H
/0 Op,b(y, 00) /0 (t— 5)FHP S dsdt
T t t € €
a9ib(Xz€E7 60) _ a%b(XsE? 90) 1/2—H / a9jb(*Xt ) 90) - anb(Xs ) 00) 1/2—H
—|—63</0 </0 (t— 5)AH B ds i (1= )12 s ds | dt

_ /T /t agib(l't, 80) — aeib(xsu 90>51/2—Hd8 /t aejb(‘rtJ 90) B aGjb('rs’ 90) 81/27Hd8 dt .
0 0 (t —s)H+1/2 0 (£ — )+
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Using Lemma 3.1, we have
P

T
B / 121 £ 0 B(XE, 00)00, b(XE, 0) — On,b(e, 00)D0,blas, 60) ) dit
0

p

T
<E / 1721 L 0,b(X5, 00) (09,b(X7,60) — Do, b(x,00)) + Do, b(¢, 0) (Do, b(X5, 00) — Dp,b(x+,60)) }
0
T p
<E / P21 (1 XY 4 )P 1XE — ]| < en.
0

We shall estimate the second term. Note that
196, 6(X, 80) — 0o,b(X, 00) — D, b2, 60) + Do, b, 00) | 1

1/
S (H@gjb(Xf, 0o) — 99, b( X7, QO)HLP(Q) + Ha‘)jb<xt7 0o) — 0, b(s, 90)”1;:7(9))

1/2
% (119,007 00) = 00,60, 00) | gy + [190,50X5, 60) + b, 60) | )
g 81/2‘25 . S’H/Q.

Thus we obtain that
r 0. b(XE, 0y) — Dp.b(XE, 0p)
Bb(XE. 0 i & LR L 1/2-H g
/o (8& . 0>/0 (RO

b 0. b(xt,00) — g, b(xs,0
—391-17(%,90)/ b, (¢, 00) — Op;b(x 0)81/2_Hd8> &
0

(t — s)H+1/2

’ L 9y b(XE, 00) — Dy b(XE, 0
/0 ((c%ib(Xf,Ho)—89ib(:ct,90))/0 2 t(t i)s)Hﬁ/z( 0) g2t g

/t 0,b(XF,00) — 09, b(X5, 00) — Op;b(xt, 00) + O b(s, 90)31/2—Hd8> dt

E

p

=F

p

+ 0p,b(x¢, 6p) ; (t — s)H+1/2

T H (L [XFIY + [ X)X — X2 || fon P
< (/0 (L4 [XEIN + |2 V)| XF — t|||L2p @ T (@ (1/2-H g

T ||89 (X7,60) — Oy, (X 0) — O, b(w¢,00) + g, b(xs OO)HL P

’ s’ ’ ’ PQ) 1/2—-H

+</0 (1 + |2V / (1= )i s dsdt
< P 4¢P/,
We can estimate the third term in a similar way the second term and we complete
the proof. ]
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Lemma 3.3. For every p > 2,

sup £ {sup e2ViLp(0)"] < oo.

O<e<1 fco

Proof. By Sobolev’s inequality, it follows for every p > d that
sup [ViLiro(60)” S [ ([V3L0)1 + [ ViLn.(6)) .
C) e

By the same argument as in the proof of Lemma 3.2, we can show that

sup e*FE [/ (|V2LH7E(9)|I) + ‘Vg]LH,E(H)’p) df| < oo.
o

0<e<1
O
The proof of the following Lemma is similar to the one for Lemmas 3.2 and 3.3.

Lemma 3.4. For every p > 2,

sup Ele0yLpy(6p)|F < o0,
0<e<1

and

p
sup £ (sup e Yy (0) — YH(Q)]> < 0.

0<e<1 0cO

From Lemma 3.4 and the proof of Lemma 3.2, we obtain that

eVoLyc(0) % N(0,T1(6)), (3.4)

as € — 0 by the martingale central limit theorem. Moreover, Lemmas 3.2, 3.3 and
the convergence (3.4) give the local asymptotic normality of Zp .(u):

Tt (0) 5 T () = exp <AH(60)u _ %FH(GO)[u, u]) ,

where Ay (6y) ~ N(0,I'y(6y)). By Lemma 3.2, 3.3 and 3.4, we can apply Theorem
2.1 and yields the inequality

sup P

0<e<1

sup Zp(u) > e"’] <y L (3.5)

lu|>r
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hold for any r > 0 and L > 0. Since u. := 5*1(9E — 60y) maximizes the random field
Zp e, the sequence { f(u.)}. is uniformly integrable for every continuous function f
such that for every x € R, |f(x)] < 1+ |z|" for some N > 0. Indeed,

0<e<1 0<e<1 |u|>r

sup P (Jus| >71) < sup P (Sup Zpe(u) > ZHJ:-(O)) < rk,
for every r > 0 and L > 0. Thus

sup E[|f(us)|]] S1 —i—/ sup P (Jue| > r'/N)dr < cc.
0

0<e<1 0<e<1
In the sequel, we prove that
log Zi. % logZy  in C(B(R)), (3.6)

as € — 0. If we can show the convergence (3.6), we obtain the asymptotic normality:
1.5 d -
e (0 — o) = N(0,Tr(00) ),

as ¢ — 0 by Theorem 2.4. Due to linearity in u of the weak convergence term
eVoLLg c(00)[u], the convergence of finite-dimensional distribution holds true. It re-
mains to show the tightness of the family {logZy:(u)},cpr)- By the Kolmogorov
tightness criterion (see [15]), it suffices to show that for every R > 0 there exists a

constant p > 0, v > d and C' > 0 such that
ElogZp(u1) —log Zp(u2)|” < Cluy — usl?, (3.7)

for uy,us € B(R). For a number p > 0 large enough, the inequality (3.7) is shown
easily by Lemmas 3.2, 3.3 and 3.4. Therefore, we complete the proof.

29



4 Multiplicative noise case

Let {X7 }iepo,m be a solution to the following stochastic differential eqution:
t t
X; =Xo +/ b(X:,6p)ds +€/ o(X)dBE, te0,T), (4.1)
0 0

where X, € R is the initial value, 6y € © is the parameter which is contained in
a bounded and open convex subset © C R admitting Sobolev’s inequalities for
embedding W'?(0©) — C(©). The stochastic process {B/ },cjo7 is a fBm with
Hurst index H € (1/2,1) and the integral with respect to B is defined as a pathwise
Riemann-Stieltjes integral. Without loss of generality, we assume that ¢ € (0, 1]. The
main purpose in this section is the estimation of parameter 6, € © from a realization
{Xta}te[(),T] when ¢ — 0.

There are some methods to define the stochastic integral with respect to the {Bm.
One of them is the pathwise approach. Since we can expect the solution to (4.1) whose
trajectories are the same Holder continuity to the fBm, the Riemann-Stieltjes integral
f(f o(XZ)dBE in (4.1) can be defined in the sense of the Young integral. Under this
interpretation, Nualart and Ragcanu [34] showed the existence and uniqueness of the
solution to (4.1). They rewrote the stochastic integral as generalized Stieltjes integral
and derived to apriori estimate to guarantee global existence of a solution to (4.1).
In order to obtain asymptotic properties of the estimator under ¢ — 0, we rewrite
the stochastic integral as generalized Stieltjes integral in the same way as [34]. Then
we can get some estimates and asymptotic behavior of the solution to (4.1). We first
prepare these evaluations and then apply the method investigated by Ibragimov and
Has'minskii [15]. We aim to deduce asymptotic normality and moment convergence
of the maximum likelihood type estimators of the drift parameter under £ — 0.

4.1 Generalized Riemann—Stieltjes integral

We define the pathwise integral with respect to fractional Brownian motion appearing
in equation (4.1). Let f and g are functions such that the limits f(a+) := limso f(a+
), g(b—) = limg)0 g(b — ) exist. Let

fus () = (F(2) = (@) 1oy ()

go—(2) = (g(b=) = g(2)) Liap) ().
Suppose that f(a+) € I$, (LP(a,b)) and g(b—) € L9(a,b) for some p,q > 0, 1/p +
1/¢g <1 and 0 < a < 1. The generalized Stieltjes integral is defined as

b b
/ f(2)dg(z) = / D fon (2) DY g () di + (at) (g(b—) — glat)
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and if ap < 1, it can be rewritten by

/f \dg(z /D (#)Di="g,_(x) da.

If f e CMa,b] and g € C*|a,b] with A + p > 1, the generalized Riemann-Stieltjes
integral ff f(z)dg(z) coincides with the Riemann—Stieltjes integral. Since the frac-

tional Brownian motion has A-Hélder continuous trajectiries with A € (0, H), we can
define the integral for 1 — H < o < 1/2 and f € I¢, (L*(a,b)),

/f )dB (x /ij+f )DL~ B (z) d,

For 1 — a < 8 < H, we can show that

/a  Ha)dB" ()

a<z<b

b
< sup ‘D;_O‘Blf{(a:)‘/ ‘D2‘+f(x)| dx

Blb — a)! .

b
< B |54 D d
— F(Oz)(()é—i-ﬁ . 1)” . HB,[ 7b]/0; ‘ a+ (l’)| €,

where the second inequality follows from the following evaluation:

1 |BH - BH ' B _B
l-anpH . b x x
P = i [+ 0 =) [ e
1B sy | 1 /b |
< i 1-— —d
S TTa) |o—ores T | g™
B(b— a)>+5-1

<

H
L(a)(a+B—1) 1B |,(a.b)-

4.2 Construction of the maximum likelihood type estimator

We impose some assumptions on coefficients b and ¢ in order to derive the likelihood
function.

Assumption 4.1. The parameter space © C R? to be bounded, open and convex
domain admitting Sobolev embedding WP (©) — C(0) for p > d.

Assumption 4.2. The function b(-,0) in (4.1) is of C*(R)-class and there exist
constants ¢, N > 0 such that, for every x,y € R and 6 € O,

sup b(, 6) — b(y 0)] < cla — yl, .b(x,0)] < (1 + [a]).
6co
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Assumption 4.3. The function o(-) in (4.1) is of C*(R)-class and there exist con-
stants 7,0 € [0,1] and ¢, N > 0 such that for every x,y € R and integer 0 <i <1,

jo(@)] < c(1+[z]"), |0,0(x) — o (y)] < clz —yl, [0:0(2)] < c(1+]z|Y).

Assumption 4.4. The function % is of C**(R x ©;R)-class, and there exist con-
stants ¢, N > 0 such that for every x € R, 6 € © and integers 0 < 5 < 2 and
0 <i <4, it holds that

A (bgfxi))‘ <c(l+]zM).

Assumption 4.5. There exists a random variable & such that P(§ < 00) =1 and

sup
t€[0,T) ’0( )

’_6

Since, for every 1 — H < o < 1/2 A (2 — ) /4, the solution to (4.1) has (1 — «)-
Hoélder continuity under Assumptions 4.2 and 4.3 (see [34]), we can define a function
under Assumptions 4.2-4.4,

Ho(t) == (edm)” 125H_1/2Dé{+_1/2 [(_)1/2_115((;2(;:?)} (1),

where

o 2HT(3 — H)T'(H + 1)
e I'(2—2H)

In the sequel, we construct a maximum likelihood type estimator under Assumptions
4.2-4.5. Consider the stochastic process

Yt::/ Y(X5)dX, = / d—I—B

We set a semimartingale {Z; };>0 as follows:

a-=-4/% (t,s)dYs
/Q s)ds + W;.
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Define the probability measure dP* := Ag? dP, where

A%);_exp( /QH(,O )dW, — = /QHeo )

Now, let us assume that
EA% =1, (4.3)
one of the sufficient conditions for which is given in Theorem 4.3 later. Then, thanks

to the Girsanov theorem, a stochastic process { Z; }scjo,17 is an (F;)-Brownian motion
under P*. Therefore, we see that

t
/ ky(t,s)dZ, = 'Y,
0

is an (F;)-fractional Brownian motion.
Let X*° be the solution to the following SDE:

¢
Xf’o = Xo+ 8/ O'(XS’E) dBf,
0

and let P; and P§ be probability measures induced by processes { X7 }icpo,r) and
{ Xf’o}te[o,T}a respectively. Note that we have the equality P*-a.s.

¢ t t
Xo +/ o(X:)dY; = Xy +/ b(XZ,0p)ds + 6/ o(XZ)dBY.
0 0 0
Hence for every A € B(C[0,T)),
P;(A) =P (X" e A)=P(X"ecA= / (AR (w)™") dP*(w),
{XeeA}
and we find that the Radon-Nikodym derivative of Fj; with respect to Py is given
by
dry, ‘)
dPE (X = €Xp / QH 90 dW + / QH 90 . (44)

We consider the log-likelihood function

L (0 / Qyo(t)dZ; — / Qo 2dt.
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The maximum likelihood type estimator 0. is defined as

0. := arg max Lu.(0), (4.5)
66

under (4.3).

Remark 4.1. Note that the above argument is under the condition (4.3), which
is to be proved so that éa becomes the “true” MLE. Nevertheless, we consider the
estimator (4.5) in the sequel as an M-estimator without care of (4.3) while 6. is
well-defined. We need some additional conditions for coefficients b and o to ensure
(4.3), some of those is given in Section 4.5.

4.3 Main results

To describe our main results, we make some notations.
Let {z¢}o<t<r be the solution to the differential equation under the true value of
the drift parameter:

d:L‘t
T~ V@) (4.6)
Ty = Xo.

We set the d-dimensional square matrix I'y(6y) which is an asymptotic convariance
matrix of the estimator as

0p.b(xt,00) 0. b(zs,00)

T t i _ 4

1,7 a b 9 o(xe o(x

T (6) ::/ <61t1/2—H b.b(2+, 0o) +C2tH—1/2/ (zt) (zs) 81/2—Hd8>
0

o () 0 (t —s)f+1/2
9. b(we,00) Do, b(xs,00)
89.b<l’t ‘90) b - —
1/2—H “Y; ) H-1/2 o(xt) o(zs) 1/2—-H
X (clt —a(xt) + cot /o (1 = 5)FTi2 s ds |dt,

where U ogen
¢ = (dy'(3/2 — H))™! {1 + (H — 1/2)/0 mds}
ey = (H —1/2) (dgl'(3/2 — H))™".

Assumption 4.6. The matriz T'y(6y) is positive definite.

In order to guarantee the asymptotic properties of the estimator, we need to
impose the identifibility condition. Define

Yre(0) = e’ (Lae(0) —Lue(o))
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and let Yy be the expected limit of Yy . defined by

T C T

; (b(xt,e) _ b(a:tﬂo)) _ <b(xs,9) _ b(xs,60)> 2
H-1/2 o(zt) o(xt) o(zs) o(xs) 1)2—H
+ cot /o (1= )12 s ds | dt.

Assumption 4.7. There exists a positive constant £(0y) > 0 such that
Yr(0) < —€(60)]0 — o],
for every 6 € ©.

The following theorem gives the asymptotic distribution of the estimator ..

Theorem 4.1. Suppose the Assumptions 4.1-4.7. Then it holds for 0. in (4.5) that
e 1(0. — 6p) 4 & e—0,

where & ~ N(0,Tx(60)~"). Moreover, we have

Ef (=70~ 0)| = BUAEL =0,
for every continuous function f of polynomial growth.

Remark 4.2. Let us remark that the Theorem 4.1 can be generalized to the multi-
dimensional stochastic differential equation considered as in [34]. In fact, the key
estimates of the proof of the Theorem 4.1, Lemma 4.1 and 4.2, hold in the multi-
dimensional case. However, to avoid complications of the calculation, we have re-
stricted the assertion of Theorem 4.1 to the one-dimensional case.

4.4 Examples
We supply some examples of Thereom 4.1.

Example 4.1. Let us consider the drift and diffusion functions as follows:

Ox 1

5(3779) = m, U(iﬁ) = \/ﬁ’
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with € (m, M), 0 <m < M, X, > 0. Then the function z. satisfies the following
equation:

dfﬂt . 9056,5
dt 1+ 7
Ty — Xo.

In this case, we can check Assumptions of Theorem 4.1 and 4.2. It is easy to verify
that Assumptions 4.2-4.5 are satisfied. We check Assumption 4.7. Since Xy > 0, the
function z. is monotone increasing and we can evaluate for every t € [0, 77,

t t
X0§$t=Xo+90/ dSSX(H-@o/xst,
0 0

Ts
1+ 22
and by Gronwall’s inequality, we have

Ty S Xoeeot.

Recall that Yy () is given by

17 Oz Hox
—Ypy (60 ::—/ o tt/2H L
(6) 2 Jo (1 V1i+a? /1427

. ( Oz, __Boxy ) . < Oxs __Boxs ) 9
Ho1/2 Vita? o y/14a? Vita2  y/1+a2 o H
+ cot /0 (t = 5)FHi s ds | dt

_(0- 00)* [T 21 om ? \/1+$t \/1+$s gl/2—H
=g i cit i —l— 2c12 —_'_ = (i —)FH7 ds

2

t
2,2H—1 \/th \/1+x5 gl/2-H
+ et (=) ds )dt.

(4.7)
The first term in the last inequality of (4.7) can be bounded as

/T A—2H xt dt S Xg /T J1-2H gy _ X3T2_2H
0 L+af = 14 XGe?oT J, (2—2H)(1 + X3e>oT)

We estimate the second term of (4.7). By the change of the variable formula, we
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have

Ty Ty /t 1 z? p
— — — :L'u
Vitar /1422 s | V1422 (1+a2)32

! 1 T
=0 “—d
| T
= (1t xzewry 2 T

Therefore,

/T 2, P/l y/14a2 R
o V1+ai \Jo (t—s)fH12

> foXo /T i </t(t
T (14 X220y Jo /T4 22 \Jo

o 00X3B(3/2—H,3/2 - H) /T ozt g, 00X30(3/2— H,3/2 — H)T52H
- (14 X2e200T)? 0 (3 —2H) (1 + X2e20T)?

. 8)1/2_H81/2_Hd8) dt

In the same way, we can evaluate the third term of (4.7) and Assumption 4.7 holds
true. Assumption 4.6 can be confirmed by the same calculation. We check the
Assumption 4.8. The boundedness of the function o itself and its derivative are
obvious. We show that the Holder continuity of the function b/o. For every z,y €
R, 6 € (m, M) and X\ € (1 — 5%,1/2),

20

A(1-2)

VIta? /142

:g' r Y

z y
0 —
‘\/1—1—3:2 V1+y?
A
€

Y
VIita? 142

S M21—)\

b

and by the mean value theorem, we conclude that

< 2M|z — y|*.

x Y
0 _
|\/1+x2 V14 y?

Therefore, in this case, the estimator 6. is the MLE and has asymptotic properties
described in Theorem 4.1.
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Example 4.2. Let d =1, H € (3/4,1) and consider the fractional geometric Brow-
nian motion that is, the drift and the diffusion functions are given by

b(x,0) =0z, o(z)=n=x,

with 6 € ©. Then we can confirm that Assumptions 4.2-4.5 are satisfied. Moreover,
for every 6 € O, the asymptotic variance I'y(6y) and Y (0) have the following form:

22 g 1-2H are 2
FH(Q()) = 0100/0 tTdt = m@o
2mm2—2H
_ a2

Thus Assumptions 4.6, 4.7 are also satisfied. On the other hands, since the fuction
o(x) =z is not bounded, we can not apply Theorem 4.2. However, in this case, we
can confirm that . is the true MLE. Indeed, the function Q% 5 has the form

%’90 (t) = Cléiltl/ZiHeo,

and the condition (4.21) holds true. Therefore, 0. is the MLE and has asymptotic
properties described in Theorem 4.1.

4.5 Proofs

We first establish a lemma on the evaluation of X¢.

Lemma 4.1. Under Assumptions 4.1-4.3, for every p > 0, there exist constants
C; > 0, i = 1,2,3,4 depending on T > 0, a € (1 — H,1/2 AN (2 —~)/4) and
B € (1 —a,H) such that for s,t € [0,T],

E|X] — z,P < CyeP (4.8)
E|X7|P < Cy(1+£P)
t p
X - Xt
FE —t s < (C5(1 P 4.10
(0 (t—s)a-ﬁ-l S — 3( +6)7 ( )
and
E|X; — XE[P < Cyft — s|PH-0+1m0) < oeti=611/2-0) _ |5 (4.11)
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Proof. By the equations (4.1) and (4.6), we see that

t
/ o(X2)dBY
0

Note that it follows from the Lipschitz continuity of the function b that

¢
| X7 — x| < / |b(XZ,0p) — b(xs,00)|ds + & =V + D,
0

t
W] < / X = |ds. (4.12)
0

Hence Fubini’s theorem yields that

/|X€ . </O (t— )" ads)d (4.13)

< / | X — | (t — u) " “du.
0

As for the stochastic integral term ®;, we see from Assumption 4.3 and the inequality
(4.2) that

B4 < <l B 15,00 / DG, (X% (s)]ds
(Xs) +Oé/ U(Xs)_U(Xu>d
0

5% (s —u)lte

0
t € s € €
H l1—a "Xvs|’Y |Xs B Xu|
S ellB7s,0.4 {t —i—/o ( o —l—a/o —(s—u)1+adu ds

ul ds

= e[| B"|ls 0.

LOIXE — x| + || FIXE -y — X§ — x| + |ms —
S el Bl g0 1+/ +/ — ita
0 0 ( U)

S S

We use the mean value theorem to obtain that

I“|du> ds}.

POIXE — x|+ |z SIXE — g — XE — x| + |5 — 24|
BH 1 s s s s s u u s ul g d
el oy {1+ [ (Bt | (s )}

S gHBHHB,[O-t]{l + S}l%} ‘x |'Vt1—a + Sl(l)% |jfs|t2_a
s€0 86

|X€—l“s|” IXE—SES X5, — m]
/( s—u1+0‘ du | ds p,
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and by the Holder’s inequality, we can get

PrIXE — T1XE — g — X5 —
o, < ¢||BY 1 XS — @l / s 8 v Wdu ) ds . (4.14
@] S el ”5’[0'“{ +/0 < . 0 (s —u)tte w)ds e (4.14)

On the other hand, it follows by the additivity of integral that

t
|By — O, = ¢ / o(X2)dB,
* o(X%)(u)D;Z* B (u)du
H o(X3) Y o(X5) —o(X5)
<e¢|B HB,[O.t] /S ((u_s)a +O‘/S (u— v)o+! dv ) du| .

Thus, by Fubini’s theorem, we obtain that

Atff—s)?ids = 5/0t(t — )l /:a(xg)dBf
< el B ls 0 /Ot(t—s)_l_a /t((zf:))a +a/su U(f)_;;ga)d”) "

< =|B" ||/3[0t{ [oon ([(e-o =g eas)
// il u_;if” (/Ov(t—s)_a_lds) dvdu}.

Note that, by the change the variable s = u — (t — u)y, we have

ds

ds

u

/0 (b= ) s) s = (t—u) / Tty edy
<(t—wu) /000(1 +y)"* Yy %y = B(2a, 1 — a)(t —u) .

and

/Ov(t —s) lds=a {t—v) =t} <a M (t—v)
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It follows that

t P, — ®s t 3
/ gds S el B s 04 {/ lo(XO)| (t — u)**du
0 0

(t—s)te
. / ( /Ou(t ) U)_a\(f(?iz)_ —U;gm dv) du}

< H ! ey —2a ! “ —« ’XZ_XE‘
S el B[l g1+ ; [ Xl (= u)" " du + ; ; (t—v) mdv du o .

By using the mean value theorem, we obtain that

t t u Xs _Xs|
|| B | 5.0. {l—l—/ Xiwt—u_hdu—i—/ (/ t—v_alu—”dv)du}
15" {1+ [ X7 =0 ([fa-oEiy

t u
SeHBHnﬁ,[o.ﬂ{H sup |a, 1172+ sup i, ( / <t—v>—a<u—v>—adv) du
0 0

u€el0,7) uel0,T]

t t v X —xy — XE+ 1,
- Xi—xuvt—u_%‘du—f—/ (/ t—v_a| - - Udv)du
| i—are—w ([ ey

t
< 5||BH||57[0¢]{1 +/ |XE — 2" (t —u)"**du
0

t “ | XE — zy — X5+ 2,
t gyl Zu T T T Re Tl g )
+/o </< T gy ) u

(4.15)
Define
200 ify=1
Ky 1= >1+20‘,Y—_1 if =22 <y <1
o if 0 <y <22

and we can show the following inequality

t P, — (I)s t
/ |t—Lds < 5HBHH/3,[0¢] {1 + / | X — | (t —u) ™ du
0 0

(t—s)'*
+ /Ot(t — ) (/Ou X _(fi;)fff xv|dv) du}.
(4.16)
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Indeed, if v = 1, the inequality follws immediately from (4.15). If % <~v <1, by
the Holder’s inequality with § = kv > v + 200 — 1,

t t s v t oeis 1—y
/ | X2 — 2,|7(t — u) **du < (/ | X: — 2| (t — u)‘vdu) (/ (t—wu) 1= du)
0 0 0
t
< (1+ / \Xz—xuw—u)ﬁvdu),
0

and (4.16) holds true. If 0 < v < £=2%_(4.16) follows from the same argument as in
the case % < v < 1. Define the funtion

. | XF — 2 — (XT — )]
= | X} — 2y +/ t—s)a“ ds.

Then by estimates (4.12), (4.13), (4.14) and (4.16), we have

PO, — U+ P, — D

s
d
(t — s)tte iy

< 1w+ + [
0

t t
55||BH||5,[0.,5]+/ |X§—x8|ds+/ | XE — x| (t —s)"%ds

I | XE — | XE — 2z, — X — ]
el B a0 / (el [l a
. | XE — 2z, — XE + |
4 e||BY HBM{/ X2 — 2| (= 5) vds+/ (t—s)" </ ) ds

t
S elB apon + EB" Lo +1) [ hu(t = 5)ds + el B g / “hads

S ellBY|ls0. + (el B |00 + 1) /Ot hs(t —s)™™ s~ ds.
By Lemma 2.3, there exists a constant C' > 0 depending on o and 7" such that
X; — a1l < [n] S ell B lajonexp {C (14 €l B lapn) =7} (417)
For every p > 1, it follows that from Lemma 2.2

1/
(BIB 1) " S (E=9)"".
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Since % < 2, we can get
-

_1
Eexp {pC (1+ 8||BH||5,[O.t]) 1=ry } < 00,

by Fernique’s theorem and we conclude (4.8). The inequality (4.9) and (4.10) follows
immediately from (4.17). We will prove the estimate (4.11). Using the additivity of
the integral, we obtain that

X7 — XSl <

t
+e / o(Xe)dBH?

t
/ b(XE, 00)du

t t
S [ QXD dut 2| B g [ 1050067 w)] du
. ar; X: “lo(XE) —o(XE
< sup (1 2D =) el 8 { [ (200 + [P ) .

u€l0,7) (u

The Assumption 4.2 and the estimate (4.17) lead

u€[0,T] u€[0,T]

t u 5 €
+ellB HB,[s,t]/S (/0 mdv) du

S (1+&lB™ s0nexp (€ (1+ B 500) =7 ) ) (¢ = 5)

1
+ 5||BH||5,[s,t]<t — 8)1_a {1 + €||BH”57[0.,5} exp (C (1 —+ 8HBH||B,[O.t}) 17»@“/)} .

X7 = XIS sup (14 X3 (¢ —s) +el BY||g st — ) (1 + sup !XZ|>

From Lemma 2.2 and Fernique’s theorem, we conclude (4.11). Thus the proof is
completed. O]

Remark 4.3. The function Ly . is differentiable in 6§ under Assumption 4.4, and we
have

T T
VolLiro(0) = / Vo Qi (1)dZ, — / Qi (1) Vo Qi (1),

VQ]L 6 _ /T 2Ne T e ®2 T e 2M"e
oL (o) = Vo Q5 p(t)dZ; — (VoQy () dt — Qo(t)VQ o(t)dt.
0 0 0

We prepare some lemmas which give sufficient conditions to obtain the polynomial-
type large deviation inequality.
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Lemma 4.2. For every p > 2,
sup E [(8’1 sLmc(00) — (—FH(GO))DP] < 00.
0<e<1

Proof. By Remark 4.3, it folows that

T
e*ViLy . (0o) — (=T (6p)) = ¢ / Vi Qire, () AW, — (2 /0 (veQ;wo(t))@dt—rH(eo)).

Note that the function Q% 4, has the form

Q1) = (T (3/2 — 1)) (t/H%

1 " (?(f 9§)t1/2 H b(>(¢§,9;>)81/2—H
_ IN\;H-1/2 XF X5
+(H =)t /0 (I ds>
b(XE,00)  b(XE00)
b(XE,0y) "X T ke
_ . _—141/2—-H t> Y0 —1,H-1/2 o(X§) (X5) _1/2-H
=ce 't —J(Xf) 4+ coe™ 1 ; = S)H+1/2 ds.

By Burkholder’s and Minkowski’s inequalities, we have

T P T p/2
E(52 / agiang;wO(t)th) < (54 /0 ||agia(,jQ§,ﬂO(t)||ip(m dt)
0

T 2
5 P / 120 891093'17()?7 90) dt
0 o(X7) LP(Q)
. , 00,00,b(X7.00) 95,05, b(XZ 00) 2 p/2
201 o(X7) B o(Xs) 1/2—-H
+ /0 ' /0 — SV/2H g dt}
Lr(Q)
From Assumptions 4.4 and the mean value theorem, we obtain that
T p N T
E (52 / 00,00, Qg o, ()Y, ) < erd sup 1 X / 12 gy
0 0<t<T 0
g g (3 g 2 p/2
TtQH—l ! (1+|Xt|N+|Xs|N) |Xt _Xsl 1/2_Hd dt
+ = s)H+1/2 S S
0 0 L)
p/2

I

2
T HIXE = XSl pon o)
<l t2H_1 1/2 Hd dt < B4
~ € +/0 0 (t _ S)H+1/2 ~
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foreveryi,j = 1,--- ,d and some constants N > 0. We estimate the term 2 fo (VoQ5r, (t ))®2 dt—
L'y(6y). For every i,j =1,--- ,d
[ 00 Qi (000 @i, (0~ T 0)
2 (/Tt12H {a&- (XF,00)00,0(XF, 00) aeib(fﬁt;eo)aejb(xtago)}dt)
0

—a o(X;)? o (1)’

Do, b(XF,00) Do, b(XS,00)

T t —
0p,b(XE, 6p) / o(X7) o(X5)  1/2-H
;i ¢ s dsdt
+ cic9 (/0 a(Xf) . (t _ S)H+1/2 s s

99, b(z¢,00) 99, b(zs,00)

_ /T 86ib(l’t, 00) /t o(xt) - o(zs) 81/2_Hd8dt
o olz) Jo (t — s)H+1/2

0p,b(X{,00)  0,b(X5,00)

T 89b(XtE 00) t (XE) - (XE) 1
J ’ S o(As /2—Hd dt
+C102(/0 o(X7) /0 (t—s)H+1/2 S S

891. b(x¢,00) 891. b(zs,00)

N /T aejb<xt7 90) /t J(mt) - U($s) 81/2_Hd8dt
0 0

o (z,) (t — s)H+1/2
T + 00,b(XF,00)  9p,b(X560) , 90;6(X7.00)  8o;b(XS,00)
+2 ( /0 (2H-1 /O o()?t )_ 3)H+10/(2XS) J1/2-H g /0 o( (t> s)H+f/(2XS) RIS
T ¢ Oo;b(xt,00) g b(zs,00) ; Oo;0(ze.00)  By;b(zs,00)
_ /0 $2H-1 /0 0(9(6;)_ S)HHU/(;s) s1/2—H g /0 0(92;)_ S)HHU/(;S) s1/2—H g dt) ‘

(4.18)

By using Lemma 4.1, the mean value theorem and Assumptions 4.4, we have
/T t1—2H {(%J)(Xf, (90)89jb(Xf, (90) _ (%Z.b(xt, (90>89jb(33't, (90) } dt p
0 o(X7)? o(x)?

/oTtHH{ e (M)

D <aeib<Xf,eo> - ae,.b<xt7eo>) } Y

E

=F

P

o (1) o(XF) o (1)

T V4
5 (/ tl_QH H(l + |XtE|N + |xt|N) |Xf - J7t|HLp(Q) dt) SJ 51)7
0
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for some constants N > 0. We shall estimate the second term of (4.18). By Lemma
2.5

(%jb(Xf,@O) _ 89jb(X§,60) _ <89jb(a:t,90) _ (99jb(xs,90)>
o(X7) o(X5) o (1) o(s)

[ (555 o [ ()

Lr(Q)

Lr(Q)

t 0y, b(XZ, 0 0p.b(xy, 0
s o(Xg) o(zy) L7(Q)
+e /ta (M) O'(XE)dBH
E o(X3) v Lr(Q)
By the mean value theorem and Assumptions 4.2 and 4.4, we have
t (%.b(XE, ‘90)) <89b(l'u, 00)) }
0, (A b(X:,0p) — 0, | ——— | b(xy,bp) ¢ du
[ {o- (o™ ) e eI AL S

<

Y

t
[ bl XY 1

Se(t—s).
Lr(Q)

From the mean value theorem and Assumptions 4.3 and 4.4, we can estimate the
Do, b(XE .6 .
M) o(X¢) as with respect to BY for o € (1—H, 1/2)

o(X3)
and € (1 —a, H)
o 0,0(X%,0) 5
1B e [ |02 {0n (P5E) 006 0
9, (89jb(X§,90)> o(X2) - 0, <89jb(XS,90)> o(X¢)

stochastic integral for 0, (

du

t agb(XE 00)
/ax <—u o(X;)dB,
. o(X;) > o
t 1—|—|X€’N u o(Xe) u o(Xg)
< BH s . Tul - - d d
S R (= v)ht o

e [ [
15 agen { (1 s P (e =y [ ([T ) ) |

By the Garcia-Rodenmich—Rumsey inequality and Lemma 4.1, we get

5 S et — §)H- @B < o(t — )12,

Lr(Q)
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Thus by Minkowski, Holder’s inequality, we obtain that

Do, b(X5,00) D9, b(XS,00)

/T Op,b(XF,00) /t TXD e ey,
0 o(X5) Jo (t — s)H+1/2

E

89.1)(]2,5,9()) 89-17(1135760) p
_ a&ib(fﬂt, 90) /t Jo’(xt) - ]U(ms) Sl/Q,HdS dt
o(z)  Jo (t — s)H+1/2
. , 00,b(XF 0)  0p;b(X.00)
_p / 0p,b(X7.00)  Opb(x4, bp) / oD o0 aje-ny,
0 o(X7) o () 0 (t —s)Hr1/2
99 . b(XE00) 9. b(X5,00)  Bp.b(ze,00) g, b(xs,00) »
o Dnbl1, 60) / T T e e T e apeng | g
o(z) Jo (t — s)HT1/2
! I+ XY+ IXEN) 1 - X !
< e|N N e _ 5 sUIL2P(Q) 1/2—-H
~ (/0 H(l + [ XEIT A+ |z )X xt|||L2p(Q)/O (t— S)H+1/2 § ds
86]- b(Xf,@o) 69]. b(Xg,eo) 89]. b(xt,eo) 89]. b(aﬁs,eo) p
T t o(X5) o(X5)  olx) o(zs) Lp(Q
1 N (D) 1/2—H g1 < ob
+ /0 ( + |xt| )A (t_S)H+1/2 S S ~

Since the third and fourth terms of (4.18) can be evaluated in the similar way as
in the second term of (4.18), the proof is completed. ]

The rest of the proof of Theorem 4.1 is similar to the proof of Theorem 3.1 and
is therefore omitted.

4.6 A sufficient condition for the absolute continuity

In Section 4.2, we have derived the likelihood ratio (4.4) via the Girsanov theorem
under the assumption (4.3), under which our estimator 6. is the true MLE. However,
to ensure the condition (4.3), we need a stronger assumption for coefficients b and o.

Assumption 4.8. The function o in (4.1) is of C}(R)-class and there exist some
constants A € (1 — ﬁ, %), ¢ > 0 such that for every x,y € R and 6 € ©,

b(xz,0) by, 0

(ZE, )_ (y7 )‘ §c|a:—y|’\.
o(z) oy
Theorem 4.2. Suppose that Assumptions 4.2,4.4 and 4.8 are fulfilled. Then a
stochastic process {A{}iep.1) is a martingale.
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To prove Theorem 4.2, we prepare the following result which is found in Lemma
3.2 in [11]. In [11], they impose that the function 0,0 is bounded. Actually, it is
enough to impose the Lipschitz continuity of the function b(-,0).

Lemma 4.3. Under the condition of Theorem 4.2, for every a € (1 — H,1/2) and
g€ (1—a,H), there exists a constant C' > 0 such that

c 1/8
[ X1—a < C (1+(BY]5)"".

Proof. By Lemma 2.6 and Assumption 4.8, we have

t t
X = X2 = o(X0) (B = B | < [ X0 du | [ (oD = o(D)}ap!

< [ OG0+ X B gt = )1
Note that

sup S (= 8) +|XZI(E = ) + | X5 li—a g (t = 5)"7

s<T<n<t

n
/ b(XE, 00)du

Thus there exists C' > 0 depending on 7" such that

[ X —asg < C(l + |1 X2t = 8)* + || BY || 50 (t — 5)P~(-e)
(4.19)

+ IXElh-asa (1B a0z +1) (t = S)B)

Set h:= (2C(||B"||5,0r) + 1)~"/#). Then for |t — s| < h,
1XE s < 2C (14 1XZ RS+ [|BH g0,k 7).
We aim to estimate ||.X*®||, 0,77 By the triangle inequality, we have
[ X o s < IXE+ X 1o fsn (E = )
S XA+ R) + R+ (BT |50.m),
for |t — s| < h. Tterating the above estimate for N = T'/h, we can get

N-1

1X2 (oo o7 S 21+ B)N + B2+ | B [lg0m) S (1 + R)
k=0
2|(1+h)N + P (L + || B || 500) (L + )V N (4.20)

(1 +h)™" (|2] + hP (1 + | BT ||g0.m) T/ 1)
=€ (lz| + (1 + | B ||g0,m)T/R),

S
S
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where we used the fact (1 + %)h < e for the last inequality. Thus we have

HXEHPM S+ (1 + HBHHB,[O,T]> pf=0e)
(1-a)/B
S1+ 1+ 1B s 0m) .

By using Lemma 2.4,
(1-a)/B —a 1/8
X N1-a S <1 + (L4 1Bl 0m) ) (IVvA™) S A+ 1B s0m) "

and we complete the proof of Lemma 4.3. ]

Proof of Theorem 4.2. It is enough to show that for every r > 0

T
FE exp (7’/ Q%ﬁo(tfdt) < 00. (4.21)
0
Recall that the function Q% 4 has the form

1 " b(?((fﬁ?)tu%H _ b()(<§,9§>)81/27H
_ I\ H-1/2 o(X7 o(X5
=g [ T ds>

b(XF.00) _ b(X£.00)
b(XE 0 ) t X¢ - Xe
—1,1/2-H t>Y0 —1,H-1/2 o(X§) o(X§) _1/2-H
et —————~ F e d
“ o(xp o (t—s)HTL2 ’

=: F(t) + G(t).

By Lemma 4.3, there exists a universal constant C' > 0 such that

exp (r /0 ' F(t)th) = exp (rcst /0 ' (%)2#2}1 dt)

T
< exp (Crs‘Q / (14X *) ¢ 21 dt)
0

T
s (Cr IR, [ ey
0

< exp <T2A(1—oz)+2—2HC«r (1 I HBHH?B/\/ﬁ)) :

IN
o
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and by Fernique’s theorem, we have

Eexp (r /OT F(t)th) < 00.

In the same way, we can estimate the term G(t) as

2
L BXE00)  B(XE00)

T T _
2 2H-1 o(X§) o(X5) _1/2-H
exp <7"/0 G(t) dt) < exp C’r/o t /o (tt— S s ds | dt

T ¢ 2
< exp (CTHXEH%LX/ 21 (/ (t — 5)1/2H+)‘(10‘)31/2Hd5) dt)
0 0

= exp (C,,,,TQ/\(lfa)+1 (1 4 HBH”ZA/,B>) 7

and we conclude (4.21) by Fernique’s theorem. O

50



5 Discretely observed case

Let {Xt}te[O,T] be a solution to the following stochastic differential eqution:
t
X, = Xo + / b(X,00)ds + oBE, te 0,7, (5.1)
0

where X € R is the initial value, { Bf };co.7) is a fBm with Hurst index H € (1/2,1)
and 6y € © is the parameter which is contained in a bounded and open convex subset
© C R. When H = 1/2 and processes are observed at discrete points, the least
squares estimator (LSE) is asymptotically equivalent to the MLE. For the LSE, the
consistency and asymptotic distributions were proved by Kasonaga [16] and Prakasa
Rao [35].

Neuenkirch and Tindel [30] studied estimators based on discrete samples for (5.1).
They proposed the least squares type estimators and showed its consistency when
1/2 < H < 1. The purpose of this Chapter is to prove the asymptotic normality of
the estimator proposed in [30]. The main tools in the proof of the asymptotic nor-
mality are the limit theorem for quadratic variation of fBm and the ergodic theorem
to sums of the increments of fBm weighted by a function.

5.1 Main results

We assume that {X;};>0 is observed at points {t; : 0 < k < n} and take equally
spaced observations with t;,; — ¢, := h,. Define the least squares type procedure,

1 n
Qu®) = —= > (X = X = hab(Xe,,,0)° = 0221

n k=1

and the LSE for the true 6, is defined as
0, := argmin |Q,(0)]. (5.2)
0cO

Let us state a one sided dissipative Lipschitz condition and the polynomial growth
assumptions for a drift coefficients b, ensuring ergodic properties for process X.

Assumption 5.1. The function b in (3.1) is of C1?(R x ©)-class such that, for every
r,y €ER and 0 € O,

(b(z,0) = b(y. 0)) (z —y) < —clz —y[*.
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and the following growth conditions hold true
[b(z,0)] < e(1+|2["), 10:b(x,0)] < c(1 + |2[™), |0pb(x,0)| < (1 +[a])
1050:b(2,0)| < c(1+ |2[™), 105b(x,0)] < (1 + |2|™),
for some constants ¢ > 0, N € N.
Assumption 5.2. There exists a function U € C*?(R x O) such that
0.U(z,0) = b(z,0),
for everyx € R, 0 € O.

We impose the condition on the size of the sampling step, which is required to
control the contribution of fractional Brownian motion.

Assumption 5.3. h, = kn~® with 0 < a < min{ﬁ, 1} and k > 0.
We set the identibility assumption for consistency of our estimator.
Assumption 5.4. For every 0y € O,
> 2 a2
E|b(X,0)]" = E|b(X,0)]",
implies that = 0y where X is the random variable appearing in Proposition 5.1.

Assumption 5.5. B )
E [(&;b(X, 90)) b(X, 90)] #£0.

The consistency of LSE (5.2) was given by Neuenkirch and Tindel [30].

Theorem 5.1 (Neuenkirch and Tindel [30]). Under Assumptions 5.1-5.4, the LSE
0,, is strongly consistent with 0y:

0, — 0y a.s., n— oo.

To state the main results, we further make some notations: let

Vnh2—H H e (1/2,3/4)
= oL H=3/4
(nhy,)?~24, H e (3/4,1),

and we set ]
._ 2H 2H 2H\2
CH = EGZ (Jo+ 12" + Jo = 1 = 2]0]*")” < o0.
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Theorem 5.2. Suppose the same assumptions as in Theorem 5.1, and that % <a<
min{m, 1}, Assumption 5.5 holds true. Then for every H € (1/2,3/4],

oy

4

(0, — 6) B N (0, (E [(95b(X,60)) b(X, 00)})2) ,

as n — oo. Moreover, if H € (3/4,1),

1

o (E [(96b(X,60)) b(X,60)]) "
2

asn — oo where Z is a Rosenblatt random variable that will be defined in Proposition
5.5.

(6, — 65) &

Z,

5.2 Examples

Example 5.1. Let 6y > 0 and x € R. The simplest example of an equation which
satisfies the above assumptions is fractional Orstein—Uhlenbeck process:

t
X ::1:—00/ X,ds +oB}.
0
One of the example of nonlinear SDE is

t
Xt:x—Qo/ (X2 + X,)ds+ 0B/
0

5.3 Ergodicity

We shall describe the results of the ergodic theorem in equation (3.1). We will work
on the canonical probability space (2, F, P), where 2 = Cy(R) is equipped with the
topology of the compact convergence, F is the corresponding Borel o-algebra, and
P is the distribution of the fBm. We define the shift operator S; : 2 — Q for each
teRand w e as
Siw(-) =w(t+ ) —w(t).
The shifted process (B,(S;(-))),eg is a 1-dimensional fBm, and, for any integrable
random variable F': {0 — R and any w € (), we have
T
lim F(S;(w))dt = E[F].

T—o00 0

We state the existence and uniqueness of the ergodic limit for X investigated in [7].
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Proposition 5.1. Under Assumption 5.1, for any 0 € ©, the equation (5.1) has a
unique solution X € CMR4;R) for all X < H. In addition, There exists a random
variable X : 2 — R such that

lim | X;(w) — X(Sw)| =0,

t—o00

for all w € Q) where S; is the canonical shift operator.

An ergodic theorem for discrete sampling is found in Lemma 3.3 in Neuenkirch
and Tindel [30].

Lemma 5.1. Let f € CH(R x O) be such that
[f(@,0)] < C(L+[al™), 10:f (2, 0)] < C(L+[x|™), |0f(x,0)] < C(1+ |2[),

for some ¢ > 0, N € N. Then

sup
G

—0, a.s.
n —

LS F(X, . 0) - EF(X,0)
k=1

In addition, assume that there exists a function U € C*1(R x ©) such that

0,U(x,0) = f(x,0), x € R, 0 € O.

Then
zuep nh Z f (thfla 9) (Btk - Btkfl) + E [b(X, GO)f(X, 9)i| — 0 a.s.
S no_1
as n — Q.

We prepare some estimate results for the pth moment of the solution to (3.1). To
support these results, we refer to [7] and [30].

Proposition 5.2. Under Assumption 5.1, for any 0 € © and p > 1, there exist
constants ¢y, k, > 0 such that

EIX,)P <c,,  E|X;— X, < kplt — sP?
for all s,t > 0.

We need the following convergence results for one-dimensional fBm (cf. Theorem
7.4.1 in [32]).
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Proposition 5.3. For every 0 < H < 3/4,

n

S - B 1S N0,
k=1

while for H = 3/4 it holds

n

! (B — BE )~ 1] % N(0,1).

nlog(n)cs/a P
Finally, for 3/4 < H < 1

i (B~ B 1

k=1

converges in L*(Q) to some random variable Z, which belongs to the Wiener chaos
of BY with order 2. The random variable Z is called a Rosenblatt random variable.

5.4 Proofs
Note that

n

—2
aan(H) — nh (th - th71 — hnb(th7179)) (99()(th71, 9)
" k=1

Since 6,, minimizes @, (0)?, we obtain that

To solve the above equation, we prepare the following lemma.

Lemma 5.2. Define ¢, = 711(0y — 0,,)). Then, under assumptions of Theorem 5.2,

( 1 < 20 &
THQu(0) = — S [&(B{j _BH - thiH} + Z2NT(BE — B )apb(X,,_,,00)G

" nh2 Pe—1 nhy
k=1 k=1
+ Guop(1) 4+ op(1)
20 —
89Qn(9n) = _W (Btk - Btk71>89b(th7176n) + 0P<1)'
" k=1

%)



Proof. By using (3.1), we have

] — )
Qulth) = — ((th Xy — hab(Xe . 00) — GghiH)
k=1
— nh2 /t‘ (b<X37 00) - b(thil,en)) ds + U(Btk — Btk_l) _ O-Zhi
" k=1 k—1

2
1 b
= — { </t (b(Xs,HO) — b(thfl,Qn)) ds) i 02(35 _ 35,1)2
" k=1 k=1

tg
)/ (b(Xs, 00) — b(Xs,_,,00)) ds—athH}.
tk—1

+20(B/! — B/!

tp—1

For the first term, we can calculate that

( / (X 00) — B(Xey,60)) ds)

tk—1

tg

= </tk (b(Xs,00) — b(Xy,_,.60)) d8+/ (b(X, 1, 00) — (X4, 0,)) ds)

- </ ) (b(Xs,00) — b(Xy,, . 00)) d8> " (/ ) (b(Xes100) = b(Xey,00)) ds)

tk—1

+2</ " (X0 B0) — b(Xey_00) ds) (/ ) (b<th1’9°>‘b(Xt“’8”)>ds>

te—1 tre—1

Through Minkowski’s inequality, mean value theorem, Assumption 5.1, Holder’s in-
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equality and Proposition 5.2 we can estimate that

tr 2 tk 2
‘ / (b(XS, 90) — b(th—N 90)) ds S / Hb(XS, 00) — b(th_l, 00) HL2(Q) dS)
te—1 L2(Q) l—1
tk 2
< /t (141X Y+ X, 1Y) (X — X y) ||L2(Q) ds>
k—1
tk
< /t Hl + |XS|N + |th—1|N||L2(Q) HXS o th—lHL?(Q) ds
k—1
tk 2
< / (s —tp1)" ds) < p2HT2,
te—1

(5.3)
Therefore, under the assumption nh? — 0 as n — co, we obtain

n

2
1 .
TthQ > (/tk_ (b(X, 00) — b( Xy, 1. 00)) ds) < 7HR2H 0,

n
k=1 L1(Q)

as n — 0o. Applying Taylor’s formula, we have

(/tk (b(Xs., 00) — b(Xy,, . 00)) ds> (/tk (b(X, 1, 00) — b(Xy, ,,60)) dS)

—h ( / (X 0) — (X 00)) ds) Qob(Xs, . 6) (60 — 6n),

tk—1

where 0, := 0, + Bn(bn —00), 0 < B, < 1. Similar calculation of (5.3), we have

.- ZE

Z /tk (b(XSvQO) _b(th,l,eo)) ds

(/ b(X87 00) - b(thfw 90)) d8> a9b(th717 én)

1
~ nh,

Hl + |th—1‘NHL2(Q)
L2()

S o Z/t 1||b (X, 00) = b(Xpy 1, 600)| 12y d5 S B

k—
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Therefore

1 n
o>

n k=1

/tk <b(XS’ 60) o b(th—l’ 00)) ds) (/tk (b(th—17 00) - b(th—N Qn)) ds) L_1> Oa

te—1 te—1
as n — oo. With Taylor’s formula again, we have

n H n
n

Tgi " b(Xy, ., 00) —b(Xy,_,0n))ds | == 0pb(Xo,_,0n) (00 — 6,) | -
nh? o ( )

n k=1 k=1

S

Through Theorem 5.1 and Proposition 5.1, we obtain that

niL? Z (/t k (b(Xs,Qo) — b(th_l,Qn)) ds) = (uop(1).

" k=1 k

H
Tn

Let us consider the cross term. At first, we decompose as follows

n

2 K
Y B =B [ 0 80) ~ (X, ) ds

n k=1 tr—1

n

2 tk
== > (B — By ) / (b(X, 00) — b(Xe,_,.00)) ds
te—1

n 2
nh
n k=1 —
n

20 .
+ 7_71;[ nh? Z(Btk - Btk—l) / (b(th—N 90) - b(th—l’en)) ds.
T te—1

From Cauchy-Schwartz and Minkowski’s inequalities and (5.3), we obtain

BB~ Bus) [ 00X 00) ~ 0%, 00) ds

th—1

123
< HBtk — By, HLZ(Q)/ Hb(XS7 0o) = b( Xy, _,, 90>HL2(Q) ds S hiHH'
k

—1

Thus
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H

and we conclude that

n

1
71Q.(0,) =1 — [0%(By, — By, ,)? — o”h2"] +
n k=1

+ Guop(1) 4 op(1).

20 —

nh
" k=1

(Btk - Btk—1)89b<th—l7 HO)Cn

We will prove the second equality. Using (3.1), we have

n

2

00Qn(0n) = —= > (Xo, = Xiy = hub(Xi_,,0)) 0ob(Xy, ., 0)

9 = tk
= ol (/ (b<Xsa QO) - b(thfu Qn)) ds -+ U(Btk - Btk1)) 89b<th71, Qn)
" k=1 22

Let us now apply Taylor’s formula to obtain that

2 2
—_— / (b(XS, 0o) — b(th_l, Hn)) ds a(,b(th_l, 0,)
nh,, p t

—1

2 2
— nh </tv (b(XS7 90) - b(th71700)) dS) a@b(th7179n)

2 = tk
+ (/ <b<th—17 90) - b(th—l y Qn)) dS) 89b(th—17 Qn)
nhy, b
k=1 k—1
2 n
= > " 0pb(Xi,_,,00) (00 — 0,)0pb( X, _, , 00) + 0p(1).
k=1
By Lemma 5.1 and Theorem 5.1, we obtain the results of Lemma 5.2. ]

Proof of Theorem 5.2. Since the relationship 7.7 Q,,(0,)9Q,(6,) = 0 holds, we have

1 < 20
nh2 Z [UZ(Btk - Btk—1)2 - J2hELH] + ( d Z(Btk - Btkq)(%b(thfl? 60) + 0P<1)> CTL + OP(l))
n k=1

nh
" k=1

x (_ 20 i(Btk ~ B, )b(X,, ,,0,) +0P(1)> ~0.

nh
" k=1

By using Lemma 5.1, Proposition 5.3, we conclude the statement of Theorem 5.2. [
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