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Exists converging evidence that driver's inattention and drowsiness are major
contributing factors in fatal and injury crashes. If vehicles are equipped with
Advanced Driving Assistance Systems (ADAS) that can detect driver’'s
distraction and drowsiness ahead of time, the system will be able to not only
warn, but also take control of the situation in our near-future autonomous
vehicles, preventing large-scale traffic accidents and con“tributing to traffic
safety.

Tracking driver's head and eyes can provide a reasonable assessment of a
driver's state. Several previous studies have implemented this kind of
classifiers. However, they carry out their experiments in ideal conditions.
Making this classification under unrestricted conditions is extremely difficult,
leading current studies to a very poor performance. My research focuses on
developing a high-performance driver gaze and drowsiness classifier under
unconstrained conditions. Having a high-performance system in unrestricted
conditions implies being able to identify distractions with less mistakes and
thereby reducing automobile accidents significantly. Some of these
challenging situations are mask-wearing faces, face occlusions, eyeglasses
reflection, strong daylight variations, profile face poses, face and eyes facing
different directions, etc. Also, many of them wuse expensive sensors,
equipment sensitive to light, or complex systems. Furthermore, no former

research explicitly does experiments with highly unconstrained datasets.

For implementing a robust gaze and drowsiness classifiers was developed two
modules: module one, recognizes driver's gaze direction and module two
recognizes the driver’'s drowsiness. This study involves six key steps to achieve

a robust and portable system:

1.Frames' Lab's color space manipulation: To address the strong light
variation issue, equalize the brightness of my frames by manipulating its Lab's
color space's luminance channel using a Contrast Constrained Adaptive
Histogram Equalization is one of the keys of this study.

2. Robust recognition of face, eyes, and body-joints landmarks: Combining an
anchor-based real-time face detector with a normalized dense alignment for

landmark identification that incorporates 3D eyelid and facial expression
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movement tracking for face and eye landmarks detection makes the data less
noisy. In addition, was used an online optimization framework for the shoulder
joints recognition that builds the association of cross-frame poses and form
pose flows robust to unconstrained situations body pose. This gives
robustness to strong light condition variations and various facial occlusions as
could be masks, scarves, eyeglasses reflections, eyeglasses stick, small eyes,
partial occluded pupils, and profile face poses. Furthermore, because the
feature vectors are based on these normalized landmarks, the amount of
training data required is greatly reduced because the patter.n is very clear.

3. DNN models structure and introduction of novel feature vectors parameters:
For module 1, the framework involves two main models, Face Frontal and Face
Profile DNN model. Since the geometric facial structure varies per person, the
feature vector parameters consist of different relations between pupil and
eyes landmarks in proportion to the driver's geometrical face configuration.
Each model's classifies different standard known common areas to be checked
by drivers. It considers as well when the driver’s face and eyes are facing to
different directions. This is a per-frame classification.

4. GRU model structure, introduction of lower-face contour and chest
movement landmarks: For module 2, eyes, lower-face contour, and chest
movement are considered. In contrast to other studies, | do not consider the
mouth closure part of my feature vector since masks cover it. Adding the
lower-face contour and chest movement as possible parameters to my feature
vector is one of the strongest contributions to solve the mask-wearing
situation issue for the drowsiness classifier. This classification is video based.
For the eyes, the closure is measured for each frame. For the face contour and
chest movement, each current landmark position is subtracted from their first
frame (original) position. Finally, the driver's drowsiness is derived by fusing
spatio-temporal features based on the before-mentioned subtractions used as
the feature vector of my Gated Recurrent Units (GRU) based model.

5. Portability and extensivity, as it needs only one camera and a computer.

6. Generalization, as it can classify correctly regardless of the subject.
Moreover, the performance of the proposed system was compared to the
overall general approach and show the importance of each stage of the
proposed pipeline. Results over a dataset involving highly unconstrained
driving conditions demonstrate that this work outperforms classifying the

driver’s gaze zone and drowsiness correctly in various challenging situations.
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